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Abstract

Large Language Models (LLMs) are increasingly serving as evaluators in Natural1

Language Generation (NLG) tasks; this is often referred to as “LLM-as-a-judge”2

paradigm. However, the capabilities of LLMs in evaluating NLG quality remain3

underexplored. Current studies depend on human assessments and simple metrics4

that fail to capture the discernment of LLMs across diverse NLG tasks. To address5

this gap, we propose the Discernment of Hierarchical Perturbation (DHP) bench-6

marking framework, which provides quantitative discernment scores for LLMs.7

DHP systematically degrades reference texts at character (typos, deletions), word8

(grammatical errors, entity substitutions), and sentence levels (reordering, factual9

inconsistencies), then uses Wilcoxon Signed-Rank Tests to measure whether LLMs10

assign lower scores to perturbed texts. We benchmark 19 LLMs from 8 families11

(GPT, Llama, Qwen, Vicuna, Mistral) across 6 datasets spanning summarization,12

story completion, question answering, and translation tasks. Our results provide13

critical insight into their strengths and limitations as NLG evaluators.14

1 Introduction15

1.1 Background and Challenges16

Large Language Models (LLMs) are increasingly used as evaluators in Natural Language Generation17

(NLG) [5, 20, 19, 34]. As “LLM-as-a-judge” scales to summarization, story completion, question18

answering, and translation [19, 31, 7], a central question is whether these models reliably score text19

quality across metrics. Two obstacles persist: (i) unbiased measurement is hard—human alignment is20

confounded by annotator and model response styles [28]; and (ii) multiple, correlated metrics (e.g.,21

coherence, consistency, fluency, relevance) complicate evaluation [10, 11, 14]. Figure 1 illustrates22

these issues; we show response-style analysis in Appendix B.23

Key community questions include:24

• How do we assess reliability beyond human alignment? Relative discernment under controlled25

degradations complements absolute correlations.26

• Which metrics matter by task, and do models truly optimize them? Expert-weighted aggregation27

emphasizes the most impacted criteria per perturbation.28

• Are judgments stable across prompts, seeds, and context length? Averaging runs and paired tests29

improve robustness to these factors.30

• Do evaluators generalize across tasks and perturbations? Worst-case discernment highlights limits31

in harder domains (e.g., long scientific, multilingual).32
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Figure 1: Challenges in Assessing LLMs as NLG Evaluators: Biased Response Styles and Multiple
Evaluation Metrics. Our DHP Framework employs hierarchical perturbation and statistical tests to
address these challenges, offering quantitative discernment scores for effective comparison.
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Figure 2: The DHP framework: (1) Hierarchical Perturbation, (2) LLM Evaluation, and (3) Statistical
Analysis. Example shown with P = 4 perturbation types and M = 3 metrics.

1.2 DHP Overview and Findings33

We propose DHP (Discernment of Hierarchical Perturbation), which perturbs references at multiple34

levels and tests whether an evaluator assigns lower scores to perturbed texts relative to originals.35

Using a one-sided Wilcoxon Signed-Rank Test [33], harmonic-mean p-values, and expert-weighted36

combinations, we convert evidence into a positive Discernment Score that is robust to absolute37

scoring styles and emphasizes relative judgments. We benchmark eight model families across six38

datasets; most show significant average discernment, with stronger models more stable and harder39

datasets exposing weaknesses.40

2 DHP Benchmarking Framework41

We propose DHP (Discernment of Hierarchical Perturbation) to measure whether an LLM can42

reliably penalize degraded text. Given a dataset with N items and M evaluation metrics, we create43

P perturbed variants per item, independently ask an LLM to score originals and each perturbation44

using standardized prompts, and then quantify discernment via nonparametric tests combined across45

metrics. This design emphasizes relative judgments, mitigating response-style bias [24].46

The overall framework is shown in Figure 2. First, for a specific NLG task, we employ a hierarchical47

perturbation pipeline to transform high-quality reference data into various forms of lower-quality data.48

Subsequently, an LLM evaluates both the original and perturbed texts, respectively, using predefined49

metrics, generating several sets of rating scores. We then conduct a statistical analysis of these50
2



Table 1: The quality metrics and perturbation methods for the four NLG tasks. C: Character Level.
W: Word Level. S: Sentence Level. (R): Rule-based Perturbation. (L): LLM-based Perturbation.
(M): Major and Minor Perturbations for each method. Details in Table 2.

Task Metrics Perturbations

Summarization

Coherence
Consistency
Fluency
Relevance

C (M): Random Deletions (R), Random Typos (R)
W (M): Fictional Named Entities (L), Grammatical Errors (L)
S (M): Reordering (R), Rewriting and Insertion (L)

Story
Completion

Coherence
Consistency
Fluency

C: Random Deletions (R), Random Typos (R)
W: Fictional Named Entities (L), Grammatical Errors (L)
S: Random Ending Sentence (R), Wrong Ending Sentence (R)

Question
Answering Answer Quality

C (M): Random Deletions (R), Random Typos (R)
W (M): Fictional Named Entities (L), Grammatical Errors (L)
S: Random Answer (R)

Translation Accuracy
Fluency

C (M): Random Deletions (R), Random Typos (R)
W (M): Random Deletions (R), Fictional Named Entities (L), Grammatical Errors (L)

scores. For each pair of scores, original and perturbed, we apply the Wilcoxon Signed-Rank Test to51

determine the differences in their distributions, achieving this with a confidence level expressed as a52

p-value. This test specifically assesses differences in pairwise scores without focusing on absolute53

values, thereby minimizing the impact of models’ response styles. Following this, we combine the54

p-values from different metrics, incorporating Expert Weights (EW ) to tailor the aggregated p-values55

to the specific metrics of the corresponding perturbation methods. These combined p-values are then56

transformed into discernment scores, which serve as a direct measure for assessing and comparing57

the NLG evaluation capabilities of LLMs for this particular task.58

2.1 Step 1: Hierarchical Perturbation59

We generate degraded texts by perturbing references at character, word, and sentence levels, using rule-60

based and LLM-based methods with minor/major severities (Figure 2, Table 1). Each perturbation61

targets specific quality issues (e.g., typos, factual inconsistency, discourse breaks). A capable62

evaluator should assign lower scores to perturbed versions than to the originals.63

2.2 Step 2: LLM evaluation64

Following G-Eval [20] with Auto-CoT [36], we prompt LLMs to score originals and each perturbed65

set independently for each metric mj , j ∈ {1, . . . ,M}. Over N items we obtain metric-wise score66

sets for originals and for each perturbation type i ∈ {1, . . . , P}:67

[{S0
m1

}, {S0
m2

}, . . . , {S0
mM

}], [{S1
m1

}, {S1
m2

}, . . . , {S1
mM

}], · · · ,[{SP
m1

}, {SP
m2

}, . . . , {SP
mM

}].

Here, each {S} is a multiset of N scalar scores; superscripts index original (0) and perturbation68

types (i = 1, . . . , P ); subscripts index metrics (m1, . . . ,mM ; e.g., coherence, consistency, fluency,69

relevance in SummEval [10]).70

2.3 Step 3: Statistical Analysis71

For each perturbation type i and metric mj , we test whether original scores tend to exceed perturbed72

scores using a one-sided Wilcoxon Signed-Rank Test (paired, nonparametric): null H0 : S0
mj

and73

Si
mj

have the same distribution; alternative H1 : S0
mj

> Si
mj

in location. This yields a p-value74

pimj
. We then combine metric-wise evidence for each perturbation via the harmonic-mean p-value75

(optionally expert-weighted), and finally map to positive discernment scores. Formally,76

pimj
= W-Test({S0

mj
}, {Si

mj
}; H1 : S0

mj
> Si

mj
).

77

pi =
1∑M

j=1
1

pi
mj

, pi,EW =
1∑M

j=1

EW i
mj

pi
mj

, with
M∑
j=1

EW i
mj

= 1.

78

Di = log0.05(p
i), Di,EW = log0.05(p

i,EW ).
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Figure 3: Selected DHP results across four tasks, red line means p = 0.05. Full results across all
datasets and model families are provided in Appendix Figures 4 and 5.

We summarize per model by reporting averages and minima over perturbations: Davg, DEW
avg and Dmin,79

DEW
min . To avoid over-weighting prolific levels, we use level-balanced averaging so character-, word-,80

and sentence-level perturbations contribute equally. Scores above 1 correspond to p < 0.05, which81

means a statistically significant good discernment ability (larger score means stronger discernment).82

3 Benchmarking LLM Discernment83

We benchmark eight model families—GPT-3.5, GPT-4, Llama 3, Llama 3.1, Qwen 1.5, Qwen 2.5,84

Vicuna, and Mistral—across four tasks and six datasets (details in Tables 1 and 2). We evaluate85

N=100 items per dataset and compute D and DEW over perturbations.86

Figure 3 shows the selected result. Overall, most modern models achieve Davg > 1, indicating87

consistent penalization of degraded texts. Larger and stronger models are generally more stable;88

smaller models struggle with challenging settings (e.g., long scientific summaries and multilingual89

translation). We suggest using models where Dmin > 1 to ensure that they have a strong enough90

discernment ability. For full results and analysis, please refer to Appendix A.91

4 Conclusion92

We introduce the DHP benchmark to assess the discernment capabilities of LLMs as evaluators93

across various NLG tasks. Our approach not only provides benchmarking results for LLMs but also94

establishes a robust framework to evaluate how effectively LLMs can identify quality issues, thus95

serving as competent NLG evaluators. While most models generally perform well, their performance96

is significantly influenced by factors such as model size, task type, and dataset complexity. By97

identifying specific weaknesses of LLMs in evaluating NLG tasks, this benchmark aids researchers98

in enhancing “LLM-as-a-judge” methodologies and improving overall LLM performance.99
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A Full Result and Findings204

A.1 Overall Assessment205

A broad analysis confirms that most evaluated LLMs demonstrate a foundational ability to discern206

quality issues, with nearly all models achieving average discernment scores (Davg and DEW
avg ) above207

1. A clear hierarchy of capability is evident. The top-performing models are consistently GPT-4208

Turbo, Llama 3.1-70B, and Qwen 2.5-72B (Figure 4), which exhibit high discernment and stability209

across all tasks.210

However, several older and smaller models show significant weaknesses. In particular, Vicuna 1.5-7B211

and smaller Qwen 1.5 models (e.g., Qwen 1.5-7B) perform poorly, with average discernment scores212

falling below 1 in the challenging WMT22 Chinese-to-English translation task (Figure 5f). This213

indicates a failure to reliably penalize degraded translations, rendering them unsuitable for such214

evaluation scenarios.215

A.2 Other Observations216

Trends Regarding the Size of LLMs The trend that larger models yield better discernment is217

strongly supported by the newer model families but shows inconsistencies in older ones. The Qwen218

2.5 series (14B, 32B, 72B) in Figure 4 displays a clear and predictable improvement in performance219

and stability with increased model size. In contrast, the older Qwen 1.5 series in Figure 5 exhibits220

anomalies, such as the 4B model outperforming the 7B model in translation tasks (Figure 5e, f),221

suggesting that scaling does not always guarantee improved performance across all capabilities.222

Limitations of Smaller LLMs Across both model generations, smaller LLMs (under 13B) consis-223

tently struggle with stability, reflected in very low minimum discernment scores (Dmin and DEW
min ).224

This is particularly evident in complex tasks like SumPubMed summarization and WMT22 translation.225

Models such as Llama3-8B (in both figures), Mistral-7B, Vicuna 1.5-7B, and the smaller Qwen 1.5226

models (Figure 5) all demonstrate this vulnerability. Their instability in challenging scenarios makes227

them unreliable evaluators where nuance and domain knowledge are critical.228

Metric Misunderstanding Phenomenon The discrepancy between scores with and without expert229

weights (D vs. DEW ) highlights a "metric misunderstanding" phenomenon in less advanced models.230

This is most prominent in Llama3-8B and Vicuna 1.5-7B on translation tasks (Figure 5e, f), where231

DEW
min is substantially lower than Dmin. In stark contrast, the newest large models like Llama 3.1-70B232

and the Qwen 2.5 series (Figure 4) show almost no gap between the two metrics, indicating a more233

robust and reliable interpretation of the evaluation criteria.234

Variations in Task Performance The relative difficulty of the evaluation tasks is remarkably consis-235

tent across all tested models. The Story Cloze Test (Figure 4c, Figure 5c) is uniformly the easiest236

task, with nearly all models achieving high and stable scores. Conversely, the SumPubMed dataset237

(Figure 4b, Figure 5b) is the most challenging. For this task, most models, including many large238

ones, see their minimum discernment scores drop below 1. This reinforces that evaluating content in239

specialized, knowledge-intensive domains remains a significant hurdle for LLM-based evaluators and240

necessitates careful, task-specific model selection.241

B Response Styles: Additional Analysis242

Previous studies focus on the alignment between human and LLM evaluators, using correlation243

metrics to gauge the LLMs’ performance in NLG evaluation tasks [20, 5]. However, these studies244

often overlook an important variable of evaluators: Response Styles which refer to a respondent’s245

consistent manner of answering survey questions, regardless of the content [30]. Despite similar246

levels of professionalism, annotators may assign different scores to the same questionnaire due to247

differences in age, gender, personality, cultural background, and ethnic group [30, 15, 17]. Similarly,248

LLMs, trained on diverse datasets, may also exhibit biases in their responses [27]. This discrepancy249

casts doubt on the previous methods used to compare human and LLM scores. Since quality-based250

scoring often relies heavily on a few experts’ annotations, the final alignment scores tend to favor251

models that share similar response styles with these specific experts.252
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We illustrate this with an example of the response styles of five LLMs tasked with annotating quality253

scores for human reference data from the SummEval dataset [10]. We averaged the scores across four254

metrics for each data point and plotted both the Pearson correlation coefficient (ρ) and the average255

score distributions of the five models. After perturbing the original data by replacing some named256

entities with fictional ones in the summaries (Fictional Named Entities in Table 1), we repeated257

the quality evaluation. As shown in Figure 6, all models detected the changes and adjusted their258

scores accordingly, though their scoring distributions varied significantly. For instance, Llama3 [9],259

Mistral [16], and Qwen [1] models assign higher scores to the original data and moderate scores260

to the perturbed data. In contrast, GPT4-Turbo [25] and Vicuna [6] models tend to give moderate261

scores to the original data and much lower scores to the perturbed data. The variance in the response262

distributions indicates the presence of bias that can significantly affect alignment (ρ), illustrating263

that alignment is not a direct or credible metric for assessing the ability of LLMs as NLG evaluators.264

It is crucial to develop a new metric and measurement for evaluation that is not influenced by the265

evaluators’ biased response styles, ensuring a more accurate and fair assessment of LLM capabilities.266

C NLG Tasks and Metrics267

C.1 Summarization268

We utilize the SummEval [10] (MIT license) and SumPubMed [13] datasets (MIT license) for our269

summarization tasks. The SummEval dataset comprises 100 news articles, each accompanied by270

multiple reference and generated summaries. For our analysis, we exclusively use the reference271

summaries, selecting the one with the highest number of sentences from each article to facilitate272

perturbation. The SumPubMed dataset contains 32,000 long scientific articles along with their273

abstracts serving as reference summaries. We only use the "BACKGROUND" sections of these274

articles and summaries. We randomly select 100 pairs of articles and their corresponding summaries.275

For the evaluation of summarization performance, we adhere to the metrics defined by SummEval [10],276

specifically focusing on Coherence, Consistency, Fluency, and Relevance.277

C.2 Story Completion278

In this story completion task, we utilize the public Story Cloze Test dataset [23], which comprises279

four-sentence stories each paired with a reference and wrong ending. We select 100 datapoints at280

random from the validation set for our analysis.281

Given the absence of explicitly defined quality metrics for the dataset, we adapt metrics from282

summarization tasks—Coherence, Consistency, and Fluency. Coherence evaluates the story’s overall283

structure and narrative flow. Consistency measures how well the ending maintains the established284

tone, setting, character development, and narrative style of the story. Fluency focuses on the linguistic285

and stylistic quality of the story’s conclusion.286

C.3 Question Answering287

For the question answering task, we employ the Answer Equivalence dataset [2] (Apache-2.0 license),288

which is a modified version of the SQuAD dataset [26]. We specifically select reference answers289

that exceed 150 characters to facilitate perturbation. From this filtered set, we randomly choose 100290

question-answer pairs.291

We adapt the original rating tasks of the dataset into a single metric: Answer Quality. This met-292

ric assesses whether the answer provides a comprehensive and accurate response to the question,293

effectively capturing the essence of the content discussed in the paragraph.294

C.4 Translation295

We utilize two subsets from the WMT-22 general (news) translation dataset: German-to-English and296

Chinese-to-English sets which are freely available for research purposes. For our analysis, we select297

the test sets with reference translations, ensuring each translation exceeds 300 characters in length.298

We randomly choose 100 datapoints from each subset for evaluation.299
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In assessing translation tasks, we adopt two principal metrics from the Multidimensional Quality Met-300

rics (MQM) framework [3]: Accuracy and Fluency. Accuracy measures how closely the translation301

mirrors the source text, focusing on the absence of additions, omissions, or mistranslations. Fluency302

evaluates the translation’s compliance with the linguistic norms of the target language, specifically303

examining spelling, grammar, and consistency.304
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Figure 4: Full DHP results for all datasets and model families: SummEval, SubPubMed, Story Cloze,
Answer Equivalence, WMT22 De–En, and WMT22 Zh–En.
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Figure 5: Results for older model families (Llama 3, Vicuna, Qwen 1.5).
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Figure 6: Response styles of five LLMs on SummEval [10]. Models react to perturbations but follow
distinct score distributions, revealing style differences that can bias alignment metrics.

13



Table 2: Summary of hierarchical perturbation methods applied to different NLG tasks, detailing the
types of perturbations and their respective implementations based on character (C), word (W), and
sentence-level (S) modification with rule-based (R) or LLM-based (L) approaches.

Task Avg NLTK Statistics Perturbation Description

Summarization

SummEval:
340.4 Characters
58.3 Words
4.0 Sentences

SumPubMed
803.5 Characters
114.9 Words
5.5 Sentences

(C, R) Random Deletions

Delete k alphanumeric characters randomly.

SummEval: k=10 for Minor, k=50 for Major;
SumPubMed: k=20 for Minor, k=100 for Major.

(C, R) Random Typos

Add k random typographical errors with "typo" package.

SummEval: k=10 for Minor, k=50 for Major;
SumPubMed: k=20 for Minor, k=100 for Major.

(W, L) Fictional Named Entities
Substitute one ore more named entities with in the
summary (e.g., names, locations, specific numbers,
technical terms, etc.) with fictional counterparts.

(W, L) Grammatical Errors

Modify the summary for creating two or more
grammatical errors, such as subject-verb
disagreement, noun-pronoun disagreement,
incorrect verb tense, misuse of preposition,
and sentence fragment, etc.

(S, R) Reordering
Random shuffle k sentences in the summary.

k=2 for Minor, k=all for Major.

(S, L) Rewriting and Insertion
Select one or more sentences from the summary,
then rephrase them and insert the rewritten
versions immediately after the original sentences.

Story
Completion

Story Cloze Test:
38.7 Characters
7.4 Words
1.0 Sentences

(C, R) Random Deletions Delete 5 alphanumeric characters randomly.

(C, R) Random Typos Add 5 random typographical errors with "typo" package.

(W, L) Fictional Named Entities
Substitute one critical named entities within the ending
sentence (e.g., a name, a location, a specific number, etc.)
with a fictional counterpart.

(W, L) Grammatical Errors

Modify the ending for creating one grammatical error,
such as subject-verb disagreement, noun-pronoun
disagreement, incorrect verb tense, misuse of preposition,
and sentence fragment, etc.

(S, R) Random Ending Sentence Replace the ending with a random one from another story.

(S, R) Wrong Ending Sentence Replace the ending with the wrong ending of the dataset.

Question
Answering

Answer Equivalence:
156.2 Characters
23.9 Words
1.0 Sentences

(C, R) Random Deletions
Delete k alphanumeric characters randomly.

k=5 for Minor, k=25 for Major.

(C, R) Random Typos
Add k random typographical errors with "typo" package.

k=5 for Minor, k=25 for Major.

(W, L) Fictional Named Entities
Substitute one or more critical named entities within
the answer (e.g., names, locations, specific numbers,
technical terms, etc.) with fictional counterparts.

(W, L) Grammatical Errors

Modify the answer for creating one or more grammatical
errors, such as subject-verb disagreement, noun-pronoun
disagreement, incorrect verb tense, misuse of preposition,
and sentence fragment, etc.

(S, R) Random Answer Replace the answer with a random one to another question.

Translation

WMT-22
German-to-English:
436.8 Characters
71.0 Words
3.8 Sentences

WMT-22
Chinese-to-English:
434.1 Characters
66.4 Words
1.1 Sentences

(C, R) Random Deletions
Delete k alphanumeric characters randomly.

k=10 for Minor, k=50 for Major.

(C, R) Random Typos
Add k random typographical errors with "typo" package.

k=10 for Minor, k=50 for Major.

(W, R) Random Deletions
Delete k continuous words in the translation randomly.

k=5 for Minor, k=25 for Major.

(W, L) Fictional Named Entities
Substitute one or more critical named entities within
the translation (e.g., names, locations, specific numbers,
technical terms, etc.) with fictional counterparts.

(W, L) Grammatical Errors

Modify the translation for creating two or more
grammatical errors, such as subject-verb disagreement,
noun-pronoun disagreement, incorrect verb tense, misuse
of preposition, and sentence fragment, etc.
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D Hierarchical Perturbation305

The specifics of the hierarchical perturbations are detailed in Table 2. We perform these perturbations306

based on character, word, and sentence-level statistical data of the texts, which are presented in307

Table 2. Our rule-based perturbations include simple text deletions, typographical errors using existing308

software tools, reordering of sentences, and the incorporation of random or incorrect sentences from309

other data.310

For LLM-based perturbations, we employ GPT4-Turbo, modifying the reference text via Auto-311

CoT [36] prompts to generate the detailed procedural perturbation steps. Below, we provide an312

example of how the “Minor Fictional Named Entities” perturbation is applied to the summarization313

tasks:314

Minor Fictional Named Entities Perturbation Prompt:315

You will be given one summary written for an article. Your task is to adjust the summary by316

implementing a specific change.317

Please make sure you read and understand these instructions carefully.318

Adjustment: Please substitute only one critical named entity within the summary (e.g., a name, a319

location, a specific number, a technical term, etc.) with a fictional counterpart.320

Adjustment Steps:321

1. Identify the critical named entity within the summary. This could be a person’s name, a location, a322

specific number, or any other specific detail that is crucial to the summary.323

2. Create a fictional counterpart for the identified entity. This could be a fictional name, a fictional324

location, a fictional number, a fictional technical term etc. Make sure that the fictional counterpart is325

appropriate and fits within the context of the summary.326

3. Replace the identified entity with its fictional counterpart in the summary. Ensure that the327

replacement is grammatically correct and maintains the overall meaning and flow of the summary.328

4. Review the adjusted summary to ensure that it still makes sense and conveys the main points of the329

article, despite the change in one critical named entity.330

Summary:331

SUMMARY_HERE332

Revised Summary:333

E Expert Weights334

We invite 10 volunteer experts with extensive backgrounds in NLP/NLG research to complete an335

expert weight survey. The interface of this survey is displayed in Figure 7, which includes the336

survey instructions, definitions of the tasks and metrics, data types, and descriptions of quality issues337

associated with the perturbation methods. The experts are asked to select the metric they believe338

is most impacted by each quality issue presented. We then utilize their responses as weights for339

combining the p-values. The results of these expert evaluations are detailed in Figure 8.340
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Figure 7: User interface of the expert weight survey conducted to determine the impact of various
quality issues on NLG task metrics.
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Table 3: Overview of large language models (LLMs) assessed in the DHP benchmark, specifying
model versions and sources.

Model Version Source

GPT3.5-Turbo gpt-3.5-turbo-0125 platform.openai.com/docs/models
GPT4-Turbo gpt-4-1106-preview platform.openai.com/docs/models

Llama3-8B Meta-Llama-3-8B-Instruct huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct
Llama3-70B Meta-Llama-3-70B-Instruct huggingface.co/meta-llama/Meta-Llama-3-70B-Instruct
Llama3.1-8B Meta-Llama-3-8B-Instruct huggingface.co/meta-llama/Meta-Llama-3.1-8B-Instruct
Llama3.1-70B Meta-Llama-3-70B-Instruct huggingface.co/meta-llama/Meta-Llama-3.1-70B-Instruct

Vicuna1.5-7B vicuna-7b-v1.5-16k huggingface.co/lmsys/vicuna-7b-v1.5-16k
Vicuna1.5-13B vicuna-13b-v1.5-16k huggingface.co/lmsys/vicuna-13b-v1.5-16k

Mistral-7B Mistral-7B-Instruct-v0.2 huggingface.co/mistralai/Mistral-7B-Instruct-v0.2

Qwen1.5-4B Qwen1.5-4B-Chat huggingface.co/Qwen/Qwen1.5-4B-Chat
Qwen1.5-7B Qwen1.5-7B-Chat huggingface.co/Qwen/Qwen1.5-7B-Chat
Qwen1.5-14B Qwen1.5-14B-Chat huggingface.co/Qwen/Qwen1.5-14B-Chat
Qwen1.5-32B Qwen1.5-32B-Chat huggingface.co/Qwen/Qwen1.5-32B-Chat
Qwen1.5-72B Qwen1.5-72B-Chat huggingface.co/Qwen/Qwen1.5-72B-Chat
Qwen2.5-3B Qwen1.5-4B-Chat huggingface.co/Qwen/Qwen2.5-3B
Qwen2.5-7B Qwen1.5-7B-Chat huggingface.co/Qwen/Qwen2.5-7B
Qwen2.5-14B Qwen1.5-14B-Chat huggingface.co/Qwen/Qwen2.5-14B
Qwen2.5-32B Qwen1.5-32B-Chat huggingface.co/Qwen/Qwen2.5-32B
Qwen2.5-72B Qwen1.5-72B-Chat huggingface.co/Qwen/Qwen2.5-72B
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F LLM Evaluation341

We evaluate five series of large language models (LLMs), details of which are provided in Table 3.342

Due to the extensive length of text data from the SumPubMed dataset [13], which can exceed the 4K343

context window, we evaluate the models capable of processing long texts (≥ 8K tokens). The GPT344

series is operated using the OpenAI API, and the open-source LLMs are executed on a server with 8345

Nvidia A100 GPUs. We set the temperature parameters to 0 and maintain the default values for the346

top_p parameters. Throughout the evaluation process, each model score 5 times on each metric to347

calculate a final average score. We use the scipy.stats.wilcoxon to conduct the Wilcoxon Signed-Rank348

Test.349

G Evaluation Prompts350

We follow the guidelines of G-Eval [20] and utilize the Auto-CoT method [36] to construct our351

evaluation prompts. Below is an example of the prompt used for assessing the Coherence metric in352

summarization tasks:353

You will be given a summary written for an article. Your task is to rate the summary on one metric.354

Please make sure you read and understand these instructions carefully. Please keep this document355

open while reviewing, and refer to it as needed.356

Evaluation Criterion: Coherence (1-5) - the collective quality of all sentences. We align this357

dimension with the DUC quality question of structure and coherence whereby the summary should be358

well-structured and well-organized. The summary should not just be a heap of related information,359

but should build from sentence to sentence to a coherent body of information about a topic.360

Evaluation Steps:361

1. Read the Summary Thoroughly: Before diving into the evaluation, ensure that you have a clear362

understanding of the entire summary. Reading it more than once might be necessary.363

2. Identify the Central Topic: A coherent summary will have a clear central topic or theme. Identify364

this topic and see if the subsequent information revolves around it.365

3. Check for Logical Flow: Review the summary for logical sequencing. Sentences should follow366

one another in a way that makes sense and allows the reader to easily follow the progression of367

information.368

4. Look for Transitional Elements: Coherent summaries often have clear transitions between369

sentences or ideas. This could be in the form of transitional words, phrases, or connecting ideas that370

tie one sentence to the next.371

5. Identify Redundancies: Check if the same information is repeated in different sentences. Redun-372

dancies can disrupt the flow and coherence of a summary.373

6. Note Any Gaps or Jumps: If there are sudden jumps in topics or if crucial information seems to be374

missing, this can harm the coherence of the summary. A well-organized summary should present a375

holistic view of the topic without leaving the reader with questions.376

7. Assess Clarity: Even if the content is technically accurate, if it’s written in a convoluted or unclear377

manner, it can disrupt coherence. The sentences should be clear and easily understandable.378

8. Consider the Conclusion: A coherent summary often wraps up or comes to a conclusion that379

ties the presented information together. It doesn’t necessarily need a formal conclusion, but the end380

should feel natural and not abrupt.381

9. Rate the Summary: Based on the above steps, assign a score between 1-5 for coherence. - 1:382

Very incoherent. The summary lacks structure, has sudden jumps, and is difficult to follow. - 2:383

Somewhat incoherent. The summary has some semblance of structure, but has significant flaws in384

flow and organization. - 3: Neutral. The summary is decently organized, with minor issues in flow385

and structure. - 4: Mostly coherent. The summary is well-structured with very few minor coherence386

issues. - 5: Highly coherent. The summary is excellently organized, flows seamlessly, and builds387

information logically from start to end.388

Source Article:389
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ARTICLE_HERE390

Summary:391

SUMMARY_HERE392

Evaluation Score (please don’t give any feedback, just give a score ONLY) - Coherence:393

H Related Work394

Recent advancements highlight the significant potential of utilizing LLMs as evaluators for a variety395

of NLP tasks. Extensive empirical evidence supports this viewpoint, as demonstrated by stud-396

ies [20, 5, 14, 8, 31], which assert that the evaluation behaviors of pretrained LLM-based evaluators397

are well-aligned with those of human preference [21]. Liusie et al.[22] further show that comparative398

assessments using LLM evaluators outperform prompt-based techniques, though they identify poten-399

tial positional biases and propose corresponding solutions. Despite the great assessment performance400

of a single LLM, advanced studies involve multi-LLM agents [4, 35, 18] or human experts [12, 19]401

to further increase the judging capability.402

While the application of LLMs as judges is a burgeoning area of research, it is imperative to assess403

their reliability and effectiveness in evaluative roles. To this end, several benchmarks have been404

recently proposed to evaluate LLMs as judges. For example, JudgeBench [29] is designed to405

assess LLM-based judges on challenging response pairs spanning knowledge, reasoning, math, and406

coding. Additionally, LLM-judge-eval [32] evaluates tasks such as summarization and alignment,407

incorporating metrics like flipping noise and length bias.408

However, despite the progress in LLMs as judges, several challenges persist. First, human involvement409

remains a crucial factor in both evaluation and alignment, which raises concerns about the extent410

to which human biases influence LLM-based evaluations. Second, human evaluators themselves411

are inherently biased, meaning that even if an LLM aligns well with human preferences, it does not412

necessarily guarantee fairness or accuracy. Additionally, LLMs may misinterpret NLG evaluation413

metrics [14], making simple alignment scores unreliable. To overcome these challenges, our work414

focuses on developing automated and comprehensive methodologies to test the reliability of LLM-415

based evaluations.416
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