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Abstract
Large Vision-Language Models (LVLMs) have001
demonstrated proficiency in tackling a vari-002
ety of visual-language tasks. However, cur-003
rent LVLMs suffer from misalignment between004
text and image modalities which causes three005
kinds of hallucination problems, i.e., object006
existence, object attribute, and object relation-007
ship. To tackle this issue, existing methods008
mainly utilize Reinforcement Learning (RL) to009
align modalities in LVLMs. However, they still010
suffer from three main limitations: (1) Gen-011
eral feedback can not indicate the hallucination012
type contained in the response; (2) Sparse re-013
wards only give the sequence-level reward for014
the whole response; and (3)Annotation cost is015
time-consuming and labor-intensive. To han-016
dle these limitations, we propose an innovative017
method to align modalities in LVLMs through018
Fine-Grained Artificial Intelligence Feedback019
(FGAIF), which mainly consists of three steps:020
AI-based Feedback Collection, Fine-grained021
Reward Model Training, and Reinforcement022
Learning with Fine-grained Reward. Specif-023
ically, We first utilize AI tools to predict the024
types of hallucination for each segment in the025
response and obtain a collection of fine-grained026
feedback. Then, based on the collected re-027
ward data, three specialized reward models028
are trained to produce dense rewards. Finally,029
a novel fine-grained feedback module is in-030
tegrated into the Proximal Policy Optimiza-031
tion (PPO) algorithm. Extensive experiments032
are conducted on hallucination and general033
benchmarks, demonstrating the superior per-034
formance of our proposed method. Notably,035
compared with previous models trained with036
the RL-based aligning method, our proposed037
method is effective even with fewer parameters.038

1 Introduction039

Large Language Models (LLMs) like GPT-040

3 (Brown et al., 2020) and ChatGPT (OpenAI,041

2022) have showcased remarkable abilities in lan-042

guage processing. However, their ability to handle043

Figure 1: Illustration of the hallucination in the response
generated by the LVLM. We illustrate all three kinds of
hallucinations in this figure, where orange fonts denote
object existence hallucinations, red fonts denote object
attribute hallucinations, and blue fonts for object rela-
tion hallucinations.

multimodal inputs combining both visual and tex- 044

tual data remains inadequate. This limitation has 045

drawn research attention to Large Vision-Language 046

Models (LVLMs) which achieve massive success 047

in various vision and language tasks (e.g. Visual 048

Question Answering (Antol et al., 2015) and Image 049

Captioning (Lin et al., 2014)). 050

Although LVLMs have achieved significant suc- 051

cess in tasks requiring visual-textual understand- 052

ings, the challenge of misalignment between vision 053

and language modalities (Sun et al., 2023) has not 054

been solved, leading to “hallucination” in gener- 055

ated textual responses (Jing et al., 2023). As shown 056

in Figure 1, there are three kinds of hallucinations 057

in the context of LVLMs, including (1) Object Ex- 058

istence Hallucination, where non-existent objects 059

are mistakenly referenced; (2) Object Attribute Hal- 060

lucination, involving inaccuracies in the depiction 061

of object attributes like color, shape, and size; and 062

(3) Object Relationship Hallucination, where the 063

descriptions inaccurately portray the interactions 064

or spatial relationships between objects, leading to 065

misrepresentations of their positions, interactions, 066

and actions involving two or more objects (Jing 067

et al., 2023; Zhai et al., 2023). Therefore, miti- 068

gating the hallucinations and generating faithful 069

responses are key to building practical applications 070

of LVLMs. 071
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Hallucinations in LVLMs stem from their incli-072

nation to lean on common sense or stereotypical073

knowledge ingrained in the textual data used for074

training and frequently ignore the visual informa-075

tion presented (Cui et al., 2023), where the spe-076

cific details contained in the input images (Zhou077

et al., 2024) are greatly overlooked. Such discrep-078

ancies are largely caused by the misalignment be-079

tween textual and visual modalities (i.e., modal-080

ity misalignment problem). To tackle this kind of081

misalignment problem, most existing methodolo-082

gies rely on Reinforcement Learning (RL) (Ziegler083

et al., 2019; Sun et al., 2023; Li et al., 2023a; Zhou084

et al., 2024). For example, LLaVA-RLHF (Sun085

et al., 2023) aims to first gather human preferences086

and then incorporate these preferences into the re-087

inforcement learning process for fine-tuning Lan-088

guage Models.089

Despite their great success, the existing modal-090

ity alignment method still suffers from three lim-091

itations: (1) General Feedback. Only broad and092

general feedback is generated by the reward model093

employed in current methodologies, and halluci-094

nation of specific types like objects and relations095

is not contained, making it challenging to pre-096

cisely identify and correct inaccuracies in the gen-097

erated content in the training stage. (2) Sparse098

Rewards. During the modality alignment training099

process, sequence-level feedback is gathered by100

current methodologies for the entirety of long re-101

sponses, which is a kind of sparse training signal102

and is suitable to the task requiring the generation103

of long-form text. Moreover, sequence-level feed-104

back tends to overlook the detailed hallucinations105

that may occur within individual segments of the106

response. (3) High Annotation Costs. Prevailing107

methods primarily utilize rewards based on human108

annotations, which is time-consuming and labor-109

intensive. Thus, scalability is another constraint110

for existing methods requiring massive accurate111

feedback.112

To mitigate above-mentioned limitations, we pro-113

pose to align modalities in large vision-language114

models with Fine-Grained AI Feedback (FGAIF),115

an innovative approach to refine large vision-116

language models via fine-tuning. In particular,117

our method mainly consists of three steps: AI-118

based feedback collection, fine-grained reward119

model training, and reinforcement learning with120

fine-grained rewards. The AI-based feedback col-121

lection step provides three kinds of segment-level122

(i.e., sub-sentence-level) hallucination labels based123

on AI feedback. We train three reward models 124

that can produce fine-grained rewards, i.e., mul- 125

tiple types and segment-level rewards, using the 126

collected fine-grained reward data, in the second 127

step. The last step integrates novel fine-grained 128

feedback into the Proximal Policy Optimization 129

(PPO) algorithm to further fine-tune the LVLM. 130

Our contribution can be summarized as fol- 131

lows: 1) We propose a novel fine-grained artificial 132

intelligence-based hallucination labeling method, 133

which can detect three types of hallucinations (i.e., 134

object existence, object attribute, and object rela- 135

tion) in terms of sub-sentence level and eliminate 136

the need for manual annotation. 2) To the best of 137

our knowledge, we are the first to provide multiple 138

types and segment-level feedback towards modali- 139

ties alignment in LVLMs, which can mitigate three 140

kinds of hallucination in LVLMs. 3) We conduct 141

comprehensive experiments on several hallucina- 142

tion benchmarks and one general benchmark. The 143

experimental results demonstrate the effectiveness 144

of FGAIF. In addition, the ablation study shows the 145

necessity of each module in FGAIF. 146

2 Related Work 147

Large Vision-Language Model The recent pivot 148

of the multimodal learning community towards 149

LVLMs has been largely inspired by the effective 150

pretraining approaches seen in LLMs and Vision 151

Foundation Models (VFMs). At the heart of mod- 152

ern advanced LVLMs lie three fundamental com- 153

ponents: a text encoder, an image encoder, and a 154

cross-modal alignment module (Rohrbach et al., 155

2018). The text encoder typically manifests as 156

a language model, with notable examples being 157

LLaMA (Touvron et al., 2023) and Vicuna (Chiang 158

et al., 2023), whereas the image encoder usually 159

borrows from VFMs like ViT (Dosovitskiy et al., 160

2021). The critical role of the cross-modal align- 161

ment module is to fuse the visual and textual do- 162

mains, thereby enabling the text encoder to grasp 163

visual semantics more effectively. LVLMs gen- 164

erally undergo a multi-stage training approach to 165

master visual comprehension (Gong et al., 2023; 166

Zhu et al., 2023; Liu et al., 2023b,c; Ye et al., 2023; 167

Dai et al., 2023). For example, Liu et al. (2023c) 168

initially pre-trains the model by aligning image fea- 169

tures with the word embeddings from a pre-trained 170

LLM, followed by fine-tuning on specific language- 171

image instruction datasets. To boost training effi- 172

ciency, LVLMs often employ techniques like freez- 173
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ing parameters in the LLM or VFM components174

and utilize efficient fine-tuning methods such as175

LoRA (Hu et al., 2022a).176

Despite their significant progress, LVLMs still177

face challenges with hallucinations, which can178

severely affect their performance on various vision-179

language tasks (Rohrbach et al., 2018).180

Hallucinations in LVLMs Motivated the halluci-181

nation in LLMs, more researchers shifted research182

attention to hallucination in LVLMs. Hallucination183

in the context of LVLMs is the inconsistent content184

between the generated response and the input im-185

age. To evaluate the hallucination in LVLMs, some186

work devised metrics to measure the hallucination187

in the response, such as FaithScore (Jing et al.,188

2023), CHAIR (Rohrbach et al., 2018), POPE (Li189

et al., 2023d), and NOPE (Lovenia et al., 2023). Re-190

cently, there have been works to mitigate hallucina-191

tions in LVLMs utilizing various technologies, such192

as decoding approaches (Leng et al., 2023; Huang193

et al., 2023), post-processing (Zhou et al., 2023;194

Yin et al., 2023), and construction of the higher-195

quality dataset (Liu et al., 2023a; Li et al., 2023c).196

To address the challenge of aligning image and text197

modalities within LVLMs and to mitigate the issue198

of hallucination, existing strategies offer partial so-199

lutions but lack direct guidance for modality align-200

ment. Therefore, some research efforts (Li et al.,201

2023b; Yu et al., 2023; Zhou et al., 2024) have em-202

braced the use of reinforcement learning for direct203

modality alignment. For example, Sun et al. (2023)204

developed the LLaVA-RLHF model, harnessing205

human-annotated preference data to minimize hal-206

lucinations in LLaVA.207

Motivated by the fine-grained RL (Wu et al.,208

2023) and AI-based RL (Lee et al., 2023; Bai et al.,209

2022) methods, we propose to align modalities in210

LVLMs with fine-grained AI feedback. Different211

from existing work which needs human annotation212

and only provides coarse-grained feedback, our213

method provides fine-grained rewards and learns214

from AI automatic feedback.215

3 Problem Formulation216

Suppose we have a set of N images {Ii}Ni=1 and217

the corresponding prompts {Pi}Ni=1. Next, we omit218

the index of Ii and Pi for simplicity. Then we feed219

the prompt P and image I into an LVLM M and220

get the sampled response as R = M(I, P |Θm),221

where R is the response for (I, P ). ΘM refers to222

the parameters of LVLM M. Next, we resort to an-223

other AI-based method A to identify three kinds of 224

hallucination (i.e., object existence, object attribute, 225

and object relation ) in the generated response 226

and train three reward models as F o, F a, F r = 227

A(R, I, P ),Ro/a/r(R, I, P |Θo/a/r) → F o/a/r, 228

where F o/a/r = {fo/a/r
1 , · · · , fo/a/r

s } denotes the 229

object existence/attribute/relation hallucination la- 230

bels. Θo/a/r is the parameters of the reward model 231

Ro/a/r. fo/a/r
j is the label which means whether 232

the j-th sub-sentence in the response contains 233

the object existence/attribute/relation hallucination. 234

Ro/a/r denotes reward models which aim to detect 235

object existence/attribute/relation hallucinations. 236

Finally, we utilize well-trained reward mod- 237

els and a set of Nf images {Ifi }
Nf

i=1 and the cor- 238

responding prompts {P f
i }

Nf

i=1. to fine-tune the 239

LVLM to make it generate faithful responses as 240

R̂ = M(If , P f , |Θf ,Ro,Ra,Rr), where Θf is 241

final optimized parameters of the LVLM M. We 242

also omit the index in this equation. Nf is the size 243

of data for finetuning LVLMs. 244

4 Methodology 245

In this section, we detail the proposed FGAIF, 246

which consists of three steps: AI-based feedback 247

collection, fine-grained reward model training, and 248

reinforcement learning with fine-grained rewards. 249

4.1 AI-based Feedback Collection 250

In our method, we explore a reward function in- 251

formed by multiple detailed reward models for 252

aligning modalities in LVLMs. These models (1) 253

provide rewards at frequent intervals (namely, for 254

sub-sentence of the generated content) and (2) as- 255

sign rewards according to various categories of 256

hallucinations. Each category of hallucination is 257

evaluated by a distinct reward model. Therefore, 258

in this stage, to train the reward model that can de- 259

tect the hallucination, we collect the reward dataset 260

first. Different from the most existing work which 261

collects coarse-grained reward data via human feed- 262

back to refine VLMs, we collect fine-grained re- 263

ward data by automatic AI model (left of Figure 2). 264

To achieve this, we first sample responses from 265

the backbone LVLM as depicted in Section 3. 266

Inspired by the existing fine-grained evaluation 267

work (Jing et al., 2023; Min et al., 2023), we de- 268

vise a fine-grained AI-based feedback collection 269

method. In particular, we utilize AI models to an- 270

notate three kinds of hallucinations (i.e., object 271
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Describe this image in detail: 

The image depicts an adult 
male perched atop an ironing 
board, which is itself 
secured to the roof of 
a white taxicab…

Attribute  
RM

Object  
RM

Relation  
RM

The image depicts

male perched atop 
an ironing board

which is itself 
secured to the roof

of a white taxicab

…
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… 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Figure 2: The illustration of our proposed FGAIF, which consists of three steps: AI-based feedback collection,
fine-grained reward model training, and reinforcement learning with fine-grained rewards.

existence hallucination, object attribute hallucina-272

tion, and object relationship hallucination) on the273

sub-sentence level for the response. In particular, to274

get the hallucination labels for each sub-sentence,275

we first split the response from the LVLM into276

sub-sentences as follows,277

(s1, · · · , sn) = SPLIT(R), (1)278

where si is the i-th sub-sentence of the response.279

Thereafter, to accurately annotate three kinds of280

hallucination in the sub-sentence, we extract three281

kinds of atomic facts (Jing et al., 2023): object282

existence, object attribute, and object relationship283

atomic facts, from the sub-sentence, using Chat-284

GPT as follows,285

{{ao1, · · · , aono},{aa1, · · · , aana}, {ar1, · · · , arnr}}
(2)

286

=ChatGPT(Ps(s, {si}ni=1)),287

where aoi , aai and ari denote the i-th object exis-288

tence, object attribute, and object relation types289

of atomic fact derived from the sub-sentence, re-290

spectively. And no/a/r is the total number of ob-291

ject existence/attribute/relation atomic facts for the292

sub-sentence. Here we omit the index j of the293

sub-sentence for simplicity. Atomic fact is the min-294

imal information unit and we show some exam-295

ples in Appendix A. Ps(·) is a prompt that can296

instruct ChatGPT to generate three kinds of atomic297

facts, and corresponding details can be found in298

Appendix A.299

Thereafter, to get the label of each type of hallu- 300

cination for each sub-sentence, we need to verify 301

whether the atomic fact is consistent with the in- 302

put image. We utilize superior LLaVA 1.5 (Liu 303

et al., 2023b) to annotate the object existence hal- 304

lucination, attribute hallucination, and relationship 305

hallucination. Specifically, we feed LLaVA 1.5 306

with the image, the atomic fact, and the prompt, 307

which can instruct LLaVA 1.5 to identify the con- 308

sistency between atomic facts and the input image 309

as follows, 310

fo/a/r
ai = LLaV A(Pcon(I, a

o/a/r
i )), (3) 311

where fo
ai ∈ {0, 1}, fa

ai ∈ {0, 1} and f r
ai ∈ {0, 1} 312

denote the hallucination label of i-th atomic fact 313

in the sub-sentence in terms of object existence, 314

object attribute, and object relationship types of 315

atomic facts, respectively. fo/a/r
ai is set to 1 when 316

the output of LLaVA 1.5 indicates that the input 317

image and the atomic fact are inconsistent (i.e., 318

the corresponding atomic fact is a hallucination), 319

otherwise, it is set to 0. Pcon(·) is the prompt that 320

can be used to prompt the LLaVA 1.5 to annotate 321

hallucination and it is shown in Applendix A. 322

Finally, we can aggregate the hallucination labels 323

of atomic facts for each sub-sentence and then get 324

the fine-grained sub-sentence-level hallucination 325

labels as fo/a/r = sgn(
∑

i f
o/a/r
ai ), where fo/a/r 326

is the hallucination label for the sub-sentence in 327

terms of object existence/attribute/relation. sgn(·) 328

is the sign function. In addition, if there is not any 329

atomic fact in a sub-sentence, the corresponding 330
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label fo/a/r is set to 2.331

The reason why we use LVLM to verify the con-332

sistency between atomic fact and image even if333

the LVLM may also introduce hallucination: Our334

method converts the AI labeling task into a discrim-335

inative task that usually generates a short response,336

and this kind of task tends not to generate hallucina-337

tion, which has been demonstrated in existing work338

(Jing et al., 2023; Min et al., 2023). Therefore, our339

AI-based feedback collection method can reduce340

the hallucination as much as possible.341

4.2 Fine-grained Reward Model Training342

As mentioned before, the existing LVLMs mainly343

suffer from three aspects of hallucinations, i.e., ob-344

ject existence, object attribute, and object relation.345

Based on the process above, we can get three kinds346

of hallucination labels for each sample. Thereafter,347

we train three reward models corresponding to each348

kind of hallucination (middle of Figure 2). Specif-349

ically, we first split the input of the reward model350

into tokens and get the index of the last token of351

each sub-sentence for the subsequent hallucination352

prediction as follows,353 {
T = Tokenizer([P, I,R]),

{ind1, · · · , indn} = Search([P, I,R, T ]),

(4)354

where indi is the index of the last token of the355

i-th sub-sentence. n is the total number of sub-356

sentences and T is the tokens for the input R (re-357

sponse), P (prompt) and I (image). Seach is a358

function that can get the index of the last token for359

each sub-sentence.360

Finally, we can utilize the above-recognized in-361

dices to train reward models which is able to detect362

various kinds of hallucinations in the sub-sentence363

of response. In particular, we first feed the tokens364

above into the reward model backbones as follows,365

Fo = RMo(T ),Fa = RMa(T ),Fr = RMr(T ).
(5)366

Then, we connect the output from reward models,367

corresponding to the last token, with an MLP clas-368

sifier. Thereafter, we can predict the hallucination369

label with the classifier. The above process can be370

formulated as follows,371

f̂
o/a/r
j = MLPo/a/r(F

o/a/r
indj

), (6)372

where F
o/a/r
indj

is the feature vector of the last token373

for the j-th sub-sentence. f̂o
j , f̂a

j and f̂ r
j are the374

predicted labels. To equip the three reward models 375

with hallucination detection ability and give fur- 376

ther rewards for reinforcement learning, we train 377

the three reward models with a cross-entropy loss 378

as Lo/a/r =
∑n

j=1CE(f
o/a/r
j , f̂

o/a/r
j )/n, where 379

CE(·) is the cross-entropy function and Lo, La and 380

Lr are loss functions for different reward models 381

(i.e., object existence, object attribute, and object 382

relation). 383

4.3 Reinforcement Learning with 384

Fine-grained Reward 385

Fine-tuning language models with reinforcement 386

learning is an effective approach to align modalities 387

in LVLMs. To make LVLMs generate more faith- 388

ful responses rather than hallucinated responses, 389

we also resort to reinforcement learning to fur- 390

ther fine-tune LVLMs with the fine-grained re- 391

ward (right of Figure 2). Specifically, we first 392

segment the generated response from the LVLM 393

into K sub-sentences (s1, · · · , sK). Then we get 394

all kinds of rewards for each sub-sentence based 395

on the well-trained reward model by cross-entropy 396

loss. We define rio, ria, and rir as the object ex- 397

istence, object attribute, and object relation re- 398

wards for the j-th sub-sentence. Then we have 399

a combined reward function for each token as 400

rt = −
∑

l∈{o,a,r}
∑K

i=1 (I(t = Ti)wlr
i
l), where 401

Ti is the timestep for the last token of si. I(·) is 402

the indicator function. wl ∈ R is a weight assigned 403

to rewards. Thereafter, we utilize the PPO algo- 404

rithm to train the policy model (i.e., the LVLM) 405

following the existing work (Sun et al., 2023). 406

5 Experiment 407

5.1 Experimental Details 408

To ensure a fair and equitable comparison, we uti- 409

lized same base model with the LLaVA-RLHF 410

model whose network architecture is LLaVA7B . 411

In addition, we also adopt the same architecture 412

(i.e., LLaVA13B) with LLaVA-RLHF for the re- 413

ward model. We compared our method with 414

these models that used the same model backbone 415

as ours (i.e., LLaVA7B (Liu et al., 2023c) and 416

LLaVA-RLHF7B). We also introduced some 417

methods with the same backbone architecture but 418

a larger model size (i.e., LLaVA13B and LLaVA- 419

RLHF13B). Besides, we further incorporated more 420

advanced LVLMs for comparison, i.e., MiniGPT- 421

47B (Zhu et al., 2023), mPLUG-Owl7B (Ye et al., 422

2023), InstructBLIP7B (Dai et al., 2023), and 423
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Table 1: POPE evaluation benchmark. Accuracy denotes the accuracy of predictions. “Yes” represents the probability
of the model outputting a positive answer. ↑ denotes that the larger the value, the better the performance. The bold
font denotes the best performance among our model and baselines with the same backbone architecture (LLaVA).
The underlined font denotes the second-best performance among our model and baselines with the same backbone
architecture.

Model
POPE

Random Popular Adversarial Overall
Acc↑ F1↑ Acc↑ F1↑ Acc↑ F1↑ F1↑ Yes

MiniGPT-47B 79.7 80.2 69.7 73.0 65.2 70.4 74.5 60.8
mPLUG-Owl7B 54.0 68.4 50.9 66.9 50.7 66.8 67.2 97.6
InstructBLIP7B 88.6 89.3 79.7 80.2 65.2 70.4 80.0 59.0
InstructBLIP13B 88.7 89.3 81.4 83.5 74.4 78.5 83.7 62.2

LLaVA7B 50.4 66.6 49.9 66.4 49.7 66.3 66.4 99.2
LLaVA13B 73.7 78.8 73.6 78.2 67.2 74.4 77.1 73.7
LLaVA-RLHF7B 84.8 83.3 83.3 81.8 80.7 79.5 81.5 41.8
LLaVA-RLHF13B 85.2 83.5 83.9 81.8 82.3 80.5 81.9 39.0

FGAIF7B 87.0 86.7 84.0 83.7 79.6 79.9 83.4 48.3

Table 2: Evaluation results for different LLMs on MMHal-Bench and LLaVA-Bench. “Over” and “Hal” denotes
“Overall Score” and “Hallucination Rate”, respectively. “Con”, “De” and “Com” denote “Conversation”, “Detailed
Description”, and “Complex Question”.

Model MMHal-Bench LLaVA-Bench
Over↑ Hal ↓ Object↑ Attribute↑ Relation↑ Con↑ De↑ Com↑ Full↑

MiniGPT-47B 3.39 0.24 3.0 2.54 3.67 80.5 74.5 81.6 78.9
mPLUG-Owl7B 2.49 0.43 0.33 2.58 1.5 78.7 46.0 47.4 57.5
InstructBLIP7B 2.10 0.58 2.08 2.67 2.17 95.4 96.3 99.1 97.0
InstructBLIP13B 2.14 0.58 1.75 2.82 2.5 90.9 91.7 109.3 97.2

LLaVA7B 1.55 0.76 0.00 1.25 2.00 75.1 75.4 92.3 81.0
LLaVA13B 1.11 0.84 0.00 1.13 1.5 87.2 74.3 92.9 84.9
LLaVA-RLHF7B 2.04 0.68 1.83 2.42 2.25 93.0 79.0 109.5 94.1
LLaVA-RLHF13B 2.53 0.57 2.67 2.79 2.33 93.9 82.5 110.1 95.6

FGAIF7B 3.09 0.36 3.58 3.21 3.33 98.2 93.6 110.0 100.1

InstructBLIP13B .424

To verify the effectiveness of our proposed425

FGAIF, we compare our method with baselines426

on several benchmarks, including QA-based hallu-427

cination benchmarks POPE (Li et al., 2023d) and428

MMHal-Bench (Sun et al., 2023), hallucination429

metrics CHAIR (Rohrbach et al., 2018) and Faith-430

Score (Jing et al., 2023), and the general bench-431

mark LLaVA-Bench (Liu et al., 2023c). More de-432

tailed setups for dataset and model training are433

shown in Appendix B.434

5.2 On Model Comparison435

The results on QA-based hallucination bench-436

marks (i.e., POPE and MMHal-Bench) are sum-437

marized in Table 1 and Table 2. From this table,438

we have several observations. (1) LLaVA7B and439

InstructBLIP7B performs worse than LLaVA13B440

and InstructBLIP13B on most cases, respectively. 441

Compared with LLaVA13B , LLaVA7B has a strong 442

hallucination problem, especially its over-confident 443

problem on POPE. This indicates the importance 444

of model size. (2) LLaVA-RLHF7B is better than 445

LLaVA7B , which indicates the superiority of fur- 446

ther fine-tuning with human feedback. Notably, 447

LLaVA-RLHF7B even has a better performance 448

compared to LLaVA13B , even though the latter 449

has specifically more parameters. (3) Our model 450

consistently performs better than the previous ad- 451

vanced in terms of all metrics and testing sets. 452

This verifies that fine-grained artificial intelligence 453

feedback also can be beneficial for hallucination 454

mitigation in LVLMs. (4) Our FGAIF surpasses 455

LLaVA-RLHF7B across all metrics. This implies 456

the advantage of fine-grained artificial intelligence 457

feedback compared to human feedback. (5) To fur- 458

6



Table 3: Results of CHAIR and FaithScore on LVLMs.

Model CHAIR FaithScore Length
CHAIRI↓ CHAIRS↓ F-Score ↑ F-ScoreS↑

MiniGPT-47B 9.4 17.4 63.9 61.8 245.1
mPLUG-Owl7B 6.2 9.5 85.6 65.7 75.2
InstructBLIP7B 2.4 3.8 93.6 80.0 45.6
InstructBLIP13B 2.7 4.0 94.1 80.8 46.3

LLaVA7B 9.1 22.0 88.9 72.3 216.0
LLaVA13B 10.3 19.8 87.9 68.3 121.0
LLaVA-RLHF7B 4.6 7.0 89.3 71.1 58.8
LLaVA-RLHF13B 7.7 20.3 89.7 73.8 413.8

FGAIF7B 3.9 6.2 91.2 74.7 60.2
Table 4: Ablation study of our FGAIF. The best results are highlighted in boldface. “Over” and “Hal” denotes
“Overall Score” and “Hallucination Rate”, respectively.

Model CHAIR FaithScore POPE MMHal-Bench
CHAIRI ↓ CHAIRS ↓ F-Score ↑ F-ScoreS ↑ F1 ↑ Over ↑ Hal ↓

FGAIF7B 3.9 6.2 91.2 74.7 83.4 3.09 0.36

w/o-Obj 4.7 6.8 89.9 73.1 81.5 2.31 0.56
w/o-Att 4.1 6.3 90.3 73.7 82.4 2.56 0.45
w/o-Rel 4.2 6.4 90.3 73.4 82.6 2.64 0.44
w/o-AIF 4.8 7.0 89.1 72.8 81.0 1.76 0.67
w-Coarse 4.7 7.0 89.5 72.1 81.4 2.41 0.60

ther understand the performance of our FGAIF, we459

split the MMHal-Bench into three classes based460

on the original dataset: a) object existence (class461

“adversarial object”), b) object attribute (classes462

“object attribute” and “counting”), and c) object re-463

lation (class “spatial relation”). We observe that our464

method consistently achieves the best performance465

across all question categories.466

We further show the performance of our FGAIF467

and baselines on hallucination metrics CHAIR468

and FaithScore in Table 3. InstructBLIP7B and469

InstructBLIP13B achieve the best performance in470

CHAIR and FaithScore metrics. The potential rea-471

son is that these two models tend to generate short472

answers and these two metrics just measure the473

precision of faithfulness but do not contain recall474

of faithfulness. Despite this, our FGAIF still out-475

performs the RLHF-based baseline (i.e., LLaVA-476

RLHF7B) whose answers are shorter than FGAIF,477

which verifies the superiority of our method.478

In addition, Table 2 shows the comprehen-479

sive performance comparison of our FGAIF and480

the baseline methods on the general benchmark481

LLaVA-Bench. From this table, we observed that482

most models perform worst on the “Detail” (i.e.,483

detailed description) subset and perform best on the484

“Complex” (i.e., complex questions) subset. This 485

may be due to the reason that the “Detail” (i.e., 486

detailed description) subset has more stringent re- 487

quirements for faithfulness because all the content 488

of the response is required to be an accurate de- 489

scription of the input image. On the contrary, the 490

“Complex” (i.e., complex questions) subset often 491

explores the extended content of an image, some- 492

times leading to open-ended discussions. There- 493

fore, the demand for strict consistency with the 494

image isn’t as critical. In addition, we found that 495

the RLHF can boost the LVLM’s performance on 496

the whole LLaVA-Bench from 81.0 (LLaVA7B) to 497

94.1 (LLaVA-RLHF7B). Furthermore, our FGAIF 498

can bring more performance gain in terms of the 499

“Conv” subset, “Detail”, “Complex” subset, and 500

full set), compared with LLaVA-RLHF7B . This 501

further indicates the advance of our method. 502

5.3 On Ablation Study 503

To verify the effect of each component in our 504

FGAIF, we devise the following variant methods 505

for ablation study: 1) w/o-Obj: To demonstrate 506

the effect of the object hallucination feedback, we 507

remove the object existence reward model in this 508

method; 2) w/o-Att: To show the necessity of the 509

7



Ours: A black and white cat is laying on a
couch next to a remote control.

LLaVA13B: A seagull stands on a pier, looking
out at a lighthouse and a boat on the water,
enjoying the beautiful day by the lake. 

LLaVA13B: A cute black and white cat is
lounging on a couch, with a remote control
in its mouth, while a television is nearby. 

Ours: A seagull stands on a concrete ledge near a
lighthouse.

Prompt:
Generate a
short caption
of this image.

Prompt:
Generate a
short caption
of this image.

Figure 3: Comparison between the response generated by our method FGAIF and the baseline LLaVA13B on two
testing samples. The red fonts denote the generated hallucinations.

attribute hallucination feedback, we remove the510

object attribute reward model in this method; 3)511

w/o-Rel: To demonstrate the effect of the relation512

hallucination feedback, we remove the object rela-513

tion reward model in this method; 4) w/o-AIF: To514

show the benefit of using reinforcement learning515

from fine-grained artificial intelligence feedback,516

we remove all the reinforcement learning compo-517

nents in this variant; 5) w-Coarse: To verify the ad-518

vance of the fine-grained feedback compared with519

the traditional coarse-grained uni reward model, we520

replace the three fine-grained reward models with521

one reward model which also is trained with AI522

annotated data and the training phrase is the same523

as the previous work (Sun et al., 2023).524

Table 4 shows the ablation study results of our525

FGAIF on several hallucination benchmarks. From526

this table, we have the following observations.527

1) w/o-RLAIF performs terribly compared with528

FGAIF. It confirms the necessity of using RLAIF529

for modality alignment and hallucination mitiga-530

tion in LVLMs. 2) FGAIF consistently outperforms531

w/o-Obj, w/o-Att, and w/o-Rel, across different532

evaluation metrics. This is reasonable because each533

reward model can provide feedback for one kind534

of hallucination. 3) FGAIF surpasses w-Coarse,535

denoting that the fine-grained reward models are536

more essential to align modalities in LVLMs com-537

pared with the traditional coarse-grained uni reward538

model.539

5.4 On Case Study 540

To get an intuitive understanding of the hallucina- 541

tion mitigation capability of our model, we show 542

two testing results of our method and LLaVA13B 543

in Figure 3. Looking into the generated responses 544

of the first sample, we can learn that by incorporat- 545

ing our fine-grained artificial intelligence feedback, 546

our FGAIF is able to generate the faithful descrip- 547

tion for the input visual image, while the baseline 548

cannot (e.g., the baseline generates “A seagull look- 549

ing out at a lighthouse” and “a boat on the water” 550

mistakenly). This intuitively demonstrates the ne- 551

cessity of considering the fine-grained feedback 552

in reinforcement learning. A similar result can be 553

found in the second sample. 554

6 Conclusion 555

In this paper, we devise an innovative method for 556

refining large vision-language models through Fine- 557

Grained Artificial Intelligence Feedback (FGAIF), 558

which mainly consists of three steps: AI-based 559

feedback collection, fine-grained reward model 560

training, and reinforcement learning with fine- 561

grained rewards. The experimental results on hal- 562

lucination and general benchmarks show the supe- 563

riority of our method. The ablation study shows 564

the necessity of each component in our method. 565

In the future, we plan to incorporate more reward 566

models in our method, such as soundness and flu- 567

ency, which could provide more feedback during 568

the model training stage. 569

8



Limitations570

Our method enables the collection of feedback571

through AI, achieving the goal of reducing hal-572

lucinations in LVLMs. However, a challenge re-573

mains: During the feedback collection process, AI574

might introduce erroneous information. Some AI-575

generated feedback may contain imperceptible er-576

rors or inaccuracies, which can affect the model’s577

performance.578
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A Prompts796

We provide the prompt of annotating the consis-797

tency between the image and atomic fact in Figure798

4. We also provide the prompt of atomic fact gen-799

eration in Figure 5. In this prompt, we asked Chat-800

GPT to generate three types of atomic facts: object801

existence, object attribute, and object relation. To802

get better performance on atomic fact generation,803

we added some samples in this prompt. You can804

refer to these broken-down samples to understand805

atomic facts.806

Statement: {atomic fact}. Is this
statement is right according to the
image? Please answer yes or no.

Prompt

Image

Figure 4: The prompt for verifying the consistency be-
tween the image and atomic fact.

B Experimental Settings807

All experiments are conducted on a 4 × A100 80G808

GPU Server. For the reward model training, we use809

the Adam optimizer, and the learning rate, batch810

size, and epoch are set to 2e-5, 4, and 100. For the811

PPO training, we use the Adam optimizer, and the812

learning rate, batch size, and epoch are set to 1e-7,813

256, and 2. We sample 3,500 and 14,000 examples814

from the MSCOCO 2014 (Lin et al., 2014) training815

set for reward model training and LVLM training,816

respectively. The prompt is set to “Describe this817

image in detail.” for model training and sample.818

we adopt LoRA (Hu et al., 2022b) for all the re-819

ward model training and the LVLM fine-tuning820

processes.821

POPE is a framework specifically designed822

for assessing object existence hallucinations in823

LVLMs. Specifically, POPE formulates the evalu-824

ation of object hallucination as a binary classifica- 825

tion task that prompts LVLMs to output “Yes” or 826

“No”, e.g., “Is there a chair in the image?” “Yes” 827

questions can be directly constructed based on ob- 828

jects appearing in the image. The “No” questions 829

are constructed by three distinct sampling settings: 830

random, popular, and adversarial. In the random 831

setting, objects that are not present in the image 832

are selected randomly. For the popular setting, 833

the chosen non-existent objects are those from a 834

pool of objects that appear most frequently in the 835

MSCOCO dataset. In the adversarial setting, the 836

sampling negative objects are often seen together 837

with the objects in the image but are absent in the 838

image under evaluation. This comprehensive ap- 839

proach allows for a nuanced analysis of the model’s 840

tendency to hallucinate across different scenarios. 841

Finally, POPE consists of 3,000 samples under the 842

setting of each type of negative sampling and 9,000 843

samples for the whole dataset. 844

MMHal-Bench benchmark has been introduced 845

to assess and measure the degree of hallucina- 846

tion in responses by LVLMs. MMHAL-BENCH 847

comprises 96 carefully constructed image-question 848

pairs across eight different question categories and 849

12 object topics. These pairs are crafted to chal- 850

lenge LVLMs on common points of failure, in- 851

cluding 1) Object Attribute, 2) Adversarial Object, 852

3) Comparison, 4) Counting, 5) Spatial Relation, 853

6) Environment, 7) Holistic Description, 8) Oth- 854

ers. Different with POPE, it can evaluate more 855

fine-grained hallucinations rather than only object 856

existence. 857

CHAIR is a framework to quantify object hallu- 858

cination in image captions. This method compares 859

objects generated in captions against the ground 860

truth objects within the images. CHAIR assesses 861

hallucination on two levels: sentence-level and 862

instance-level. The sentence-level score, referred 863

to as CHAIRS , quantifies the proportion of cap- 864

tions that contain hallucinated content, whereas the 865

instance-level score, CHAIRI , measures the fre- 866

quency of hallucinated objects relative to the total 867

number of objects mentioned by the model. Our 868

evaluation involves a randomly selected subset of 869

1,000 images from the MSCOCO validation set, al- 870

lowing for an analysis of our model’s performance 871

in minimizing object existence hallucination. 872

FaithScore is another framework to assess the 873

accuracy and relevance of response generated by 874

LVLMs. This innovative approach focuses on eval- 875

uating the consistency of atomic facts within the 876
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Given an answer output by a vision-language model, break down its sub-sentence into independent atomic facts from it.
First extract elements from the answer. Then classify each element into a category (object, attribute, relation).
Finally, generate atomic facts for each element. You can refer to the context of the sub-sentence.
The relation must be the relationship between two objects.
Please note that you only need to output atomic facts. Besides, you must follow the format of examples.   Facts are
separated directly by periods.
The context is: %s
Please do not output other irrelevant information.

You should convert the pronoun into a specific object according to the context.
Please note that you only need to output atomic facts that are in the sub-sentence, the context is only used to help you
understand context information such as the object to which the pronoun refers, don't output any content that didn't appear
in the given sub-sentence.
Please note that the object is an objective description, not a subjective analysis, such as the atmosphere is not an object.
If the sub-sentence does not contain any object/attribute/relation, leave the corresponding line empty such as Object:

Sub-sentence: A man posing for a selfie in a jacket and bow tie.
Atomic facts:
Object: There is a man. There is a selfie. There is a jacket. There is a bow tie.
Attribute:
Relation: A man is in a jacket. A man is in a bow tie. A man posing for a selfie.

Sub-sentence: The image features a red velvet couch with a cat lying on it.
Atomic facts:
Object: There is a couch. There is a cat.
Attribute: The couch is red. The couch is velvet.
Relation: A cat is lying on a couch.

Sub-sentence: The photo is about a close-up image of a giraffe's head.
Atomic facts:
Object: There is a giraffe's head.
Attribute:
Relation:

Sub-sentence: A horse and several cows feed on hay.
Atomic facts:
Object: There is a horse. There are cows. There is a hay.
Attribute:
Relation: A horse feeds on hay. Cows feed on hay.

Sub-sentence: A red colored dog.
Atomic facts:
Object: There is a dog.
Attribute: The dog is red.
Relation:

Sub-sentence: {sub-sentence}
Atomic facts:

Figure 5: The prompt of atomic fact generation. In this prompt, we asked ChatGPT to generate three kinds of atomic
facts: object existence, object attribute, and object relation. To get better performance on atomic fact generation, we
added some samples in this prompt.
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response against the depicted scenes in the input877

images. Different from CHAIR, FaithScore can878

demonstrate the model’s hallucination performance879

in terms of object existence, attribute, and relation.880

Our evaluation involves a randomly selected sub-881

set of 1,000 images from the MSCOCO validation882

set, allowing for an analysis of our model’s perfor-883

mance in mitigating object existence, attribute, and884

relation hallucination. It also provides an instance-885

level score F-Score and sentence-level score F-886

ScoreS .887

LLaVA-Bench is a general benchmark to assess888

the performance of LVLMs. LLaVA-Bench con-889

sists of 90 samples which can be categorized into890

three categories: detailed description, conversa-891

tion, and complex question. All the prompts in this892

benchmark and answers are generated by GPT-4.893

In the evaluation process, the standard answer and894

generated response are fed into GPT-4 and GPT-4895

then given a rating. Following the existing work896

(Sun et al., 2023), we also report the relative scores897

of LVLMs compared to GPT-4.898

C Detailed Results899

We report the detailed performance on MMHal-900

Bench and POPE in Table 5 and Table 6.901

To understand the performance of our FGAIF,902

we split the MMHal-Bench into three classes based903

on the original dataset 1) object existence (class904

“adversarial object”), 2) object attribute (classes905

“object attribute” and “counting”), and 3) object906

relation (class “spatial relation”). From Table 5,907

we can observe that our method achieves the best908

performance consistently on all question categories909

(object existence, object attribute, and object rela-910

tion), which further demonstrates the effectiveness911

of our method.912
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Table 5: Detailed evaluation results for different LMMs on MMHal-Bench. ↓ denotes that the less the value, the
better the performance.

LLM
Overall Hallucination Score in Different Question Type
Score↑ Rate ↓ Existence Attribute Relation

MiniGPT-47B 3.39 0.24 3.0 2.54 3.67
mPLUG-Owl7B 2.49 0.43 0.33 2.58 1.5
InstructBLIP7B 2.10 0.58 2.08 2.67 2.17
InstructBLIP13B 2.14 2.75 1.75 2.82 2.5

LLaVA7B 1.55 0.76 0.00 1.25 2.00
LLaVA13B 1.11 0.84 0.00 1.13 1.5
LLaVA-RLHF7B 2.04 0.68 1.83 2.42 2.25
LLaVA-RLHF13B 2.53 0.57 2.67 2.79 2.33

FGAIF7B 3.09 0.36 3.58 3.21 3.33

Table 6: POPE evaluation benchmark. Accuracy denotes the accuracy of predictions. “Yes” represents the probability
of the model outputting a positive answer. ↑ denotes that the larger the value, the better the performance. The bold
font denotes the best performance among our model and baselines with the same backbone model. The underlined
font denotes the second-best performance among our model and baselines with the same backbone model.

Model Random Popular Adversarial Overall
Acc↑ F1↑ Yes Acc↑ F1↑ Yes Acc↑ F1↑ Yes F1↑ Yes

MiniGPT-47B 79.7 80.2 52.5 69.7 73.0 62.2 65.2 70.4 67.8 74.5 60.8
mPLUG-Owl7B 54.0 68.4 95.6 50.9 66.9 98.6 50.7 66.8 98.7 67.2 97.6
InstructBLIP7B 88.6 89.3 56.6 79.7 80.2 52.5 65.2 70.4 67.8 80.0 59.0
InstructBLIP13B 88.7 89.3 55.2 81.4 83.5 62.6 74.4 78.5 69.0 83.7 62.2

LLaVA7B 50.4 66.6 98.8 49.9 66.4 99.4 49.7 66.3 99.4 66.4 99.2
LLaVA13B 73.7 78.8 72.3 73.6 78.2 71.0 67.2 74.4 77.8 77.1 73.7
LLaVA-RLHF7B 84.8 83.3 39.6 83.3 81.8 41.8 80.7 79.5 44.0 81.5 41.8
LLaVA-RLHF13B 85.2 83.5 38.4 83.9 81.8 38.0 82.3 80.5 40.5 81.9 39.0

FGAIF7B 87.0 86.7 45.9 84.0 83.7 48.1 79.6 79.9 50.9 83.4 48.3
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