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Abstract

With appropriate data selection and training001
techniques, Large Language Models (LLMs)002
have demonstrated exceptional success in vari-003
ous medical examinations and multiple-choice004
questions. However, the application of LLMs005
in medical dialogue generation—a task more006
closely aligned with actual medical prac-007
tice—has been less explored. This gap is at-008
tributed to the insufficient medical knowledge009
of LLMs, which leads to inaccuracies and hal-010
lucinated information in the generated medi-011
cal responses. In this work, we introduce the012
Medical dialogue with Knowledge enhance-013
ment and clinical Pathway encoding (MedKP)014
framework, which integrates an external knowl-015
edge enhancement module through a medical016
knowledge graph and an internal clinical path-017
way encoding via medical entities and physi-018
cian actions. Evaluated with comprehensive019
metrics, our experiments on two large-scale,020
real-world online medical consultation datasets021
(MedDG and KaMed) demonstrate that MedKP022
surpasses multiple baselines and mitigates the023
incidence of hallucinations, achieving a new024
state-of-the-art. Extensive ablation studies fur-025
ther reveal the effectiveness of each compo-026
nent of MedKP. This enhancement advances027
the development of reliable, automated medi-028
cal consultation responses using LLMs, thereby029
broadening the potential accessibility of precise030
and real-time medical assistance.031

1 Introduction032

Large language models (LLMs) have demonstrated033

significant potential in the medical field (Tu et al.,034

2023). For example, several powerful LLMs have035

passed medical licensing examinations in various036

countries, showcasing their capability to solve med-037

ical questions on a par with junior doctors (Singhal038

et al., 2023a). Consequently, LLMs are being exten-039

sively explored in healthcare, ranging from draft-040

ing medical reports to assisting clinical decision-041

making (Thirunavukarasu et al., 2023a).042

Among all potential areas in medical domain, on- 043

line medical consultation is probably the most suit- 044

able for LLM application. Online medical consulta- 045

tion has the following advantages: 1) it can increase 046

patients’ accessibility to medical care, especially 047

for those in rural areas (Wang et al., 2023b); 2) it 048

can let patients feel more relaxed than going to hos- 049

pital offline, which in turn increases the accuracy 050

and completeness of collected main compliant; 3) 051

it can protect the privacy of patients. Due to above 052

advantages, the number of online medical consul- 053

tations grows at an explosive speed. The outbreak 054

of COVID-19 has further boosted the adoption of 055

online medical consultation. According to a recent 056

statistics 1, the market of online medical consulta- 057

tion is valued on 3.9 Billion USD in 2020 and is 058

estimated to achieve 16 Billion in 2026. 059

Specifically, LLMs can improve the efficiency of 060

online medical consultation from two perspectives: 061

1) for experienced doctors, LLMs can generate the 062

draft response automatically, the doctors only need 063

to modify it rather than start from scratch; 2) for 064

inexperienced doctors, LLMs can reminder the pos- 065

sible examination to take or further inquiries on 066

symptoms, which in turn avoids the misdiagnosis 067

and missed diagnosis. Due to these potentials of 068

LLMs in online medical consultation, growing re- 069

search efforts have been devoted to this area (Ayers 070

et al., 2023; Sarraju et al., 2023; Lee et al., 2023). 071

However, there are still two remaining challenges: 072

1) LLM could produce hallucinations which is not 073

tolerable in medical domain; 2) LLM is now a 074

black box, and the inference procedure is hidden. 075

Therefore, doctors are hard to uncover the chain of 076

thoughts of LLMs. 077

To address above two challenges, we introduce 078

the Medical dialogue with Knowledge enhance- 079

ment and clinical Pathway encoding (MedKP) 080

framework. MedKP consists of two core modules: 081

1https://www.globalmarketestimates.com/market-
report/global-online-doctor-consultation-market-2172
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1) External Knowledge Enhancement: this module082

extracts related knowledge from a pre-built medical083

knowledge graph. The extracted knowledge can084

help to guide the generation process of LLMs; 2)085

Internal Clinical Pathway Encoding: this module086

mines key points from historical conversations and087

the actions taken by doctors. These mined infor-088

mation ensures the clinical coherence of the entire089

conversation.090

To evaluate whether the proposed MedKP can091

relieve the hallucination problem, in addition to the092

common natural language generation metrics like093

ROUGE (Lin, 2004) and BertScore (Zhang et al.,094

2019), we also introduce two types of new metrics:095

1) entity-based metric which helps to judge whether096

the key information can accurately be captured;097

2) LLM-judge based metrics which evaluate the098

hallucination of generated responses. Overall, our099

main contributions are summarized as follows:100

• We propose MedKP which enhances the auto-101

matic medical dialogue system with two core102

modules: External Knowledge Enhancement103

through a medical knowledge graph, and In-104

ternal clinical pathway Encoding via medical105

entities and physician actions.106

• Integrating these enhancements with a genera-107

tive Large Language Model (LLM) for online108

medical consultations significantly reduces109

the hallucinations.110

• MedKP outperforms baseline models across111

two datasets, achieving state-of-the-art results.112

Comprehensive ablation studies underscore113

the contribution of individual components to114

the overall efficacy of our approach.115

2 Related Work116

2.1 Large Language Model in Healthcare117

Owing to extensive pre-training, LLMs encap-118

sulate a broad spectrum of medical knowledge119

(Thirunavukarasu et al., 2023b). For general LLMs,120

GPT-4 (Nori et al., 2023) surpassed the USMLE121

passing score by more than 20 points. For medical-122

specific LLMs, Med-PaLM (Singhal et al., 2023a)123

and Med-PaLM 2 (Singhal et al., 2023b), achieved124

high scores of 67.6% and 86.5% on USMLE re-125

spectively, indicating their expert-level proficiency126

in handling medical questions. Additionally, Wu127

et al. (2023) quantified Chinese Medical Licensing128

Examination by knowledge-enhanced LLMs.129

There are emerging studies devoted to applying 130

LLMs in the medical domain. Jeblick et al. (2023) 131

and Lyu et al. (2023) leverage ChatGPT and GPT-4 132

to translate radiology reports into plain language. 133

ChatCAD (Wang et al., 2023a) incorporates the 134

LLMs for an interactive computer-aided diagnosis 135

of radiology images. However, applying LLM in 136

the healthcare domain also raised concerns over 137

the generations of hallucination (Harrer, 2023) or 138

biased results (Liu et al., 2024). 139

2.2 Medical Dialogue System 140

Medical dialogue systems aim to automatically gen- 141

erate responses to patient inquiries, streamlining 142

the delivery of medical services (Chi et al., 2019). 143

For disease diagnosis, Wei et al. (2018) and Liu 144

et al. (2022) have developed systems for symptom 145

collection and diagnosis using task-oriented dia- 146

logues and knowledge graphs, respectively. For 147

general responses, Liu et al. (2022) and Li et al. 148

(2021) focus on entity-driven dialogue generation 149

for more accurate responses. Plugmed (Dou et al., 150

2023) exploits LLMs’ in-context learning for gen- 151

erating physician responses. While studies have 152

integrated medical entity or knowledge graphs, they 153

often employ additional models for entity predic- 154

tion or encoding, leading to a lack of interpretabil- 155

ity and fragmented processes that may omit crucial 156

details, like symptom states (positive/negative). 157

3 Methodology 158

3.1 Problem Formulation 159

Each medical dialogue consists of inquiries from 160

the patient and responses from the physician, which 161

we define as U = {P,D} to represent a whole 162

medical dialogue. Here, P = {p1, p2, ..., pn} 163

denotes the patient’s utterances, while D = 164

{d1, d2, ..., dn−1} represents the physician’s utter- 165

ances. The dialogue between patient and physician 166

alternates in chronological order. An automated 167

medical dialogue system aims to generate a physi- 168

cian’s response dn automatically, based on U the 169

patient-physician dialogue up to the moment n and 170

the current patient inquiry pn, thereby completing 171

the response. 172

3.2 Overall Workflow 173

To enhance the reliability of automatically gen- 174

erated responses, we introduce the Medical dia- 175

logue with Knowledge enhancement and clinical 176

Pathway encoding (MedKP) framework, the whole 177

2



(P1)Patients: Pain around the navel, sometimes 

dull pain (Female, 32 years old). 

(D1)Doctors: how long have you been 

like this? Do you have diarrhea?

(P2)Patients: Half a year. Sometimes I feel very 

uncomfortable after eating. I get diarrhea when 

the weather is cold.

(D2)Doctors: Do you have acid reflux, 

nausea, or abdominal distension?

(P3)Patients: Sometimes. I have had acid

reflux and abdominal distension.

Doctors: [Gastritis, Enteritis] 

{Diagnosis} It seems like chro

nic gastritis and enteritis. 

Identification of Medical Entity

P1: Entity - Abdominal pain, 

D1: Entity - Duration, Diarrhea

P2: Entity - Diarrhea

D2: Entity - Acid reflux, nausea

P3: Entity - Acid reflux, …

Physician Action Recognition

D1: Action - Inquire

D2: Action – Inquire

……

External Knowledge Enhancement

Internal Clinical Pathway Encoding

P1: [Abdominal pain] Pain around 

the navel,  sometimes dull pain …

D1: [Duration, Diarrhea]{Inquire} 

how long have you been like this? 

·····

Training (LoRA)

Based on historical dialogue, refer to background knowledge, 

predict entities and actions for doctor’s response, and generate …

Background knowledge: 

Historical dialogue: 

Input

Figure 1: Workflow of medical dialogue with knowledge enhancement and clinical pathway encoding framework.

workflow of which is illustrated in Figure 1. This178

framework comprises three main components:179

• External Knowledge Enhancement: This mod-180

ule identifies medical entities previously men-181

tioned in historical utterances and retrieves rel-182

evant knowledge from the medical knowledge183

graph. This process enriches the dialogue with184

reliable medical knowledge.185

• Internal Clinical Pathway Encoding: It en-186

codes the clinical pathway contained in his-187

torical dialogue using medical entities and188

physician actions. This aids in capturing the189

medical information conveyed in past conver-190

sations and understanding the current state,191

thereby ensuring a coherent and informed pro-192

gression of the medical dialogue.193

• Response Generation: The relevant medical194

knowledge and encoded historical utterances195

are formatted with a specified prompt tem-196

plate to leverage the in-context learning ability197

of LLMs. We further fine-tuned LLM with the198

LoRA framework to augment its ability to uti-199

lize external medical knowledge and internal200

clinical pathway.201

Furthermore, we design a comprehensive automatic202

evaluation scheme to assess the response quality,203

including metrics related to medical entities, Natu-204

ral Language Generation (NLG), and judgment of205

hallucination based on LLM.206

3.3 External Knowledge Enhancement207

In this section, we explore how to integrate the208

knowledge graph to mine reliable medical knowl-209

edge, serving as the knowledge foundation of med- 210

ical dialogue generation. Initially, we identify med- 211

ical entities contained in each utterance by patients 212

and physicians, including symptoms, drugs, exam- 213

inations, and diseases. We aggregate all entities 214

from historical utterances up to the current turns 215

n, representing as E = {e1, e2, ..., em}. We in- 216

corporate a large-scale medical knowledge graph 217

G = {K,T}, where K signifies all nodes and T 218

represents all triplets in G. Each triplet is repre- 219

sented as tij =< ki, kj , rij >, with ki as the head 220

node, the kj as the tail node, and rij denoting their 221

relationship. 222

Direct knowledge among mentioned entities 223

We first identify the interrelationships existing 224

among the previously referenced medical entities, 225

establishing a direct knowledge foundation. For 226

each entity ei within the entity set E, we explore 227

connections with the other entities in E, aiming to 228

identify pair {ei, ej} ∈ E where a triplet tij in the 229

knowledge graph denoting the relationship between 230

ei and ej . This process enables the construction of 231

Tdirect, defined as: 232

Tdirect = {tij | ei, ej ∈ E and tij ∈ T} (1) 233

Potential knowledge from related entities By 234

integrating the interrelationships among medical 235

entities and the network structure of the knowledge 236

graph, we can also mine medical concepts that are 237

not yet present in historical dialogue but are sig- 238

nificantly related, serving as potential knowledge 239

supplements. Initially, we retrieve all nodes KE 240

and edges RE from G related to the current en- 241

tity set E. Subsequently, we identify nodes not in 242
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E but frequently connected to entities within E.243

Specifically, for each k ∈ KE , we calculate the fre-244

quency of its relation to entities in E, selecting the245

top-N nodes most related to multiple entities in E246

as potential co-related nodes Kpotential, formulated247

as:248

Kpotential = top-N{k|k ∈ KE ,max
∑
ei∈E

freq(k, ei)}

(2)249

Here, freq(k, ei) denotes the frequency of the rela-250

tionship between node k and entity ei ∈ E. Further,251

we extract triplet set TE that is related to Kpotential,252

considering them as potential knowledge supple-253

ment Tpotential. The process is defined as:254

Tpotential = {tjk|ek ∈ Kpotential, ej ∈ E, tjk ∈ TE}
(3)255

It systematically identifies and incorporates poten-256

tially relevant medical concepts, enriching the con-257

text with unexplored but significant knowledge.258

3.4 Internal Clinical Pathway Encoding259

To accurately represent the dynamic state of med-260

ical dialogue, we mine medical entities together261

with physician actions, thereby encoding the un-262

derlying clinical pathways. We identify medical263

entities within each patient and doctor utterance,264

labeled as Epn and Edn respectively. Furthermore,265

we analyze each physician’s response dn to recog-266

nize its s actions into Adn = {a1, a2, ..., as}, with267

each a belonging to a predefined set of actions A.268

Following previous studies Li et al. (2021) and Xu269

et al. (2023), we employ the SOAP note frame-270

work (Cameron and Turtle-Song, 2002), a widely271

used method of documentation for physicians, to272

define seven types of physician actions A: Chitchat,273

Inform, Inquire, Provide Daily Precaution, State274

a Required Medical Test, Make a Diagnosis, and275

Prescribe Medications.276

Amidst this encoding scheme for the clinical277

pathway, we concatenate each utterance with its278

identified entities and actions. The patient’s utter-279

ance is encoded as:280

p′ = (Ep ∥ p) (4)281

where Ep denotes the entities identified in the pa-282

tient’s utterance, and p is the utterance text. Simi-283

larly, the physician’s utterance is encoded as:284

d′ = (Ed ∥ Ad ∥ d) (5)285

3.5 Response Generation 286

3.5.1 Inference 287

To generate the response with knowledge enhance- 288

ment and encoded clinical pathways, we employ a 289

prompt template to format our input for LLM. As 290

depicted in Figure 1, we instruct the LLM with a de- 291

tailed description following the relevant knowledge 292

and encode historical utterances. 293

3.5.2 Training 294

Given the encoded historical dialogue U ′ = 295

{P ′, D′}, the model is firstly tasked with gener- 296

ating the entities edn to be involved in the response 297

and the action Adn , followed by the actual textual 298

response. The objective of the generative language 299

model is formalized to maximize the probability of 300

generating the physician’s response dn, which can 301

be represented as: 302

argmax
θ

P (dn |U ′, edn , Adn) (6) 303

where θ denotes the current model parameters. 304

With the incorporation of entity and action infor- 305

mation, the loss function is enriched to not only 306

account for the accuracy of the generated text but 307

also the relevance and correctness of the entities 308

and actions. Hence, the loss function L can be 309

formulated as: 310

L =Lg(Edt , Êdt) + Lg(Adt , Âdt)

+ Lg(dt, d̂t)
(7) 311

312

Lg(y, ŷ) = − 1

L

L∑
l=1

yl log ŷl (8) 313

where Lg(Edt , Êdt) penalizes discrepancies be- 314

tween the predicted and actual entities and 315

Lg(Adt , Âdt) assesses the accuracy of the pre- 316

dicted actions against the predefined set. These 317

components of the loss function synergistically 318

guide the response generation, ensuring that the 319

output not only aligns with the factual content but 320

also adheres to the appropriate actions, thereby en- 321

hancing the reliability of the generated response. 322

To expedite the training of LLMs, we employ 323

the LoRA framework (Hu et al., 2021) to imple- 324

ment parameter-efficient fine-tuning. By freezing 325

the parameters of the base LLM and integrating 326

additional LoRA layers specifically for training, 327

we can effectively tailor the model. This strategy 328

enables efficient adaptation of the LLM to incor- 329

porate external knowledge and clinical pathways, 330

providing more reliable responses. 331
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Acting as an experienced doctor, your task is to evaluate the 

quality of responses generated by different models for an onlin

e medical consultation (Chinese). The evaluation should be based 

on the following criteria:

1. Hallucination: Rate the severity of hallucination based on whet

her the response introduces patient information that is inconsis

tent with or not mentioned in the previous conversation. The s

coring range is from 0 to 10, where 0 means no hallucination and 

10 means extremely severe hallucination.

2. Consistency: Rate the consistency of the generated response wi

th the standard response, considering whether the generated resp

onse includes key information and questions. The scoring range 

is from 0 to 10, where 0 means completely inconsistent and 10 me

ans completely consistent.

Then, provide both the scores and the reason for scoring.

Prompt

Figure 2: Prompt for LLM judge.

3.6 Evaluation332

Previous studies (Ji et al., 2023; Risch et al., 2021)333

have observed that conventional natural language334

generation (NLG) metrics face challenges in effi-335

ciently measuring the quality of open-domain text336

generation tasks. Especially in the medical domain,337

relying solely on character overlap without con-338

sidering the actual semantics and the information339

conveyed fails to accurately and objectively evalu-340

ate the quality of text generation (Pino et al., 2021).341

Therefore, we employ comprehensive metrics to as-342

sess the quality of generated responses and whether343

our method alleviates the hallucinations.344

NLG metrics We adopt the ROUGE (Lin, 2004)345

and BLEU (Papineni et al., 2002) to evaluate the346

quality of generated responses at the character level.347

Specifically, we utilize BLEU-1/2/3/4 and ROUGE-348

1/2/L to measure in different n-grams.349

Text similarity We use the BertScore (Zhang350

et al., 2019) to measure the overall similarity be-351

tween the generated text and the target text, pri-352

marily leveraging BERT to compute the semantic353

distance between texts.354

Medical Entity To better evaluate the accuracy355

of generated responses in medical contexts, we356

assess their performance at the entity level. Specif-357

ically, we calculate recall, precision, and F1-score358

for entities that should be mentioned in the re-359

sponses. Moreover, while previous studies often360

adopted only micro-metrics following Liu et al.361

(2022), this approach may overlook the accuracy of362

sentences that are shorter or contain fewer entities.363

Consequently, we calculate both macro- and micro-364

metrics to provide a comprehensive assessment.365

LLM judge The previous metrics only evaluate 366

the differences between generated responses and 367

corresponding ground truth, neglecting the contex- 368

tual background of historical dialogue. To address 369

this, we have leveraged the in-context learning ca- 370

pabilities of advanced models to construct a judge 371

based on LLMs (Zheng et al., 2023). This judge 372

primarily focuses on consistency with previous 373

context (to mitigate hallucination) and consistency 374

with subsequent responses (to ensure consistency). 375

Specifically, as illustrated in Figure 2, we have 376

designed a template for GPT-4 to act as an expe- 377

rienced doctor evaluating the quality of generated 378

responses. The evaluation is based on the follow- 379

ing criteria, with scoring and reasoning provided to 380

enhance interpretability: 381

Hallucination (0-10): Measures whether the 382

response introduces information that conflicts with 383

or is not mentioned in the preceding text. A lower 384

score indicates fewer hallucinations. 385

Consistency (0-10): Assess whether the re- 386

sponse aligns with subsequent physician responses, 387

including key information and questions. A higher 388

score indicates stronger consistency. 389

4 Experiments 390

We conduct experiments on two public datasets of 391

medical dialogue for our evaluation: (1) MedDG 392

dataset (Liu et al., 2022) is sourced from Doctor 393

Chunyu2. It comprises 17,684 medical dialogues, 394

primarily focusing on 12 gastrointestinal diseases. 395

This entity-centric dataset is systematically anno- 396

tated by physicians and defines 160 normalized 397

medical entities across five types: disease, symp- 398

tom, medicine, examination, and attribute. Ad- 399

hering to the official dataset partition, we divide 400

the dataset into 14,862/1,999/999 dialogues for the 401

training, validation, and test sets, respectively. (2) 402

KaMed dataset (Li et al., 2021) is also derived 403

from Doctor Chunyu, caters to diverse clinical sce- 404

narios with its inclusion of over 100 hospital depart- 405

ments (No overlap with MedDG). It is larger than 406

previous datasets in scale and also features more 407

rounds of conversation, making it more challeng- 408

ing. Additionally, the original sessions of KaMed 409

contain multi-modal information such as images 410

and voice recordings, which have been replaced 411

by the meaningless template "The image/voice is 412

not available for privacy concern", leading to in- 413

complete information. Following the filtering rules 414

2https://www.chunyuyisheng.com/
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Table 1: Performance evaluation of medical entities and LLM judge on MedDG. Rec/Pre/F1 stand for
Recall/Precision/F1-score, which together evaluate the accuracy of predicting medical entities, H represents
Hallucination, assessing the generation of non-factual information, and C stands for consistency, evaluating the
logical coherence between ground-truth and the generated one.

Method Medical Entity-macro Medical Entity-micro LLM-Judge
Rec Pre F1 Rec Pre F1 H C

DL-based

Seq2Seq 13.49 15.78 13.98 10.42 27.18 15.07 1.80 3.76
Seq2Seq-Entity 19.42 21.86 19.27 15.91 35.79 22.03 1.13 4.16
HRED 12.87 15.18 13.29 10.03 25.55 14.40 1.71 3.52
HRED-Entity 19.01 20.96 18.63 15.41 33.02 21.01 1.64 3.86
VRBOT 11.90 14.99 12.56 9.49 29.31 14.34 1.53 3.47

PLM-based

GPT-2 17.13 19.62 17.27 14.34 29.19 19.23 1.05 4.30
GPT-Entity 20.06 22.71 19.96 16.99 32.12 22.22 1.03 4.67
BART 17.53 20.58 17.89 14.28 30.83 19.52 1.05 4.54
BART-Entity 20.76 22.43 19.92 16.98 35.56 22.98 1.11 4.54
DFMed 27.98 26.14 24.76 24.13 32.45 27.68 1.06 5.39

LLM-based Direct Inference 13.65 13.71 12.41 12.62 17.00 14.49 2.60 3.49
MedKP 32.38 35.11 31.41 28.12 29.62 28.85 1.03 6.10

established by (Xu et al., 2023), we have filtered415

the raw dataset to curated 29,159/1,532/1,539 for416

training/validation/testing.417

Notably, real medical consultations often contain418

many simple sentences, such as chitchat or greet-419

ings, with few words and lacking medical infor-420

mation. To efficiently develop a robust automatic421

medical dialogue generation system, our evaluation422

primarily focuses on the challenging responses that423

contain at least one medical entity.424

4.1 Baseline models425

To fully evaluate the performance of different meth-426

ods in medical dialogue generation, we constructed427

several baselines that cover deep learning(DL)-428

based methods, pre-trained language model(PLM)-429

based methods, and LLM-based methods.430

DL-based method: (1) Seq2Seq (Sutskever431

et al., 2014) is a classical sequence to sequence432

model, employing an attention mechanism coupled433

with RNN-based architectures for both the encoder434

and decoder components. (2) HRED (Serban et al.,435

2016) advanced the conventional Seq2Seq encoder436

by employing a hierarchical structure that models437

a dialogue as a token sequence and an utterance se-438

quence. (3) VRBot (Li et al., 2021) is an end-to-end439

variational reasoning model for medical dialogue440

generation that tracks patient state and physician441

action.442

PLM-based method: (1) GPT-2 (Radford et al.,443

2019) is a classical transformer-decoder-based lan-444

guage model. (2) BART (Lewis et al., 2019) is445

a transformer-based encoder-decoder model. (3)446

DFMed (Xu et al., 2023) employs two sequential447

models to predict medical entities and physician448

actions, respectively. It introduces an interweaving449

component designed to integrate those predicted 450

states to generate a physician’s response. 451

LLM-based method: (1) PlugMed (Dou et al., 452

2023) retrieves similar dialogues to guide LLMs to 453

generate responses and fine-tune a small model to 454

discern the best responses. They employ BLOOM 455

as the foundation model. Due to its code and 456

dataset is not available, we only record and com- 457

pare the reported metrics. (2) Direct Inference rep- 458

resents the direct application of ChatGLM3-6B3 for 459

response generation without enhancement or fine- 460

tuning Furthermore, leveraging the high-quality 461

entities defined by physicians within the MedDG 462

dataset, we have also augmented various baselines 463

with entity enhancement. Following (Liu et al., 464

2022), we entail appending entities predicted by 465

an auxiliary model directly to the dialogue history. 466

Such augmentation serves as a hint for the genera- 467

tive language model. 468

4.2 Implementation Details 469

We select ChatGLM3-6B as our base LLM. The 470

adaptation utilized a LoRA rank r of 8, scaling 471

factor α of 32, and dropout rate of 0.1. The layers 472

designated for training within the architecture of 473

ChatGLM3 include the self-attention components 474

and linear layers, specifically: "query_key_value", 475

"dense", "dense_h_to_4h", "dense_4h_to_h" We 476

set the batch size to 64, conducting the training over 477

20 epochs for each dataset. The AdamW optimizer 478

starts with a learning rate of 5e-4 and decreases to 479

5e-5. To satisfy 99% of data, the maximum input 480

length is 1,536 tokens and the maximum output 481

length is 256 tokens. 482

3https://github.com/THUDM/ChatGLM3
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Table 2: Performance evaluation of NLG metrics and text similarity on MedDG

Method NLG-ROUGE NLG-BLEU Text Similarity
R-1 R-2 R-L B-1 B-2 B-3 B-4 BertScore

DL-based

Seq2Seq 21.90 9.13 20.95 21.86 17.33 14.55 11.84 63.35
Seq2Seq-Entity 22.74 9.60 21.49 23.49 18.49 15.51 12.60 64.02
HRED 21.72 8.88 20.48 25.56 20.42 17.34 14.22 63.47
HRED-Entity 22.55 9.03 20.99 27.63 21.78 18.36 14.86 63.87
VRBOT 20.41 8.59 19.42 22.89 18.24 15.52 12.71 62.30

PLM-based

GPT-2 25.05 11.15 23.50 28.27 22.28 18.75 15.28 65.00
GPT-Entity 25.51 11.30 23.79 28.31 22.21 18.62 15.13 65.20
BART 25.37 11.50 23.85 27.32 21.49 17.97 14.53 65.20
BART-Entity 24.99 11.19 23.37 27.22 21.33 17.88 14.53 65.07
DFMed 28.22 12.81 25.07 38.93 29.81 24.82 20.00 66.58

LLM-based
PlugMed - - 21.10 - - - - 64.10
Direct Inference 18.51 5.09 15.55 37.83 30.09 25.70 20.59 60.70
MedKP 29.50 14.25 26.86 37.41 29.08 24.24 19.64 67.35

Table 3: Performance evaluation of medical entities and LLM judge on KaMed.

Model Medical Entity-macro Medical Entity-micro LLM-Judge
Rec Pre F1 Rec Pre F1 H C

DL-based
Seq2Seq 8.70 10.13 8.91 8.48 18.93 11.72 2.32 1.72
HRED 8.94 10.26 9.11 8.40 15.62 10.93 1.81 1.44
VRBOT 6.18 7.64 6.56 5.87 16.17 8.61 2.28 1.66

PLM-based
GPT-2 14.98 16.03 14.67 13.70 21.13 16.62 0.80 2.98
BART 16.50 17.56 16.20 15.40 23.69 18.66 0.71 3.23
DFMed 27.84 26.62 25.75 25.45 23.37 24.37 0.69 4.04

LLM-based Direct Inference 20.61 21.01 19.74 19.11 23.57 21.11 0.96 4.10
MedKP 35.25 32.49 31.71 33.09 24.12 27.90 0.20 5.38

We select CMEKG4 as the knowledge graph and483

select top 5 commonly related entities for mining484

the potential knowledge. For all baselines, we im-485

plement the open-source code and follow their set-486

tings provided by Liu et al. (2022), Li et al. (2021),487

and Xu et al. (2023). The MedBERT5 pretrained488

in the medical domain is selected as the backbone489

of PLM-based methods. For LLM Judge, we con-490

duct tests by calling OpenAI’s official API with the491

model version ‘GPT4-0125-preview’. Due to the492

API access rate limitations, we randomly selected493

500 samples in each dataset for testing.494

5 Results and Analysis495

5.1 Main result496

Table 1 and Table 2 present a detailed perfor-497

mance evaluation of different methods applied to498

the MedDG dataset, while Table 3 and Table 4 ex-499

tend the evaluation to the KaMed dataset. Overall,500

the proposed MedKP framework exhibits a remark-501

able superiority over competing baselines, yielding502

new SOTA results across multiple metrics.503

Medical Entity The PLM-based methods504

demonstrate superior efficacy over DL-based ap-505

proaches, with the integration of entity hints also506

4http://cmekg.pcl.ac.cn/
5https://github.com/trueto/medbert

augmenting performance. Notably, MedKP sig- 507

nificantly outperforms all other baselines. On the 508

MedDG dataset, the LLM equipped with MedKP 509

achieves a substantial increase in performance, 510

with macro-F1 and micro-F1 scores improving 511

dramatically from 12.41 to 31.41 and 14.49 to 512

28.85, respectively. Compared to the previous 513

best-performing baseline, MedKP also yielded con- 514

siderable gains of 6.65 in macro-F1 and 1.17 in 515

micro-F1. The pronounced enhancement in macro- 516

metrics underscores MedKP’s proficiency in pre- 517

cisely delivering pertinent medical information, 518

highlighting its effectiveness even in concise re- 519

sponses. These enhancements suggest that the re- 520

sponses generated by MedKP are not only more 521

informative but also closely mirror the physicians’ 522

responses, thereby ensuring the effectiveness of 523

medical consultations. 524

LLM Judge The integration of medical entities 525

effectively facilitates the understanding of the dia- 526

logue state, thereby reducing hallucinations (e.g., 527

Seq2Seq and Seq2Seq-entity). Compared to DL- 528

based models, PLM-based methods showed im- 529

proved performance, which may be attributed to 530

the proficiency of medical LLM in understanding 531

medical text. In contrast, LLM applied directly of- 532

ten introduces irrelevant or conflicting patient infor- 533

mation and then suffers from severe hallucinations. 534
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Table 4: Performance evaluation of NLG metrics and text similarity on KaMed.

Model NLG-ROUGE NLG-BLEU Text Similarity
R-1 R-2 R-L B-1 B-2 B-3 B-4 BertScore

DL-based
Seq2Seq 17.85 4.71 16.96 14.16 10.99 9.14 7.23 59.86
HRED 18.35 4.81 17.02 18.59 14.53 12.17 9.66 60.53
VRBOT 16.98 5.60 14.85 27.18 21.38 18.38 14.85 57.43

PLM-based
GPT-2 22.79 7.49 20.53 26.98 20.81 17.43 13.92 62.39
BART 23.59 8.09 21.29 26.27 20.19 16.82 13.41 62.95
DFMed 26.36 9.82 22.54 36.35 27.37 22.64 17.99 64.42

LLM-based
PlugMed - - 14.10 - - - - 60.10
Direct Inference 23.25 7.49 19.60 37.94 29.21 24.62 19.67 62.47
MedKP 27.53 10.93 23.75 38.01 28.56 23.67 18.88 64.90

Table 5: Experimental results of ablation study on MedDG. The +KG indicates the integration of knowledge
graph-based enhancement; the +DP refers to the incorporation of clinical pathways encoding via both medical
entities and physician actions, while +entity signifies encoding solely depends on medical entity; MedKP denotes
the cooperation of KG and DP.

Method Medical Entity-macro Medical Entity-micro LLM-Judge NLG-ROUGE NLG-BLEU Similarity
Rec Pre F1 Rec Pre F1 H C R-1 R-2 R-L B-1 B-2 B-3 B-4 BertScore

Direct Inference 13.65 13.71 12.41 12.62 17.00 14.49 2.60 3.49 18.51 5.09 15.55 37.83 30.09 25.70 20.59 60.70
+ KG 28.27 31.39 27.73 24.17 28.91 26.33 0.97 5.52 28.89 14.30 26.83 33.15 25.99 21.77 17.69 67.52
+ Entity 32.20 34.90 31.13 27.81 28.44 28.13 1.01 5.51 28.86 13.87 26.61 33.67 26.26 21.90 17.70 67.51
+ DP 31.41 34.82 30.87 26.90 30.23 28.47 1.03 5.62 28.94 14.17 26.70 34.85 27.25 22.83 18.61 67.35
+ MedKP 32.38 35.11 31.41 28.12 29.62 28.85 1.03 6.10 29.50 14.25 26.86 37.41 29.08 24.24 19.64 67.35

Benefiting from reliable medical knowledge and535

the precise understanding of both historical and cur-536

rent states afforded by pathway encoding, MedKP537

significantly reduces hallucinations and surpasses538

other methods by a notable margin, achieving a539

0.71 improvement in consistency on MedDG.540

NLG Metrics and Text Similarity On the541

KaMed and MedDG datasets, MedKP achieved542

the highest ROUGE scores, outperforming the543

best baseline by 7.14% on MedDG and 5.36% on544

KaMed. Similarly, in terms of sentence-level simi-545

larity, as measured by BERTScore, MedKP yielded546

the best result. However, regarding BLEU scores,547

while MedKP’s performance was notably high, the548

highest scores were obtained by directly applying549

LLM. This discrepancy across metrics may be at-550

tributed to the LLM’s tendency to generate long551

and general suggestions, leading to high overlaps552

with standard responses. However such unfocused553

responses are meaningless for subsequent consul-554

tation. Consequently, metrics like ROUGE that555

calculate recall of standard responses and medical556

entity that reflect key information tend to be lower.557

This highlights the potential risks of using tradi-558

tional NLG metrics for evaluating rigorous medical559

text generation.560

5.2 Ablation study561

Table 5 demonstrates that each component of562

MedKP significantly enhances its performance on563

the MedDG dataset. The integration of external 564

medical KG notably increases the reliability of 565

responses, achieving the lowest rates of halluci- 566

nation and the highest BERTScore. Pathway en- 567

coding facilitates an understanding of the current 568

state, favoring the prediction of medical entities 569

that should be discussed in subsequent responses. 570

Moreover, the predicted entities and actions guide 571

the LLM towards generating content that is more 572

focused and aligned with physician responses, as 573

demonstrated by improvements in medical entity- 574

metrics and NLG metrics. Cooperation with all 575

components, MedKP manifests advantages in sev- 576

eral metrics, from entity-related to hallucination, 577

underscoring the effectiveness of our framework. 578

6 Conclusion 579

In this paper, we present MedKP which generates 580

the response from doctors in online medical consul- 581

tations with LLMs. To alleviate the hallucination 582

problem, on one hand, MedKP introduces an exter- 583

nal medical knowledge graph to guide the genera- 584

tion of LLMs; On the other hand, MedKP identifies 585

the key point and physician actions within a conver- 586

sation which ensures clinical coherence. To eval- 587

uate the hallucination problem, we also introduce 588

entity-based and LLM-judge metrics in addition to 589

the common NLG metrics. Experiments on two 590

public benchmarks that demonstrated the effective- 591

ness of MedKP. 592
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Limitations593

Several potential limitations should be considered594

for this study. Firstly, the parallel tests were not595

conducted on more LLMs. This stems from the fact596

that some advanced LLMs, such as Med-PaLM,597

have not yet been made available. It is also due to598

the high computational resources required for fine-599

tuning LLMs. In addition, the detailed responses600

were not further examined from a professional per-601

spective, which could better evaluate the quality602

of the generated response. We are currently col-603

laborating with clinical physicians to further this604

work, and hope to continue refining it in subsequent605

studies.606

Ethics Statement607

While the medical dialogue involves patient infor-608

mation, all cases have been anonymized, ensuring609

that no personal information is disclosed. More-610

over, the primary objective of this study is to inves-611

tigate the effectiveness of LLM in medical response612

generation. The results and conclusions will not613

serve as medical suggestions. Consequently, they614

do not have any adverse effect on human health-615

care.616
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