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Abstract

Large Language Models (LLMs) show promis-001
ing learning and reasoning abilities. Compared002
to other NLP tasks, multilingual and multi-label003
emotion evaluation is under-explored in LLMs.004
In this paper, we present EthiopicEmotion,005
a multi-label emotion with intensity dataset006
for four Ethiopian languages, namely Amharic007
(amh), Afan Oromo (oro), Somali (som), and008
Tigrinya (tir). We perform extensive experi-009
ments with additional English multi-label emo-010
tion data from SemEval 2018:affect in tweets011
work. Our evaluation includes zero-shot and012
in-context learning (ICL) from large language013
models. The result shows that accurate multi-014
label emotion classification is still insufficient,015
even for high-resource language (English), and016
there is a large gap between the performance of017
English and low-resource languages.018

1 Introduction019

Emotion classification is one of the most challeng-020

ing NLP tasks, where a given text is assigned to the021

most appropriate emotion(s) that best reflect the022

author’s mental state (A.V. et al., 2024). Although023

there have been several efforts in constructing emo-024

tion benchmark datasets, emotion detection for025

Ethiopian languages has not been studied yet, ex-026

cept for a few sentiment analysis (negative, positive,027

neutral) tasks (Yimam et al., 2020; Tela et al., 2020;028

Muhammad et al., 2023). Due to the cultural and029

language differences inherent in interpreting emo-030

tions (Kusal et al., 2023), this work aims to create031

and evaluate a multi-label emotion with intensity032

dataset for Ethiopian languages: Amharic (amh),033

Afan Oromo (oro), Somali (som), and Tigrinya (tir).034

We follow the multi-label annotation approach be-035

cause it allows an instance to have any combination036

(none, one, some, or all) of labels from a given set037

of emotion labels (Ameer et al., 2020).038

2 EthiopicEmotion dataset creation 039

Data sources: To make the dataset as possi- 040

ble as balanced, we translate the English NRC 041

EmoLex (Mohammad and Turney, 2013) lexicon 042

into Ethiopian languages, and we collect addi- 043

tional emotion lexicons using word similarities 044

from available Word2vec and fastText word em- 045

bedding models (Yimam et al., 2021; Belay et al., 046

2021). As rich sources of textual emotions are 047

obtained from social networks such as YouTube, 048

Twitter (X), Facebook, and news headlines, we col- 049

lected the data from these sources. Table 1 shows 050

the statistics taken from each data source for each 051

language. 052

Data sources amh oro som tir
Tweeter (X) 2000 2700 2400 3100
Facebook 1500 600 900 600
YouTube 2000 2000 2000 2000
News headline 500 500 500 500
Total 6000 5800 5800 6200

Table 1: Data sources: Twitter (X) posts (tweets), Face-
book post comments, YouTube video comments, and
news headlines. Instances that have no label agreement
between annotators will be excluded after annotation.

Data annotation: The annotation process is ac- 053

complished by hiring native speakers from each 054

language. We customize the Potato annotation tool 055

(Pei et al., 2022) for our multi-label emotion an- 056

notation platform. Each instance is annotated by 057

three native speakers with its corresponding inten- 058

sity value (0 - for neutral, low, medium, or high). 059

We use Ekman’s six basic emotions (anger, disgust, 060

fear, joy, sadness, surprise) plus neutral class (Ek- 061

man, 1992). The final label is determined based 062

on agreement by at least two annotators. Final an- 063

notated dataset statistics are Amharic 5,891, Afan 064

Oromo 5,690, Somali 5,631, and Tigrinya 6,109, a 065

total of 23,321 instances were annotated. 066
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Model name Amharic Afan Oromo Somali Tigrinya English average

Gemma-2b-i 5.76 2.06 4.91 4.40 32.31 9.88
Gemma-1.1-7b-it 8.51 17.06 8.99 6.19 49.72 18.09
LLaMA-2-7b-chat-hf 8.00 3.48 10.48 3.43 11.56 7.39
LLaMA-3-8B-Instruct 7.86 9.10 4.95 3.77 41.32 13.40

Table 2: Weighted average F1-score results from zero-shot experiments

Figure 1: Evaluation result across languages and LLMs with different numbers of shots

3 Inter-Annotator Agreement (IAA)067

A measure termed Cohen’s kappa (Cohen, 1960),068

Fleiss’ kappa (Fleiss, 1971), Krippendorff’s alpha069

(Krippendorff, 2011), and bootstrapping multiple070

label agreement (Marchal et al., 2022) are proposed071

for annotators agreement. However, they don’t sup-072

port multi-label raters and multi-label agreements073

simultaneously. We adopted a multi-label agree-074

ment (MLA) method proposed by Li et al. (2023) to075

obtain the observed multi-label agreement among076

multiple raters. The agreement results are 0.50 for077

Amharic, 0.64 for Afan Oromo, 0.51 for Somali,078

and 0.53 for Tigrirnya. The IAA result among the079

seven emotion classes shows moderate agreement.080

4 Experiments081

To make our evaluation universal, we included the082

English multi-label emotion dataset from SemEval083

2018 Task 1: affect in tweets Mohammad et al.084

(2018) dataset. For a baseline experiment, we085

evaluated instruction tuned version of LLaMA-2-086

7b-chat-hf (Touvron et al., 2023), LLaMA-3-8B-087

Instruct (Meta, 2024), Gemma-2b-i, and Gemma-088

1.1-7b-it (Team et al., 2024). We selected these089

generative models because of their popularity in090

the open-source community, and they are used as a091

baseline for building similar applications.092

5 Results093

Zero shot results: The results are presented in094

Table 2. As we can see, Gemma-1.1-7b-it shows095

consistent top performance in all languages except096

Somali. For Somali language, LLaMA-2-7b-chat- 097

hf performs better result. In a zero-shot experiment, 098

Gemma-1.1-7b-it achieves better results for the 099

EthiopicEmotion dataset. 100

In context learning (ICL): Following the work 101

(Zhang et al., 2024), we leveraged in-context learn- 102

ing to teach the models about the task by showing 103

examples without parameter updates. We worked 104

with 2, 4, 6, and 8 demonstrations in our exper- 105

iment and compared them with zero-shot experi- 106

ments as shown in Fig 1. All show improvement 107

in their scores by showing two examples (2 shots) 108

compared to zero-shot tests. However, Gemma- 109

1.1-7b-it does not show this improvement in Afan 110

Oromo language, which already had good scores 111

in the zero-shot experiment. When increasing the 112

number of demonstrations from two to eight exam- 113

ples, the improvement is inconsistent and cannot be 114

guaranteed. This is particularly evident in English. 115

6 Conclusion and Future Work 116

In this work, we present EthiopicEmotion dataset 117

to train and evaluate emotional understanding of 118

models. The dataset provides diversity concerning 119

the source and languages. We have evaluated and 120

reported strong baseline results. We believe that 121

this dataset and experiment results can be employed 122

as a baseline in the future for better multi-label 123

emotion and intensity prediction. As a future work, 124

this work can be extended to experimenting with in- 125

tensities and evaluating closed-source LLMs. The 126

resources, such as lexicons and datasets, will be 127

publicly available for further investigation. 128
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