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Abstract

Planning is a fundamental task in artificial in-
telligence that involves finding a sequence of
actions that achieve a specified goal in a given
environment. Large language models (LLMs)
are increasingly used for applications that re-
quire planning capabilities, such as web or
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embodied agents. In line with recent studies,
we demonstrate through experimentation that
LLMs lack necessary skills required for plan-
ning. Based on these observations, we advocate
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for the potential of a hybrid approach that com-
bines LLMs with classical planning methodol-
ogy. Then, we introduce SimPlan, a novel
hybrid-method, and evaluate its performance in
a new challenging setup. Our extensive experi-
ments across various planning domains demon-
strate that Sim Plan significantly outperforms
existing LLM-based planners.

1 Introduction

Planning is a crucial aspect of artificial intelligence,
which involves finding a sequence of actions that
can achieve a specific goal in a given environment.
Traditionally, planning problems are solved with
graph-search heuristics which are based on solving
relaxed problems (Blum and Furst, 1997; Hoff-
mann, 2001) or creating sub-goals by backtracking
from the desired end-goals (Hoffmann et al., 2004;
Helmert and Domshlak, 2009).

With the success of LLMs in various natural
language processing tasks, there has been an in-
creasing interest in utilizing them for applications
that involve planning and reasoning, such as web
agents (Yang et al., 2023; Yin et al., 2023; Huang
et al., 2022), embodied agents (Huang et al., 2022;
Song et al., 2023; Ahn et al., 2022) or open-world
games (Wu et al., 2023; Wang et al., 2023). A com-
pelling advantage of using Large Language Models
(LLMs) for planning tasks lies in their ability to
handle problems in natural language. This elimi-
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Figure 1: In the Ferry planning domain, an example of
a problem instance involves an initial state comprising
the location of a ferry and several cars, with specified
goals for placing the cars in specific locations (top). The
ferry is capable of boarding a car and transporting it
between locations. The planning task entails generating
a sequence of actions (i.e., a plan) such that executing
them leads to reaching a goal state (bottom).

nates the need for formalizing them in strict lan-
guages like the Planning Domain Definition Lan-
guage (PDDL; Malik Ghallab et al., 1998). How-
ever, LLMs have been found to lack the ability
to solve classic planning tasks (Liu et al., 2023;
Valmeekam et al., 2023a,b), and the magnitude of
their failure in such tasks highlights the need for
alternative approaches that can enhance their plan-
ning capabilities.

In our work, we start by examining whether
LLMs possess capabilities that we deem as nec-



essary for planning. We expand on the analyses
of LLMs as planners done by Valmeekam et al.
(2023b) and Silver et al. (2022), by focusing on
specific capabilities that test their ability to com-
prehend diverse domains. Our analysis reveals lim-
itations in the ability of LLMs to effectively model
past actions and their subsequent impact on the
current state. Additionally, the models struggle to
identify the full spectrum of applicable actions and
lack the capacity to prioritize sub-goals effectively,
considering both necessary and optimal ordering.
These findings highlight potential shortcomings in
the planning and decision-making mechanisms em-
ployed by these models.

Motivated by our findings, we advocate for
a hybrid methodology that integrates traditional
planning algorithms with LLMs. We propose
a similarity-based planner, SimPlan, a method
which combines an action-ranking model with a
greedy best-first search algorithm. This approach,
as discussed in Section 4, addresses the shortcom-
ings of LLMs described above and enhance the
exploration of the state space. We evaluate our
approach across various planning domains, com-
paring its efficacy with that of existing LLM-based
planning strategies. The experiments reveal that
our hybrid model surpasses traditional methods, un-
derscoring the viability of combining LLMs with
conventional planning techniques. We can summa-
rize the contributions of our paper as follows:

* We evaluate LLMs shortcomings in reason-
ing about planning problems, underlying key
missing capabilities.

* We introduce a new hybrid LLM-based plan-
ner that integrates classic planning algo-
rithms and tools to overcome these limitations,
SimPlan'.

* We propose a novel generalized planning
setup and demonstrate significant perfor-
mance gains over prior work. However, the
setup presents ongoing challenges.

The following sections are organized as follows.
In Section 2, we provide a necessary overview of
classic planning. Section 3 assesses the planning
and reasoning capabilities of LLMs, evaluating
their performance on various tasks. In Section 4,
we introduce our novel approach, which leverages
the strengths of traditional planning techniques to

"Dataset and code will be released upon publication.

improve the efficiency of planning. Finally, in Sec-
tion 5 we conduct experiments on several diverse
planning domains, demonstrating the benefits of
our hybrid approach.

2 C(lassical Planning

The core objective of a planning task is to construct
a sequence of actions (i.e., a plan) that transitions
from the initial state to a desired goal state. In clas-
sical planning, this process relies on a formal repre-
sentation of the planning domain and the problem
instance, encompassing the state space, actions,
their preconditions and effects, and the desired
goals. A widely used representation is the Plan-
ning Domain Definition Language (PDDL; Malik
Ghallab et al., 1998). See Appendix A for more
details about PDDL.

We now move to describe a problem instance
within the Ferry planning domain as illustrated in
Figure 1. This instance features a ferry and two
cars, carl and car2, initially positioned at sepa-
rate docks, loc1 and loc2 respectively. The goal
state is that car1 will be at 1oc2 and car2 will
be at 1loc1. Each state is defined by the locations
of the ferry and the cars (e.g., ferry is at locl,
carl is at locl, car2 is at loc2). Actions pos-
sess preconditions, outlining the state requirements
for their execution, and effects, altering the state
upon execution. For instance, the “board car1
loc1” action requires the ferry and car1 to be at
loc1, and its execution results in car1 being on
the ferry. The visualized plan involves six actions.
Initially, “board car1 loc1” loads carl onto the
ferry. Then, “sail loc1 loc2” navigates the ferry
to loc2. Subsequently, “debark car1” unloads
carl at loc2. Next, “board car2 loc2” loads
car2, followed by “sail loc2 loc1” returning
to loc1. Finally, “debark car2 loc1” unloads
car2, achieving the goal.

Traditionally, classic planning problems have
been solved using informed graph-search algo-
rithms, such as greedy-best first search and the
seminal A* algorithm (Doran and Michie, 1966;
Richter and Westphal, 2010). To guide their search
towards the goal state, these algorithms leverage
several heuristics. Two prominent examples in-
clude the FF heuristic, known for its efficiency
and scalability (Blum and Furst, 1997; Hoffmann,
2001), and the landmarks heuristic, which focuses
on identifying critical states on the path to the goal
(Hoffmann et al., 2004; Helmert and Domshlak,



MODEL GRIPPERS  DEPOTS FERRY MINIGRID  BLOCKS
FALCON-180B 11 .07 45 .00 24
MISTRAL-7B .00 .07 31 .39 .16
MIXTRAL-8X7B .04 14 .22 .35 .26
LLAMA-2-70B .60 44 .50 .26 52
CODELLAMA-34B .01 .04 43 .28 14
GPT-4 TURBO 42 .26 .35 .59 31

Table 1: Success rates for describing the current state
given an initial state and a sequence of executed actions.

MODEL GRIPPERS ~ DEPOTS FERRY MINIGRID BLOCKS
FALCON-180B .63 .66 .68 .32 .57
MISTRAL-7B .30 24 41 .26 18
MIXTRAL-8X7B 48 .51 .62 41 72
LLAMA-2-70B .60 44 .50 .26 .52
CODELLAMA-34B .64 .51 .61 .67 43
GPT-4 TURBO .87 .84 .88 .86 91

Table 2: Success rates for predicting the applicable
actions given a state.

2009).

Building on this, our work leverages generalized
planning, a subfield of classical planning, as it of-
fers a more apt framework for evaluating LLM ca-
pabilities. Within this paradigm, we learn a heuris-
tic from training examples and subsequently as-
sess its performance on a distinct set of instances,
following the methodologies established by Yang
et al. (2022); Silver et al. (2023). As detailed in Sec-
tion 5, our evaluation hinges on a specific variant of
generalized planning where the test set comprises
problem instances exhibiting greater complexity
compared to those in the training set.

3 The Shortcomings of LLLMs as Planners

Several recent studies (Valmeekam et al., 2023a,b;
Stein and Koller, 2023) have demonstrated limita-
tions in the planning capabilities of LLMs. This
section delves into these shortcomings, focusing
on a targeted analysis of specific cognitive skills
considered essential for successful planning. We
start our evaluation by assessing the model’s capac-
ity to grasp the operating principles governing the
specific domain under consideration. These prin-
ciples can be reasoned from the preconditions and
effects associated with various actions. Next, we
test the ability of LLLMs to prioritize interim states
required for achieving the goal states.

We evaluate the performance of various LLMs
on these skills using an In-Context Learning ap-
proach (ICL). In particular, we test the following
models: FALCON-180B (Almazrouei et al., 2023),
LLAMA-2-70B (Touvron et al., 2023), CODE-
LLAMA-34B (Roziere et al., 2024), MISTRAL-7B
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Figure 2: The maximum success rate across the different
LLMs in inferring the new state, as a function of the
number of actions taken.

(Jiang et al., 2023), MIXTRAL-8X7B (Jiang et al.,
2024), and GPT-4 TURBO (OpenAl, 2023). The
prompts for all the following experiments are pro-
vided in Appendix B. The examples for these ex-
periments were randomly generated from diverse,
well-known planning domains. Further details re-
garding the specific domains employed and imple-
mentation considerations are provided in Appendix
C.

3.1 Observation

The actions’ effects. The model is given an ini-
tial state and a sequence of actions, and is asked
to infer the new state after executing the sequence.
This experiment was also conducted recently by
Valmeekam et al. (2023b), however it was limited
to a single domain and to GPT models.

The results of this experiment are demonstrated
in Table 1. Overall we can observe that LLMs per-
form poorly in understanding how a sequence of ac-
tions affects the environment. Moreover, the results
show that the models’ performance varies signifi-
cantly depending on the complexity of the environ-
ment. For example, in the Minigrid environment,
the Mistral-7B model performs poorly, with an
accuracy of 0.14. In contrast, the Falcon-180B
model performs much better, with an accuracy of
0.21. Moreover, we can observe that GPT-4-Turbo
achieves the highest overall performance across all
scenarios except Ferry, with percentages ranging
from 30% to 58%. Lastly, Figure 2 indicates that
LLMs face increasing difficulty in accurately infer-
ring the task state as the number of actions taken
increases.

Applicable actions. In this experiment, we eval-
uate the model’s understanding of the actions’ pre-



conditions. This is done by providing the model
with a state and a set of four possible actions and
asking the model which action is applicable.

Table 2 presents the results of the applicable
actions experiment. Although this task does not
require complex reasoning abilities, the only model
which exhibited consistently high accuracy across
all evaluated environments is GPT-4 Turbo.

3.2 Goal Ordering

Reasonable and necessary ordering. Within
specific ~ problem-solving  domains, like
Blocksworld and Minigrid, the sequential
achievement of goals becomes critical due to
the inherent dependencies between them. This
necessitates the completion of certain goals prior
to attempting others. For example, consider the
Blocksworld domain where blocks are stacked on
top of one another and at each step we can only
remove the top block from each stack. Assume

we are given the following goals: © should be

stacked on @ and LB should be stacked on L2
Within this scenario, prioritizing the completion of
the latter goal would constitute a reasonable order.
Otherwise, we would have to remove the blocks

on top of L before we can pick it up, and this
would necessitate the destruction of the previously
achieved goal.

Consider now the Minigrid domain, a domain
where the agent has to pick-up keys and unlock
doors in order to reach a certain location in a 2D
map. We can observe that it is necessary to un-
lock some doors before others, since there are in-
ner doors we can’t reach until we unlock the outer
doors that are blocking the way. Accordingly, the
ability of the model to prioritize goals in a rea-
sonable and necessary fashion is crucial for plan-
ning, and has long been the subject of research in
classical planning (Hoffmann and Koehler, 2000;
Hoffmann et al., 2004).

Therefore, in this set of experiments, we present
the model with two goals and ask it to choose which
of the goals should be completed first. We choose
to test this for the Blocksworld and Minigrid do-
mains, since these domains require a reasonable or
necessary order between the goals.

Optimal ordering. In optimal planning, the cur-
rent state imposes an ordering between the goals
in order to avoid redundant actions. For example,
in Figure 1, since the ferry is already at location

REASON. NECES. OPTIMAL
MODEL BLOCKS  MINIGRID FERRY  GRIPPERS
FALCON-180B .71 .69 .65 .65
MISTRAL-7B .58 .85 .63 .59
MIXTRAL-8X7B .04 .62 .64 .59
META 21 .69 .63 .59
CODELLAMA-34B 13 .85 .67 .70
GPT-4 TURBO 75 .78 .63 .59

Table 3: Success rate results for the goal planning exper-
iments, testing for the model’s ability to prioritize goals
when imposed with reasonable, necessary or optimal
orderings.

1, it should board car 1 so it can debark it at
location 2, before moving to location 2. For
this experiment we introduce a scenario where the
model is provided with an initial state and a set of
goals. The model then has to reason about which
goal can be achieved with a lower number of ac-
tions. We use the Ferry and Grippers domains, as
these domains do not have necessary or reasonable
ordering between their goals. As such, the main
consideration is the optimality of the plan.

The results for the goal planning experiments
are presented in Table 3. Overall, Codellama-34B
exhibits superior performance over the other mod-
els in 3 out-of 4 domains. However, in terms of
adhering to optimal goal orderings, the models gen-
erally show similar performance, with scores rang-
ing from 0.63 to 0.67. These findings suggest that
models struggle with goal reasoning.

4 SimPlan

In this section we present SimPlan, an action-
ranking model combined with a greedy best-first
search (GBFS) algorithm designed to address the
limitations observed in Section 3. First, We de-
scribe the data generation and augmentation pro-
cess (Section 4.1). Next, we describe the architec-
ture and the training process (Section 4.2). Finally,
we discuss inference-time decoding (Section 4.3).

4.1 Data Generation and Augmentation

Planning problems formulation has a symbolic na-
ture, which significantly simplifies training data
generation’. However, since this formulation uses
unique identifiers for objects (e.g., blocks in Block-
world denoted as b1-b5), there is a potential bias
risk. While seemingly arbitrary, these identifiers
can inadvertently lead LLMs to develop prefer-
ences based solely on their frequency in the train-

2Can be generated using libraries such as PDDL generators
Seipp et al., 2022.
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Figure 3: Our proposed Sim Plan architecture. Colors green, yellow and orange are used to denote states, goals and
actions, respectively. (a) At each iteration, a bi-encoder is used to generate contextualized token-level representations
for the concatenated current state and goals, as well as for each applicable action. The actions’ representations can
be extracted once in an offline process. Then, the set of applicable actions are ranked based on their similarity with
the state and goals representation, using the late-interaction architecture of CoIBERT (Khattab and Zaharia, 2020)
(b) At inference time, the scores are inserted into a prioritized queue for choosing the next state.

ing data, To mitigate this issue, we augment the
training dataset with 100 permutations per instance.
These permutations involve replacing all objects
indices with new sampled indices, essentially “de-
identifying” the objects. This augmentation pro-
motes LLM impartiality towards object indexing
and enhances their ability to generalize to unseen
indices during testing, resulting in a more robust
and versatile model.

4.2 Learning to Rank Actions

This section introduces our action-ranking model,
a bi-encoder model tasked with ranking applica-
ble actions based on the current state and desired
goals, as depicted in Figure 3a. Recognizing the
inherent challenges faced by LLMs in generating
applicable actions or even inferring what the ap-
plicable actions are, as observed in Section 3.1,
we formulate the task of selecting the next action
given a state and a goal as a retrieval problem. This
retrieval-based approach ensures that the model
only considers applicable actions.

Leveraging the late interaction architecture in-
troduced by Khattab and Zaharia (2020), we pro-
pose an analogous schema wherein the goal and
state serve as the query, while the action acts as
the context. As illustrated in Figure 3a (top), this
schema demonstrably enhanced predictive power
by computing cosine similarity between individual
tokens in the query and context, rather than relying
on pooled representations. For each query token
the maximum similarity score is selected, and the
overall similarity score is calculated as the sum of

these individual maxima. This similarity score can
be regarded as the confidence of the model in the
current path.

To optimize the model, we employ cross-entropy
loss, comparing the top ranked action with the gold
next action. To prevent the collapse of action repre-
sentations where all actions become indistinguish-
able from each other, ranking actions based on their
similarity requires the inclusion of negative exam-
ples during training. We employ two methods for
incorporating negative examples to enhance model
performance. Firstly, we leverage the in-batch neg-
ative sampling approach described by Henderson
et al. (2017). Within each training batch containing
n action-state pairs, every other pair serves as a
negative example for every original pair. Secondly,
we create “hard negative” examples using three
distinct techniques: (1) action name replacement,
where actions are swapped (e.g., changing the ac-
tion “debark car1l loc1” to the opposite action
“board carl loc1”); (2) subterm swapping, where
the order of subterms is changed (e.g., changing
“sail locl loc2” to “sail loc2 loc1”); and
(3) random subterm sampling, where individual
subterms are replaced with random values (e.g.,
changing “board car2 loc2” to “board carl
loc1”). These techniques ensure the generated
negatives are syntactically similar to the positive
examples, forcing the model to learn finer distinc-
tions between actions.



4.3 Planning

Our proposed planning approach addresses two
key challenges described earlier: (1) the negative
correlation between the number of executed actions
and the accuracy of describing the current state; and
(2) the limitations of beam search used by LLMs
for planning tasks.

State Updates. In Section 3.1 we demonstrated
a negative correlation between the number of ac-
tions taken and the accuracy of a large language
model (LLM) in describing the current state. To
circumvent this issue and align with the method-
ology employed in Hao et al. (2023), we adopt a
state-update strategy that calculates the new state
directly from the current state and the chosen ac-
tion, bypassing the LLM’s potentially inaccurate
inference.

Greedy Best-First Search Algorithm. The com-
mon decoding algorithm used for natural language
generation is the beam search algorithm, which is a
local search algorithm that keeps only a fixed num-
ber k of promising paths as candidates. While ef-
fective for optimization problems, the beam search
algorithm has several limitations related to plan-
ning problems. First, a known issue associated
with beam search is that it “can suffer from a lack
of diversity among the k paths-they can quickly be-
come concentrated in a small region of the search
space” (Russell and Norvig, 2009). Second, un-
less they are implemented with backtracking, local
search algorithms lack the ability to continue from
an earlier generated path and explore taking alterna-
tive actions. Drawing inspiration from well-known
classic planners (e.g., the LAMA planner (Richter
and Westphal, 2010)), we employ a graph-based
algorithm to address this limitation. GBFS chooses
the next node to expand based on a cost function.
Similar to the implementation of beam search for
language generation, our cost function is imple-
mented as an aggregated score of all the probabili-
ties extracted for actions participating in the path.
However, to avoid penalizing long sequences, we
replace the sum log probability with an average log
probability. Overall, we suggest that GBFS will fa-
cilitate greater exploration of high-potential paths,
making it better suited for goal-directed planning.

We now describe the planning process of our ap-
proach, as depicted in Figure 3(b). We implement
the GBFS algorithm using a priority queue, which
is intended to manage all explored states and priori-

Initial State Goals Plan
[(unstack b2 b1),
o ‘ (putdown b2),
a, (pickup b3),
g v (stack b3 b2),
@ u (pickup b1),

(stack bl b3)]

[(unstack bl b2),
(putdown b2),

complex

e (pickup bl),
i B H# Y (stack bl b22)]

Figure 4: An example of our experimental setting for the
Blocksworld domain. The train and development sets
include problem instances from a simple configuration
(top), and the test set include problem instances from a
complex configuration (bottom), where the difference
between the two configurations is the number of blocks.

tize their subsequent expansion. We limit the queue
size to 1000 to avoid incurring memory issues. We
start by generating and encoding all applicable ac-
tions using the trained bi-encoder and store their
representations in memory. Afterwards, the initial
state is added to the priority queue. At each step,
the state with the highest priority, alongside the
goals predicates, is encoded using the trained bi-
encoder to extract its latent tokens representation.
Similarity scores are extracted by comparing the
state’s latent tokens representation with all applica-
ble actions, as described in Section 4.2. Using the
acquired scores, a heuristic value is calculated for
each explored path. This iterative process contin-
ues until the desired goal state is reached.

5 Experiments

To assess the effectiveness of our proposed method,
we conduct experiments testing the capability of the
SimPlan algorithm to generalize from simplified
tasks to more complex scenarios, as demonstrated
in Figure 4. The domains used in the experiments
were the ones covered in Section 3.

5.1 Datasets

To systematically evaluate planning model per-
formance across varying difficulties, we gener-
ated two problem configurations for each domain:
simple and complex. The configurations vary
in their number of objects. For example, in
Blocksworld, simple configurations consists of 2-



Blocks Ferry Grippers Depots Minigrid
Method S C S C S C S C S C
LLM4PDDL GPT-4 Turbo (no validation) .26 .0 .20 .0 .60 .0 .30 .0 13 .08
LLM4PDDL Codellama-34b-instruct .07 .0 25 .0 33 .0 .03 .0 .07 .0
Plansformer CodelLlama-7b-instruct .96 .0 .80 .0 .90 .0 53 .0 93 .88
Random 33 .0 .03 .0 .20 .0 13 .0 .16 22
# Goals Completed Heuristic 25 .0 .63 1.0 76 .96 43 .0 .16 22
Sim Plan (ours) 1.0 .56 1.0 1.0 1.0 1.0 1.0 12 1.0 .86

Table 4: The fraction of test problems solved. We report the results both on a test set of simple problem instances
(S), which have the same configuration as the problems used in the training set, and complex problem instances (C)
with an increased number of objects. The bolded results are significant (paired student’s t-test, p < 0.05).

5 blocks, while complex configurations featured
11-25 blocks. Each instance includes a plan gener-
ated by the LAMA planner (Richter and Westphal,
2010) for training purposes.

This manipulation impacts plan length in two
key ways: (1) More objects introduce more goals,
and (2) new objects can act as obstacles, requir-
ing further actions for removal. For example, in

Blocksworld (Figure 4), stacking a new @ atop L
require two additional actions to remove it before

unstacking G from @ In addition, a new goal

can be added, such as placing @ on top of @,
which would require two additional steps to pick
it up and stack it, totaling in increasing the plan
length by four actions. Consequently, simple prob-
lems had an average plan length of 13.5 actions,
while complex problems had a significantly higher
average of 357.2 actions. More details about the
datasets can be found in Appendix C.

5.2 Baselines

The baselines used in our experiments can be cate-
gorized as follows:

1. In-context Learning: The first baseline utilizes
vanilla GPT-4 Turbo and directly instructs it
to generate a plan. The second baseline in-
corporates CodeL1ama-34b-instruct with a
soft-validation strategy to address poorly for-
matted LLLM outputs. Both adhere to the two-
example few-shot prompt design established
by LLM4PDDL (Silver et al., 2022).

2. Fine-tuning: Code-1lama-7b-instruct
model, trained for code instruction tasks, was

3This strategy leverages a planning tool to identify all ap-
plicable actions at each step and replaces invalid actions with
the most similar valid alternative based on cosine similarity.

fine-tuned using the approach proposed by
Plansformer (Pallagani et al., 2022).

3. Naive Baselines: We added two naive ap-
proaches: (1) Random, samples a subsequent
action from a list of applicable actions; and
(2) # Goals Completed Heuristic, a GBFS
with a heuristic considering the number of ful-
filled goals.

Experimental Setup. All models are trained us-
ing instances from the simple configuration and are
then tested separately on unseen instances from the
simple and complex configurations. In order to pro-
duce comparable results we set a fixed number of
next action predictions for each problem instance
based on the number of states that a classic plan-
ner expanded, further elaborated in Appendix D.2.
Following Valmeekam et al. (2023b), we measured
the model’s ratio of solved problems instances.

5.3 Results

The performance of the different baselines and
SimPlan is presented in Table 4. First we can
observe that SimPlan surpasses all other mod-
els across all problems and configurations except
for comparable results on the complex configura-
tion in Minigrid. Moreover, we can observe that
all models struggled in the challenging Depots do-
main. This domain necessitates object stacking
(akin to Blocksworld) while introducing the re-
quirement of object relocation (similar to Ferry).
This combination leads to actions with many sub-
terms (e.g., unload hoist3 cratel4 trucke
distributor1) and difficult reasoning challenges.

As anticipated and aligned with the expecta-
tions established in Section 3, LLM-based base-
line planners struggle in tackling complex prob-
lem instances. This finding diverges from the re-



Method Blocks Ferry Minigrid
SimPlan .56 1.0 .86
w/o Hard Negatives .36 1.0 78
w/o Data Augmentation .0 .0 .56
w/o Updating State .0 .0 .64

Table 5: Ablation results, reporting the fraction of test
problems solved from the complex configuration.

sults reported by LLM4PDDL (Silver et al., 2022),
which demonstrated strong generalization capabil-
ities within the Grippers domain. We believe that
this discrepancy is attributed to the increased com-
plexity of our Grippers setup, featuring five rooms
compared to the two employed in LLM4PDDL (see
Appendix C).

The Random model’s similar performance across
simple and complex Minigrid tasks suggests min-
imal complexity increase, suggesting a possible
explanation to Plansformer’s performance in this
domain. The # Goals Completed baseline ex-
hibits strong performance in Ferry and Grippers
domains, highlighting the potential benefits of a
simple goal counting heuristic in specific domains,
particularly in the domains where the goals are in-
dependent. Conversely, the Blocksworld domain
favors the Random baseline over the goal-oriented
approach, underscoring the critical role of goal or-
dering in effective planning.

5.4 Ablations

We conducted an ablation study analyzing the con-
tributions of various components in our Sim Plan.
We evaluated the contributions of hard negatives,
data augmentation and the state updates component.
See Appendix E for implementation details.

The results are presented in Table 5. We can
observe that hard negatives provided a significant
improvement in the results. Data augmentation,
however, was crucial for generalization, as its re-
moval hindered handling previously unseen objects
indices. Finally, eliminating state updates led to
poor performance, highlighting the difficulty for
LLMs to manage state solely through action se-
quences.

6 Related work

Valmeekam et al. (2023b) presented a benchmark
for evaluating LL.M-based planners and concluded
that such models display subpar performance.
Follow-up works suggested enriching the planning
process with multiple reasoning steps inspired by

Chain-of-Thought and Tree of Thoughts (Wei et al.,
2022; Yao et al., 2023). Hu et al. (2023); Stein and
Koller (2023) prompt the LLLM to reason how the
goals can be achieved before generating a plan.
Hao et al. (2023) prompt the LLM to describe
the updated state between each executed action.
Valmeekam et al. (2023c) proposed that models
will self-critique their own generated plan and fix
them, similar to (Madaan et al., 2023). However,
many of these works concluded that models tend
to struggle with such reasoning tasks. Our analysis
in Section 3 is motivated by this line of research,
underlying missing reasoning capabilities in LLM-
based planners.

Recognizing LLMs’ limitations, follow up work
explored hybrid approaches of using LLMs along
with classic planning tools. Valmeekam et al.
(2023c¢) tested the use of a planning verification
tool instead of LLM to provide feedback for gener-
ated plans. Silver et al. (2022) also used a planning
verification tool to find and fix inapplicable actions,
as described in Section 5. Pallagani et al. (2022)
used a classic planner to generate a large training
dataset of solved problems in order to fine-tune
code models for planning. Our work follows this
hybrid approach, assuming access to planning tools
(Section 4). However, we diverge in the experimen-
tal setup (Section 5) by focusing on generalized
planning. In other words, we examine how mod-
els cope with significantly larger problems than
seen during fine-tuning, a novel aspect compared
to prior works.

7 Conclusions

Despite the encouraging outcomes achieved by
our approach, a notable gap exists between the
efficency of traditional planners and LLM-based
planners. We aim to narrow this gap by explor-
ing new hybrid techniques, particularly focusing
on areas such as goal ordering where the LLM ex-
hibited poor performance in our evaluations. In
future work, we intend to broaden the scope of
our methodology to address real-world planning
challenges that deviate from the structured PDDL
format, including scenarios relevant to web and em-
bodied agents. Through these efforts, we aim not
only to refine the efficacy of our methodology but
also to extend its utility across a more diverse array
of planning tasks. To facilitate these advancements,
we advocate for the employment of our dataset as
a robust platform for testing planning algorithms.



8 Limitations

Classic planning problems have been developed
for over two decades and include many domains
and variants of planning, such as numeric plan-
ning and optimal planning. Our work focuses on
5 domains which we found interesting, such as
a navigation task, and a domain which combines
the challenges from two other domains in our set
(Depots). However, this work is not an exhaus-
tive evaluation of LLM-based planners. Regarding
SimPlan, as described in the paper, we found that
it degrades in performance as we add more objects
in Blocksworld, which indicates a weakness when
adding more blocks with dependencies amongst
them. In addition, our approach is limited by the
max sequence length of the LLM, which would
make it difficult to handle significantly larger prob-
lems.

9 Ethics

This paper presents work whose goal is to advance
the field of Machine Learning. There are many
potential societal consequences of our work, none
which we feel must be specifically highlighted here.
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A PDDL

(define (problem ferry-13-c2)
(:domain ferry)
(:objects 10 11 12 c@ c1 )

(:init
(empty-ferry)
(at co0 11)
(at c1 12)
(at-ferry 12)
)
(:goal
(and
(at co 10)
(at c1 10)
)
)

Figure 5: An example PDDL problem instance defini-
tion for the Ferry domain.

Classical planning is based on the notion that
the entire planning domain and problem instance
are described in a formalised, machine-readable
format. One common format is the Planning Do-
main Definition Language (PDDL; Malik Ghallab
et al., 1998). The domain definition (Figure 6) en-
codes the physics of the world, while the problem
instance definition (Figure 5) specifies the initial
state and desired goals, thereby customizing the
domain to a specific scenario. The planning task
entails generating a sequence of actions that facili-
tate a transition from the initial state to a goal state,
thereby constituting a plan.

A domain consists of a pair <P,A>, where P
represents a set of predicates, and A is a set of
actions. Each predicate p € P includes a name
and a set of variables denoted by a question mark.
For instance, at-ferry ?1 is a predicate, while
at-ferry(loc1) is a specific truth-assignment to
the predicate, indicating the ferry’s presence at
location 1. Predicates can also be negated (e.g.,
not(at-ferry(loc1))). An action a € A con-
sists of a name, a set of variables, a set of effect
predicates, and a set of precondition predicates. For
instance, board(?car ?loc) is an action denoting
the boarding of car ?car on the ferry at location
?1loc. The action’s preconditions include predi-
cates such as at_ferry(?loc), at(?car,?loc),
and empty_ferry, signifying that both the ferry
and the car ?car are at location ?loc, and
that the ferry is empty. The action’s effects
include predicates such as not(empty_ferry),
not(at(?car,?loc)), and on(?car), indicating

12

(define (domain ferry)
(:predicates (at-ferry ?1) (at ?c ?1)
(empty-ferry) (on ?c))

(:action sail
:parameters (?from ?to)
:precondition (at-ferry ?from)
:effect (and (at-ferry ?to) (not
(at-ferry ?from))))

(:action board
:parameters (?car ?loc)
:precondition (and (at ?car ?loc)
(at-ferry ?loc) (empty-ferry))
:effect (and (on ?car) (not (at
?car ?loc)) (not
(empty-ferry))))

(:action debark
:parameters (?car ?loc)
:precondition (and (on ?car)
(at-ferry ?loc))
:effect (and (at ?car ?loc)
(empty-ferry) (not (on ?car)))))

Figure 6: The PDDL Ferry domain definition. The
domain definition specifies the predicates and actions,
encapsulating the physics of the domain.

that the ferry is no longer empty, that the car ?car
is no longer at location ?1loc, and that the car ?car
is now on the ferry.

A problem is a triple <0, I,G>, where O is a set
of objects, 1 is a set of truth-assigned predicates
that are currently true in the world model, and G is
a set of truth-assigned predicates designated to be
achieved.

B Shortcomings of LLLMs Experiment
Details

In Section 3 we described a set of controlled exper-
iments which test for specific reasoning abilities of
LLM-based planners. Our prompt is constructed
as following: for each domain we start by describ-
ing the domain, such as exemplified by Figure 7.
Then, using the relevant prompt for each experi-
ment (Figures 8 to 11), we add 2 example questions
which contain an answer, followed by an unsolved
example.



We are dealing with the Blocksworld
problem. In this domain we have 4
possible actions:

1. pickup - (?0b - object)

- Preconditions: The object (?0ob) must be
clear, on the table, and the arm must
be empty.

- Effects: After executing the action, the
object is now held, not clear, and
not on the table.

- Example: If you execute (pickup blockA),
it means you pick up "blockA" from
the table.

2. putdown - (?0b - object)

- Preconditions: The object (?0ob) must be
currently held.

- Effects: After executing the action, the
object is now clear, the arm is
empty, and the object is on the table.

- Example: If you execute (putdown
blockB), it means you put down
"blockB"” on the table.

3. stack - (?ob - object, ?underob - object)

- Preconditions: The object that you want
to stack (?0b) must be held, and the
object underneath (?underob) must be
clear.

- Effects: After executing the action, the
arm is empty, the stacked object
(?0b) is clear, and it is now on top
of the underneath object (?underob).
The underneath object is no longer
clear.

- Example: If you execute (stack blockC
blockD), it means you stack "blockC”
on top of "blockD".

4. unstack - (?ob - object, ?underob -
object)

- Preconditions: The object that you want
to unstack (?ob) must be on top of
another object (?underob), and both
objects must be clear. Additionally,
the arm must be empty.

- Effects: After executing the action, the
object (?0b) is now held, the
underneath object (?underob) is
clear, and the relationship "on"
between (?0b) and (?underob) is
broken. Also, (?0b) and (?underob)
are no longer clear, and the arm is
not empty.

- Example: If you execute (unstack blockC
blockD), it means you unstack
"blockC"” from on top of "blockD".

Figure 7: Explanation provided about the Blocksworld
domain before each Blocksworld experiment described
in Section 3.

Given this initial state: <STATE>
and the following actions: <ACTIONS>

What is the new state?
Answer:

Figure 8: Prompt template used for the actions’ effects
experiment.

Given this state: <STATE>

Which one of the following actions can be
performed from the above state?

The possible actions are: <ACTIONS>

Answer:

Figure 9: Prompt template used for the applicable ac-
tions experiment.

Given this state: <STATE>
Which one of the following goals can be
achieved with fewer actions?

The goals are: <GOALS>

Answer:

Figure 10: Prompt template used for the optimal goals
ordering experiment.

Given this state: <STATE>

In order to complete the task both goals
must be accomplished simultaneously.

Which one of the following goals needs to
be achieved first?

The goals are: <GOALS>

Answer:

Figure 11: Prompt template used for the reasonable or
necessary goals ordering experiment.



C Generating Problem Instances and
Plans

In this section we provide more details about the
generated problem instances and the plans to solve
them. We start by generating problem instances
with the PDDL generators library (Seipp et al.,
2022), which we use to generate our experiments’
data, as described in Section 3, as well as the train-
ing, validation and test datasets, as described in Sec-
tion 5. When generating problems, the amount of
objects for each generated problem instance is con-
trollable. For example, the Grippers domain prob-
lem generator configuration controls the amount
of robots, balls and rooms. For each domain, we
choose one object to tweak its amount, and fix the
amount of all other objects. For example, in the
Grippers domain we only change the number of
balls, and we fix the number of robots to 1 and the
number of rooms to 5. We then increase the num-
ber of instances of that object between the simple
and complex configurations to create longer plans.
The configurations used are described in Table 6
and the size of the datasets is described in Table 7.
An example of the complex configuration plan is
provided in Figure 18 to illustrate the difficulty of
the task.

We then solve the generated problem instances
with the LAMA planner* and save the found plans.
Lastly, we remove problem instances based on the
following filters:

* Timeout or search unsolved: Problem in-
stances that the LAMA planner could not
solve after a ten-minute timeout or after ex-
ploring the entire search space were removed.
If there were many such errors, we tweaked
the configurations such that the LAMA plan-
ner can solve the problems, until we reached
the configurations described in Table 6.

Empty plans: Instances where their plans have
no steps were removed. This can happen in
cases where the initial state is a goal state.

Duplicates: Instances with the same initial
state and goals are removed.

C.1 Domains

Blocksworld. In this domain, the objects are
blocks and the agent is a robotic arm that can pick
*To run the LAMA planner, we use the open-source Fast

Downward planning system https://www. fast-downward.
org
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them up and put them down on a table. Blocks
can be stacked, and only a block that is clear (i.e.,
doesn’t have a block on top of it) can be picked up.
The goal predicates are to stack blocks on top of
other blocks.

Ferry. In this domain the objects are cars and
locations, and the agent is a ferry that can move
between locations, board a car in one location or
debark it in another location. The ferry can only
board one car at a time. The problem requires
the ferry to transport the cars to their designated
locations.

Grippers. In this domain the objects are balls and
rooms, and the agent is a robot that can move be-
tween rooms, pick-up balls or drop a picked-up ball.
The robot can hold two balls simultaneously with
its left and right grippers. The problem requires
the robot to transport the balls to their designated
rooms.

Depots. Similar to Blocksworld, the objects are
crates and the agent is a hoist that can pick
them up or put them down. The difference from
Blocksworld is that there are multiple “tables”,
which are called pallets, and each pallet has its
own hoist. The pallets are located in different loca-
tions, called depots and distributors. The truck is
another agent that can move the crates between lo-
cations. This is similar to Ferry and Grippers. The
goal predicates are to stack the crates at specific
locations, or on top of other crates.

Minigrid. In this grid domain, the objects are
walls, keys and doors, and the agent is a robot
that can traverse the grid, pick up keys and unlock
doors. Doors can be locked, and their locks have
certain shapes with keys having matching shapes.
Only one key can be picked up at a time, thus the
robot must first drop a key in order to pick up a
different key. The more number of shapes there are,
the more often the robot has to switch the key it is
holding. The goal predicate is to reach a certain
location in the board. The floor plan that we used
for all Minigrid problems is depicted in Figure 12.

C.2 Domains Modifications

Some domains have a lot of predicates to describe
the current state, thus creating a very long prompt
for the LLM. This is a problem mostly in the Min-
igrid domain, which as seen in Figure 12, has a
large 2D map which contains 64 places. This map
is meticulously described in the PDDL format. To


https://www.fast-downward.org
https://www.fast-downward.org

BLOCKS FERRY GRIPPERS DEPOTS MINIGRID
SIMPLE COMPLEX SIMPLE COMPLEX SIMPLE COMPLEX SIMPLE COMPLEX SIMPLE COMPLEX
# OBJECTS 2-5 11-25 2-5 11-25 2-5 11-25 2-5 11-15 1-2 3-8
AVG. PLAN
8.3 88.5 11.3 50.2 10.1 52.5 10.4 132.1 19.5 27.3
LENGTH
CHANGED
BLOCKS CARS BALLS CRATES SHAPES
OBJECT

Table 6: Changes in the number of objects and average plan lengths between the simple and complex configurations.

SIMPLE COMPLEX
TRAIN DEV  TEST TEST
100 30 30 50

Table 7: The size of the sets generated for each domain.

qolbool o
aaWaal..
Lwwwwwwl
oclbootac

aaWaul..
wLwwwwww
octizolloc
alm oa W

Figure 12: Minigrid floorplan that we used for gener-
ating problem instances. L represents locked doors, W
represents blocked places which can’t be crossed, and
all other dots represent places where the agent can walk.
In each problem instance, the robot start and end loca-
tion are chosen randomly. The keys are spread around
the map, not depicted in this figure.

sidestep this problem of having extremely long
prompts, we make several changes to their PDDL
definition which allow us to create a shorter state
representation. Firstly, we remove predicates that
contain typing information of objects. For exam-
ple, we remove predicates that mention that the ob-
ject p1is a place (place p1), that the object key1
is a key (key key1), and that the object shape1
is a shape (shape shapel). Given this change,
it should still be possible to calculate applicable
actions, as LLMs have different representations
for each token, and they can infer the type of the
object from the prefix, context and provided ex-
amples. In addition, we remove predicates which
contain information about connected paths, such
as p1 is connected to p2 (conn p1 p2). Originally,
this is used in Minigird to represent the locations
of walls. We remove this only for the fine-tuned
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models which can learn the map during training.
Finally, in Minigrid, we remove predicates which
indicate that a door is open (e.g., open p3). The
predicates already describe which doors are locked
(e.g., locked p16), and it should be possible for
the LLM to see which places are locked and from
it to infer the open doors.

C.3 Goal Planning Experiment

As described in Section 3.2, we devise experiments
in which there is one goal that should reasonably or
necessarily be prioritized over a different goal. To
identify such instances, we employ the landmarks
graph generated by the LAMA planner (Richter
and Westphal, 2010). Landmarks are sub-goals
that the LAMA planner algorithm identified as
necessary to complete in any possible plan that
solves the given problem instance. This graph’s
nodes represent goals or intermediate sub-goals,
with directed edges denoting the order in which
these goals should be approached. The edges are
labeled to indicate the type of ordering, such as
“n” for necessary and “r” for reasonable. Utilizing
these labels, we construct prompts for the language
model that requires prioritizing between 2 distinct
goals, as described in Appendix B. In the context of
the Blocksworld domain, our selection criteria for
goals involve choosing those linked by a minimum
of two edges, ensuring that the same block does
not appear in both goals.

D Training Details

This section provides further details about the train-
ing of our Sim Plan model and the baselines.

D.1 Approaches

SimPlan. We start by reporting results for our
similarity-based retrieval model, Sim Plan. For
evaluating the retrieval model, we use the met-
ric MAP@100. The performance of the retrieval



model on the intrinsic development set (comprised
of simple difficulty problems) ranges from 60% to
90% between domains. For all domains we used
a batch size of 32, except for the Depots and Min-
igrid domains which we used a batch size of 16.
Then, an extra 2 hard negatives are added per ex-
ample in the batch, sampled from the pool of hard
negatives which was extracted using the techniques
described in Section 4.2. We used one A100 80-
GB GPU to train each model for 10 epochs with
a training time of 12 hours, and selected the best
checkpoint. For hyperparameter tuning we used a
grid search with the following parameters: learn-
ing rate varied between [4e-5, 4e-4, 4e-3], warmup
steps varied between [0, 100, 500] and weight de-
cay varied between [0.01, 0.001, 0.0001]. After
hyperparameter tuning, we fixed the parameters to
a learning rate of 4e-4, warmup steps of 100 and
a weight decay of 0.001. Our implementation is
based on the sentence transformers library> adapted
with code from the ColBERT library. We imple-
mented our own simple planning translator based
on the PDDL domains definitions. See Figure 14
for an example input / output.®

LLM4PDDL. Our first two baselines are based
on the in-context learning approach, for which
we follow the few-shot prompt design from
LLM4PDDL (Silver et al., 2022) with 2 training ex-
amples. See Figure 15 for an example prompt. For
GPT-4 Turbo, we use the vanilla strategy where we
simply prompt the model to generate a plan with
temperature 1.0. For CodelL1lama-34b-instruct,
we use the soft-validation strategy for dealing with
malformed LLM outputs. In the soft-validation
strategy, a planning translator is used to find all
applicable actions at each step. After each action
is generated, it is validated that it is applicable in
the current state. If it is not, it is replaced with
the closest valid action, based on a cosine simi-
larity distance in a pre-trained embedding space
of the paraphrase-MinilM-L6-v2 model. For
CodelLlama-34b-instruct, we use a beam size
of 1, similar to LLM4PDDL.. To allow more explo-
ration of the search space, we sample 16 different
plans from the LLM with a temperature of 0.5.

Plansformer. We fine-tune an LLM on the train-
ing set of problem instances from the simple con-
figuration. The following fine-tuning settings de-

Shttps://www.sbert.net/
®https://github.com/stanford-futuredata/ColBERT
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<INITIAL> the hand is holding b1 <INITIAL>
b24 is clear <INITIAL> b24 is on the
table

<GOAL> b24 is on top of b1

Figure 13: Example SimPlan state parsed and lin-
earized into tokens. During training, for each problem
instance the blocks names are scrambled in order for the
model to train the embeddings of all relevant tokens. In
this example, b2 was converted into b24.

<GOAL> on b2 b1
<INIT> arm-empty , clear b1, on bl b2,
on-table b2
<ACTION> pickup
<PRE> clear x, on-table x, arm-empty
<EFFECT> holding x, not clear x, not
on-table x, not arm-empty
<ACTION> putdown
<PRE> holding x
<EFFECT> clear x, on-table x,
arm-empty, not holding x
<ACTION> stack
<PRE> clear y, holding x
<EFFECT> arm-empty, clear x, on x vy,
not clear y, not holding x
<ACTION> unstack
<PRE> on x y, clear x, arm-empty
<EFFECT> clear y, holding x, not
arm-empty, not clear x, not on x y

Figure 14: Example Plansformer instance.

scribed is based on Pallagani et al. (2022). We use
CodalLlama-7b as the base model, which follows
the intuition by Plansformer to use code models.
The input to the model contains the initial state
and the goals, along with the description of the do-
main’s actions. We add special tokens between the
different parts, such as <GOAL>, <INIT>, <ACTION>,
<PRE>, <EFFECT> to describe the goals, the initial
state, and the actions, along with their precondi-
tions and effects. The gold output is a sequence
of actions which make up a plan. See Figure 13
for an example of an input / output. For early stop-
ping, we use ROUGE-L to compare the gold output
with the predicted output on a development set of
easy problems. During generation, we use a beam
search of 16 to allow for a large exploration of the
state space.

D.2 Inference-time constraints

To produce comparable results between the differ-
ent models, for each model we limit the number
of next actions predictions. For SimPlan and the
random baseline, the number of predictions is sim-



Q:
(:objects bl b2 - object)

(:goal (on b2 b1))
A.

Q:
(:objects b1l b2 b3 b4 b5 - object)

(clear b5))

A

Q.

A:

\

(:init (arm-empty) (on b1 b2) (on-table b2) (clear b1))

(unstack b1 b2) (putdown b1) (pickup b2) (stack b2 b1)

(:init (arm-empty) (on b1l b4) (on-table b2) (on b3 b1) (on-table b4) (on b5 b3) (clear b2)
(:goal (on b1l b2) (on b2 b3) (on b3 b5) (on b4 bl))

(unstack b5 b3) (putdown b5) (unstack b3 b1) (stack b3 b5) (pickup b2) (stack b2 b3) (unstack
b1 b4) (stack b1l b2) (pickup b4) (stack b4 b1)

(:objects: b1 b10 b11 b12 b13 b14 b15 b2 b3 b4 b5 b6 b7 b8 b9 - object)

(:init (arm-empty) (on b1 b5) (on b2 b6) (on-table b3) (on b4 b13) (on b5 b15) (on b6 bl) (on
b7 b3) (on-table b8) (on b9 b2) (on b10 b8) (on-table b11) (on-table b12) (on b13 b9) (on
b14 b12) (on-table b15) (clear b4) (clear b7) (clear b10) (clear b11) (clear b14))

(:goal (on b1 b13) (on b2 b1@) (on b3 b5) (on b4 b3) (on b8 b12) (on b9 b4) (on b1d b14) (on

b11 b6) (on b12 b15) (on b13 b8) (on bl15 b7))

Figure 15: Example LLM4PDDL baseline prompt for a Blocksworld problem instance prepended with two training
examples. This format is based on Silver et al. (2022), where newlines separating the predicates were replaced with

spaces in this figure for the sake of brevity.

ply the count of calls to the model, since we predict
one next action in each model call. For LLM4PDDL
and Plansformer, after each token is generated,
we implemented a check if this token is one of the
following tokens: ")" or "), (". If yes, we identify
this as a generated action and count this as one
prediction. An important aspect of beam search
is that each beam generating an action increases
this count by one. A stop criteria is applied once
the number of predictions exceeds the limitation.
We note that this limitation is not implemented for
GPT-4, as the amount of beams that GPT-4 uses is
not information that we found available.

The value of the limit for next action predictions
is configured differently per problem instance. We
first calculate how many states were expanded by
the LAMA planner when solving each problem in-
stance. However, since the LAMA planner uses
greedy best-first search, it is not limited to sequen-
tial exploration like beam search. It is thus possible
that this limitation is too harsh for beam-search de-
coding algorithms which sequentially extract multi-
ple paths, reducing the overall maximum explored
plan length. We thus multiply this limitation by 16,
which is the beam size we used for beam-search
decoding algorithms. Finally, we also set a timeout
of 5 minutes for all models.
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E Ablation Experiment Details

In this section we provide more information about
the ablation experiments in Section 5.4, specifically
about the state updates experiment. As mentioned
in Section 4.3, our Sim Plan method involves up-
dating the state at each step, and the history of the
actions taken is not included in the input to the en-
coder. For the state updates experiment, we train a
variant of our model where the input to the model is
fixed to the initial state as defined in the problem in-
stance, the set of goals, and the sequence of actions
taken so far. Special tokens are used to separate
between the state predicates, goal predicates and
the actions. The model is then expected to infer
the current state based on the initial state and the
sequence of actions, similar to the LLM4PDDL
and Plansformer baselines.

F Learned Representation Analysis

We analyze the learned representation of the actions
and the states, described in Section 4, by using the
T-SNE algorithm (Figures 16 and 17).” Since we
are using a late interaction schema, each individual
state or action representation has multiple token
embeddings. For our analysis, we chose to take the

"Implemented with https://scikit-learn.org


https://scikit-learn.org

® 10, board
+ 10, debark
* 10, sail
® 11, board
+ 11, debark
* 11, sail
® 12, board
+ 12, debark
* 12, sail
® 13, board
+ 13, debark
* 13, sail
14, board
14, debark
14, sail

Figure 16: T-SNE plot of the learned representation of actions in the Ferry domain. The shapes depict the different
action types, and the colors depict the different locations where the ferry is at when taking the action. The visible
clusters of colors indicate that the model learned the concept of applicable actions.

o

* 12, board
+ 12, sail
* 12, debark
® 13, board
+ 13, sail
* 13, debark
® 11, board
+ 11, sail
* 11, debark
* 14, board
+ 14, sail
* 14, debark
10, board
* 10, sail
10, debark

Figure 17: T-SNE plot of the learned representation of sampled states in the Ferry domain. Colors and shapes
are determined based on the next action to take in this state according to the gold plan. The visible clusters of
color-shape pairs indicate that the model is taking goal-informed decisions when representing the current state.

maximum token embedding. To create states to use
for our analysis, we sampled 5 problem instances
from our training dataset and extracted a state after
the execution of each action in the accompanied
plan. In the visualization, each state is assigned an
action based on the next action in the plan.

The figures in our analysis show that the model
learns the concept of applicable actions and next
action planning. In our settings of the Ferry do-
main, there are overall 5 locations. In the actions
representations (Figure 16), the colors represent
the location of the ferry. Since the colors are well-
clustered, and the location of the ferry determines
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the applicable actions, this demonstrates that the
model learned the concept of applicable actions. In
addition, in the states representations visualization
(Figure 17), we can see that different states which
have similar next actions are clustered together.
This demonstrates that the action-ranking model
is taking goal-informed decisions. Interestingly,
in the states representation, the model clusters to-
gether the debark actions (star shape).



(lift hoist2 cratell crate7 distributor@), (1ift hoist1 cratel4 cratel3 depot1),(load hoist1 cratel4 trucke depotl), (lift hoist®@ cratel2 crate3
depot®), (drive truck® depotl depot®), (load hoist@ cratel2 truck@ depot®), (drive truck® depot@ depotl), (unload hoist1 cratel2 truck®
depot1), (drive truck® depotl distributor®), (load hoist2 cratell truck® distributor®),(drive truck® distributor@ depot®), (unload hoist@
cratel4 truck® depot®),(drive truck® depot® depotl),(drive truck@ depotl distributor®),(lift hoist2 crate7 crate4 distributor®), (load
hoist2 crate7 truck@ distributor@), (lift hoist2 crate4 crate2 distributor®), (load hoist2 crate4 truck@ distributor®), (drive trucke
distributor@ distributor1), (lift hoist2 crate2 cratel distributor®), (unload hoist3 crate4 truck@ distributorl),(drive truck@ distributor1
distributor®), (load hoist2 crate2 truck® distributor®), (drive trucke@ distributor@ distributor1), (load hoist3 crate4 trucke
distributor1), (unload hoist3 crate2 trucko distributor1),(drive truck@ distributorl depot1),(drive truck® depotl distributor®), (unload
hoist2 crate7 truck@ distributor®),(drop hoist2 crate7 cratel distributor®), (drive truck@ distributor@ distributor1), (drop hoist1 cratel2
cratel3 depot1), (drop hoist3 crate2 crate9 distributor1), (unload hoist3 cratell truck® distributorl),(drive truck® distributori
distributor®), (lift hoist2 crate7 cratel distributor®), (load hoist2 crate7 trucke distributor®), (lift hoist2 cratel pallet2
distributor®), (drive truck® distributor@ depot1), (lift hoist1 cratel2 cratel3 depot1),(load hoist1 cratel2 truck@ depotl), (lift hoist1
cratel3 cratel@ depotl1),(load hoist1 cratel3 truck@ depotl),(lift hoistl cratel@ crate@ depotl),(load hoist1 cratel@ trucke depotl),(drive
truck@ depotl distributor®),(lift hoist1 crate@ palletl depotl), (drop hoist2 cratel pallet2 distributor®), (unload hoist2 crate1@ trucko
distributor®), (drop hoist2 crate1@ cratel distributor®), (unload hoist2 cratel3 truck@ distributor@), (drive truck@ distributor@
depot1), (load hoist1 crate@ truck® depotl),(unload hoist1 cratel2 truck® depot1),(drive truck® depotl distributor1),(drop hoist3 cratell
crate2 distributor1), (unload hoist3 crate4 truck® distributor1), (drop hoist1 cratel2 palletl depot1),(drop hoist2 cratel3 cratel@
distributor®), (drop hoist3 crate4 cratell distributor1), (unload hoist3 crate7 truck@ distributor1),(drive trucke distributori
distributor®), (unload hoist2 crate@ truck® distributor®), (drop hoist2 crate@ cratel13 distributor@), (drive truck® distributor@
distributor1), (load hoist3 crate7 truck@ distributorl), (lift hoist3 crate4 cratell distributor1), (load hoist3 crate4 truck@
distributor1), (lift hoist3 cratell crate2 distributorl), (drive truck® distributor1 distributor®), (unload hoist2 crate4 truck@
distributor®), (drop hoist2 crate4 crate@ distributor®), (drive trucke distributor® depot1), (unload hoist1 crate7 truck@ depotl), (drive
truck@ depotl distributor@), (drop hoist1 crate7 cratel2 depotl),(lift hoist2 crate4 crate@ distributor®), (load hoist2 crate4 trucke
distributor®), (drive truck® distributor® depot1), (unload hoist1 crate4 truck® depotl1),(drive truck@ depotl distributor®@), (1ift hoist2
crate@ cratel3 distributor®), (drop hoist1 crate4 crate7 depotl), (load hoist2 crate@ trucke distributor®),(lift hoist2 cratel3 cratel@
distributor®), (drive truck® distributor® depot1), (lift hoist1 crate4 crate7 depotl),(load hoist1 crate4 truck® depotl),(drive trucko
depot1 distributor®), (lift hoist1 crate7 cratel2 depot1), (load hoist2 cratel3 truck® distributor®),(drive truck@ distributor@
depot1), (load hoist1 crate7 truck® depot1), (unload hoist1 cratel3 truck® depotl1), (drop hoist1 cratel3 cratel2 depot1), (unload hoist1
crate@ trucke depotl),(drop hoistl crate@ cratel3 depotl),(unload hoistl1 crate4 truck@ depotl1),(drop hoistl crate4 crate@ depotl), (drive
truck@ depotl distributor1),(lift hoist2 cratel® cratel distributor®), (drop hoist3 cratell crate2 distributor1), (unload hoist3 crate7
truck@ distributorl),(drive truck@ distributor1 distributor®), (load hoist2 cratel@ truck® distributor®), (1lift hoist2 cratel pallet2
distributor®), (drop hoist3 crate7 cratell distributor1), (load hoist2 cratel truck@ distributor®), (unload hoist2 crate1@ trucko
distributor®), (drive truck® distributor® distributor1), (drop hoist2 cratel@ pallet2 distributor®),(drive truck@ distributori
distributor®), (unload hoist2 cratel truck® distributor®), (drop hoist2 cratel cratel@ distributor®),(drive truck® distributor@
distributor1), (lift hoist3 crate7 cratell distributor1), (load hoist3 crate7 truck@ distributor1),(lift hoist3 cratell crate2
distributor1), (drive truck® distributor1 distributor®), (unload hoist2 crate7 truck@ distributor®),(drop hoist2 crate7 cratel
distributor®), (drive truck® distributor@ depot®), (load hoist@ cratel4 truck@ depot®@), (lift hoist@ crate3 pallet® depot®), (load hoist@
crate3 truck@ depot®), (unload hoist® cratel4 truck® depot®), (drive truck® depot@ depotl),(drop hoist@ cratel4 pallet@ depot®), (drive
truck@ depotl distributor1),(load hoist3 cratell truck® distributor1), (drive truck@ distributorl depot1), (unload hoist1 cratell trucko
depot1), (drive truck® depotl distributor1),(lift hoist3 crate2 crate9 distributor1), (load hoist3 crate2 truck® distributor1),(drive trucke
distributor1 depot®), (unload hoist@ crate2 truck® depot®),(drop hoist@ crate2 cratel4 depot®), (drive truck@ depot@ distributorl), (lift
hoist3 crate9 crate8 distributor1),(load hoist3 crate9 truck® distributor1),(lift hoist3 crate8 crate6 distributor1), (load hoist3 crate8
trucke distributor1), (lift hoist3 crate6 crate5 distributor1),(drive truck® distributor1 distributor®), (unload hoist2 crate8 trucke
distributor®), (drive truck@ distributor® distributor1), (load hoist3 crate6 trucke distributor1),(lift hoist3 crate5 pallet3
distributor1), (drive truck@ distributor1 distributor®), (load hoist2 crate8 trucke@ distributor®), (unload hoist2 crate6 trucke
distributor®), (drop hoist2 crate6 crate7 distributor®), (unload hoist2 crate8 truck@ distributor@),(drive truck@ distributor@ depot®), (lift
hoist@ crate2 cratel4 depot®),(load hoist® crate2 truck® depot®), (drive truck@ depot@ distributor1),(load hoist3 crate5 trucke
distributor1), (unload hoist3 crate2 truck@ distributor1),(drive truck@ distributorl depot1),(drop hoist3 crate2 pallet3
distributor1), (drive truck® depot1 distributor1), (unload hoist3 crate5 truck® distributor1),(drive truck@ distributor1 distributor®), (load
hoist2 crate8 truck@ distributor®),(drive truck® distributor® distributori1), (load hoist3 crate5 truck@ distributor1), (unload hoist3 crate8
truck@ distributorl),(drive truck@ distributor1 depot1),(drop hoist3 crate8 crate2 distributor1), (drive trucke@ depotl
distributor1), (unload hoist3 crate9 truck® distributor1), (drop hoist3 crate9 crate8 distributor1), (unload hoist3 crate5 trucko
distributor1), (drive truck® distributor1 depot1), (load hoist1 cratell truck@ depot1),(drive truck® depotl distributor1), (load hoist3
crate5 truck® distributor1),(drive trucke distributor1 depot1), (unload hoist1 crate5 truck®d depotl),(drop hoist1 crate5 crate4
depot1), (unload hoist1 cratell truck® depotl1),(drop hoistl cratell crate5 depotl)

Figure 18: Example plan with 184 actions for a problem instance from the Depots’ complex configuration.
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