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Abstract

We study the relationship between prediction, explanation, and control in artificial
“predictive minds”—modeled as Long Short-Term Memory (LSTM) units—that
interact with simple dynamical systems. We show how to operationalize key
philosophical concepts, and model a key cognitive bias, “alternative neglect”. Our
results reveal, in turn, an unexpectedly complex relationship between prediction,
explanation, and control. In many cases, “predictive minds” can be better at
explanation and control than they are at prediction itself, a result that holds in the
presence of heuristics expected under computational resource constraints.

We interact with dynamical systems (DSs) as a basic part of everyday life, and spend a great deal of
effort trying to predict, explain, and control the ones we encounter. We often try predict the future of
a social or physical DS (e.g., “How would that person react to my words?”” “Will the door unlock
if I turn the key?”), explain what happened (e.g., “What made them so upset?” “Why did the door
unlock™), or attempt to control or guide the system’s future (e.g., “How can I make them happy?”
“How can I unlock the door?”).

These are distinct tasks. Explaining why something went wrong doesn’t mean knowing how to fix
it. Predicting what will happen doesn’t mean being able to explain it. One can control a system
without being able to explain how. Unfortunately, the relationship between explanation, prediction,
and control remains poorly understood, since the existing methodologies are incapable of measuring
them in a comparable manner.

The goal of this paper is twofold. First, we present a novel experimental design that simulates
human performance in prediction, explanation, and control, and allows for direct comparison between
cognitive theories and the results of behavioral studies. For brevity, we focus on a particularly
influential, information-theoretic, account of cognition, the “predictive processing” framework [1} 2}
3l], that places prediction—rather than explanation [4} 5,16], or control [7, |8]—in a privileged position.
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Then, we show how differential performance on these tasks can be used as a probe into the nature
of cognition itself. What are generic features of performance on the three tasks? What aspects of a
system make it easier, or harder, for a predictive mind to learn? How do these answers change with
the underlying cognitive model and in the presence of heuristics expected under resource constraints?
By varying the systems that the agent interacts with, we show how to identify universal patterns in
the covariance of performance on prediction, explanation, and control.

1 Methods

We model a behavioral experiment in which participants observe a probabilistic finite state automaton
(see, e.g., Table [)), and are then tested on their ability to predict, explain, and control it. The
participants in this work are simulated “predictive minds”, equipped with an LSTM module [9]
provided by the TensorFlow [[10] package, which attempts to maximize log-likelihood (see Appendix
D). In this preliminary work, we consider a range of different four-state machines with two potential
inputs; see Table ] for two examples. The participant trains by watching the DS evolve on receiving
input symbols, and is tested on a variety of tasks that involve processing two steps in time.

For each task, we consider a “visible” version (where the intermediate state is known) and a “hidden”
version (where it is not); these are matched so that the surface level complexities of the questions
are identical across the tasks. The six tasks are shown schematically in Table[I] To match standard
experimental designs in psychology, test items are two-alternative forced choice questions. This helps
equalize the different tasks: even though, for example, the general control problem requires selecting
from four possible options, the participant is asked only to make a choice between two of them.

Task \ Basic Form | Visible | Hidden
Prediction “What State will the system end up in?” 1,207 | 1,Xp2
Explanation “Why did the system end up in State 3?” 1,23 | 1.X33
Control “How would you get the system into State 37" | 19223 | 17X23

Table 1: Test tasks, and (shorthand) examples of actual questions that might be asked of a simulated
reasoner. States encoded as digits, responses as subscript lowercase letters, unknowns as X, and
queries as “?” (see text).

To model human cognition, we must both specify the normative content of the task—what it would
mean to get it right—and describe the way in which a human might actually go about producing an
answer. Normative specifications are philosophical: they are accounts of what behavior ought to aim
for. Descriptive specifications are scientific: they are theories of how agents answer the question
ways that might, or might not, approximate the normative standard.

1.1 Normative Operationalization of Prediction, Explanation, and Control

The proper operationalization of the tasks has a number of subtleties; see Appendix B for a full
discussion. In each of the three tasks, the subject is given a partial (two time-step) history of the DS
states and input symbols. In the visible prediction case, the subject sees (for example) that the DS
was in State 1, received Input a, transitioned to State 2, and received Input b; they are then asked
“which state will DS end up in?” The correct answer is argmax; P(#|1,25) P(2|14).

In the visible explanation case, the subject sees (for example) that the DS was in State 1, received
Input a, transitioned to State 2, received Input b, and transitioned to State 3. They are then asked
“why did the DS end up in State 3?” Let us consider two possible explanations. Option 1: “Because
the DS received Input a after State 1, rather than b”. Option 2: “Because the DS received Input b
after State 2, rather than a”. The correct answer can be evaluated counterfactually; Option 1 is the
correct answer if P(3|1,2;)P(2]1,) is less than P(3|1,2,)P(2|1,); Option 2 is the correct answer
in the opposite case.

This operationalizes a natural account of causal reasoning in terms of counterfactuals with either the
first input or the second being altered, and everything else fixed as before. The cause of the final
state is the action that, were it varied, would make the outcome less likely compared to alternatives.
This matches long-standing accounts of explanation as counterfactual causation [11]; importantly, it



contrasts with description-length accounts of explanation [12] that rely on a purely Bayesian analysis
in terms of material conditionals.

In the visible control case, the subject sees (for example) that the DS is in State 1; they are asked to
choose a combination of inputs (e.g., ab or ba) that will most likely get the DS into State 2, and then
State 3. The correct answer is argmaxy; ;3 P(3[1,2;) P(2[1;).

Task Visible Form Hidden Form
Prediction argmax; P(i]1,2s) argmax; (fo:l P(i|1akb)P(k|1a)>
Explanation | P(3|1,25)P(2|1,) < P(3|1424)P(2|1,) 25:1 P(3|1pkp) P(k|1s)
< 321 P(3[1aka) P(k]10)
Control argmax,; ;, P(3/1,2;)P(2|1;) argmax,; ;) (Zszl P(3|1Z-kj)P(k|1i))

Table 2: Normative answers to the tasks, based on Table[I} here N is the number of intermediate
states. In the explanation task, we show the case where the correct answer is “because the first input
was a’’; this example assumes that the DS in question has only two possible input symbols, a and b.

The hidden case is identical, but the subject is not told the intermediate state, forcing them to consider
different possibilities for the effect of the first action. This is a natural extension of the visible one,
where we marginalize over the intermediate state, as shown in Table [2} see Appendix B. Hidden
problems are computationally harder, but can, because the marginalization amounts to averaging over
potentially noisy estimates, be more robust to error.

1.2 Descriptive Operationalization of Prediction, Explanation, and Control

Reasoners are equipped with a “simulation module” (SM), here taken to be an LSTM, that enables
them to predict the future state of a DS based on the prior history of both states and user inputs. We

assume that the SM gives answers of the form ]3(2| 142p); i.e., for an arbitrary two-step sequence of

both states and inputs, we have an estimate, P of the probability that any particular state ¢ will be the
result.

If the reasoners are given a perfect SM and unbounded computational abilities, then they will be

capable of 100% accuracy, since they can simply substitute P for P in Table 2} the mathematical
form remains identical. Errors can result in one of two ways.

Firstly, P might differ from P. The reasoner may have insufficient data, or the SM may be internally
inconsistent or miscalibrated. If the DS is a finite state machine, for example, but the SM allows for
long-range correlations, the SM may be influenced by spurious coincidences.

Secondly, the reasoner might make systematic errors in using the SM. These are at a higher, Marr-
algorithmic, level, and include many of the heuristics and biases in the psychological literature. We
consider a common bias, “alternative neglect” (AN), which occurs when the reasoner considers a
greedy simulation of the path through states rather than all possible options. This leads to deviations
from the normative form, as shown in Table |3} see Appendix C for further discussion.

2 Results

Table[z_f] shows the results for two test cases, “DS One” and “DS Two”, with a short 32-step training
set. To show how these results generalize, Fig.[T|of the Appendix overlays the results for DS One
and DS Two with 100 randomly generated systems. Our goal here is not to exhaust the full range of
possible phenomena, but rather to (1) demonstrate some key, counterintuitive results, and (2) provide
proof-of-concept for effect sizes in performance differences.

Counterintuitively, explanation or control can be easier than prediction; this happens 76% and 81% of
the time respectively. Also counterintuitively, the visible problem can sometimes be harder than the
hidden problem; DS One, in particular, is constructed to make visible explanation particularly hard,
and in the random sample, this happens about 38% of the time for prediction, 27% for explanation,



Task | Hidden Form with Alternative Neglect

Prediction P(illae(1a)p)
Explanation | maxy P (3]1p€(1p)p) < maxiP(3|1ae(1a)a)
Control argmaxy; ;, (p(3|1i€(]—i)j))

Table 3: Alternative Neglect (AN), a heuristic that deviates from the normative standard of Table 2}
Here, €(1,) is equal to argmax,, P(k|1,), the most likely next state if one starts in 1 and takes action
a; use of an e term like this is the key simplification of the AN heuristic, that constructs the relevant

path in a greedy “fashion”. P refers to the output of the simulation module (SM) after training on the
prediction task. Errors in the reasoner can come from two paths: a failure to simulate the DS well (P
deviating from P), or a failure to combine P in the normative fashion (as in alternative neglect).

(a) DS One (b) DS Two

(0.2)

a(0.4), b(0.4)
a(0.2),(0.6)

Task | Visible | Hidden | Hidden+AN Task | Visible | Hidden | Hidden+AN
Prediction | 89.1% | 89.7% 85.9% Prediction | 93.4% | 92.7% 89.8%
Explanation | 57.0% | 80.8% 59.1% Explanation | 91.2% | 89.3% 81.9%

Control 63.6% | 73.2% 51.4% Control 93.8% | 91.7% 86.9%

Table 4: Average LSTM accuracy rates for prediction, explanation, and control tasks in two simple
machines. The training phase has N, = 32 state-symbol pairs. Standard errors are < 1%.

and 9% for control. This happens because the visible case requires more precise calibration of
particular transitions. Meanwhile, as expected, the alternative neglect heuristic leads to significant
deficits in performance; over our random sample, prediction and control decline by 6 points, and
explanation by 8 points, on average, with a broad distribution; Fig. [I[a) shows the explanation case,
and Fig. 2] prediction and control.

3 Discussion

Our work began with the key idea that prediction, explanation, and control ought to be examined
simultaneously. A long tradition in dynamic decision-making studies has examined human power
to control DSs [13, 114} [15]]). Prediction and explanation, however, have been largely overlooked. A
few works have used DSs to investigate causal inference (e.g., [L6]), but did not measure control
and prediction. One exception is in implicit learning experiments that included a prediction task in a
post-experimental questionnaire, to measure awareness of knowledge obtained about the dynamic
system [17, [18]. Consistent with our new results, they found that people can learn to control a
dynamic system, but still fail to accurately predict its behaviour.

Our main result is that this holds even for “predictive” minds. Agents can find control and explanation
easier than prediction—even when they are trained to minimize loss—on prediction tasks. These
effects from DS to DS, providing a guide for laboratory tests to tease apart the underlying mechanisms
associated with each task.

A second result is how normative constraints (Table[2) compare with how a psychologically-realistic
subject might actually perform (Table[3). “Alternative neglect” is a common bias in the real world [19]];
our work shows how this heuristic leads to characteristic patterns of sub-optimal performance that
vary both from DS to DS, and between the tasks (prediction, explanation, and control) themselves.



A Random Machine Sampling

To explore the range of behaviors, we compare our test cases, DS One and DS Two, to a set of 100
randomly generated machines. Each random system has deterministic transitions except for three
randomly-chosen state/input pairs, where it branches, probabilistically.
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Figure 1: Key results for random machines: (a) alternative neglect induces systematic deficits in all
three tasks, as can be seen here in the case of explanation; (b) it is often easier to control or explain a
system than it is to predict one. Dots label randomly-sampled machines; “+ symbols label DS One
and DS Two.
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Figure 2: Parallel figures to[I|(a), for prediction and control.

B Normative Definitions

In this section, we describe and justify our normative definitions in greater detail, discuss some
alternative choices that could be made, and build further intuition for how the three tasks engage the
underlying predictive simulation model (SM) in different ways.

In each case, tasks are completed on the basis of an underlying simulation; we assume that agents
are first trained to optimize simple prediction tasks of the form P(:|X), where ¢ is the next machine
state, and X is some explicitly, fully-specified past history.

B.1 Prediction

In the simplest, “visible”, prediction case, we have problems of the form “1,2,%”, where the observer
is given a sequence of two machine state/user input pairs, and asked what is most likely to happen
next (the value of 7). In the finite state machine case, the Markovian condition means that knowledge



of the second machine state and input is sufficient to make the optimal prediction, but this is not
true in general where, for example, different first inputs could lead to second-state results that are
observationaly-indistinguishable but have different downstream consequences—as can happen, for
example, in a hidden Markov model.

The normative distribution to work from, in this case, is
P(i) = P(i]1,2p) (1)

or, in words, given that the user has seen 1,2;, what is most likely to happen next. In cases like the
finite state machine, where the observable machine state is a sufficient statistic for future dynamics,
then this reduces to P(#]2;).

In the hidden form, things are more complicated. Here, the problem is of the form “1,k;:”, the
observer is asked to predict ¢, but they are unaware of the particular value of the intermediate state k.

A natural, but incorrect, approach is to compute

N
> Pillaks), @)
k=1

but this is, in general, incorrect, because it gives equal weight to values of k that might, in fact, be
very unlikely given the prior history of (in this case) “1,”. The correct solution is to condition only on
the start state and intermediate actions, which means that we should marginalize over the intermediate
state in the following fashion,

N
P(i) =Y P(illaky) P(E|1,), A3)
k=1

i.e., to remember to correct for the fact that some values of k are very unlikely. In the finite state

machine case, this reduces to
N

> P(ilky) P(k|1a). 4

k=1
B.2 Explanation

As described in the main text, we take an “off the shelf” account of explanation from the philosophical
literature where (1) explanation-like “why” questions are to be interpreted causally—i.e., to ask “why
did X happen” is to ask “what caused X to happen”; and (2) causal questions are to be understood
counterfactually and on the basis of a model, where an intervention is made at one location, with
everything else kept constant, and the relative effects of different interventions are compared. Pearl’s
“do” operator is an example of such an interpretation. This is, certainly, not the only way to explain
explanation, but it is an influential and popular account.

In the visible case, the problem is of the form “1,2,3”, and the question is “which input caused the
system to end up in State 3, given that it passed through State 2”.

To compute this, we compare two probabilities,
P(3|1b2b)P(2|1b) and P(3|1a2a)P(2|1a> (5)

These concern two alternate universes, or counterfactual conditions; in one, instead of doing a and
then b, we do b and then b; in the other, we do a and then a. For these two counterfactual universes,
we ask, “what is the likelihood that, given these inputs, we see the system pass through State 2 and
then State 377

In many (though not all cases), these two probabilities will differ. The cause is then assigned to the
input symbol which, when varied, produces the greatest decrease in probability. In words, the cause
of the outcome is the thing that, if someone else was done instead, would reduce the likelihood of the
outcome the most. If, for example, P(3|1525)P(2|1p) is less than P(3]1,2,)P(2]1,), then “the fact
that we started by doing a” is the cause, rather than “the fact that we finished by doing b”.

There is one subtlety here, which is that it is might be the case that P(3]1,2,)P(2|1,), i.e., the
probability under the observed behavior, is lower than either of the counterfactuals, and even (say) to



the counterfactual where both inputs are varied. The normative prescription will still assign a cause
to one of the counterfactual, but there is a certain counterintuitive feel here—one wants to say “there
was no cause, it was an accident, and the alternatives would have made it worse”. For simplicity, we
eliminate these situations by hand.

The hidden version of the explanation task goes through in a similar fashion; the questions take the
form “1, k37— the formal question is “given that the system started in State 1, and we did a, and then
b, why did it end up in State 3", and we compare

N N
> P(3[1pks) P(k[1y) and > P(3|1akq) P(2ka) ©6)
k=1 k=1
which reduces to
N N
> P(3|ky)P(K|1,) and > P(3[ka)P(2[ka) @)
k=1 k=1

in the finite state machine case.

B.3 Control

In the visible case for control, we are given problems of the form “1,2-.3”. There are two ways to
interpret this problem: “if you start in state 1, what actions can you take to get it to State 2, and then
State 3” or, alternatively, “if you start in state 1, what actions can you take to get to State 3, given that
we assume that you end up in State 2 along the way.”

Under the first interpretation, you find the action pair {7, j} that maximizes P(3|1;2;)P(21;); under
the second interpretation, you find the action pair {7, j} that maximizes P(3|1,2;).

Both interpretations are things we might find in the real world. Interpretation one is natural when (for
example) the goal is to reproduce a performance; one should take the action that will get you to the
desired intermediate state, and will set you up well to get to the final state. We use this interpretation
in the main paper.

Interpretation two is natural, however, when, for example, planning for worst-case scenarios; a
fire-marshal, for example, might ask “given that there will be a fire, how should we act to minimize
resulting casualties”. In this case, we want to take the action that, given the (unfortunate) fact that we
will have a fire at the next time step, we will be in a good position to recover. Of course, these kinds
of questions, under interpretation two, are most natural when the machine has hidden state; in the
finite state case, P(3|1;2;) reduces to P(3|2;); the action ¢ becomes irrelevant.

The hidden version of the control task does not have this subtlety of interpretation; the questions take
the form “1-k-3”, the verbal form is “given that the system started in State 1, what can we do to get it

to State 3°, and we maximize
N

ZP(3\1ikj)P(k‘|1i) ®)

k=1
C Alternative Neglect

In all three cases for the hidden case—Eqs [3] [6] and [§}—we have a sum over intermediate conditions.
Psychologically, this amounts to considering a potentially large number of alternative possibilities,
and keeping them all in mind simultaneously. It is natural to consider a simple heuristic, “alternative
neglect”, where psychologically-realistic observers consider only a single path for each possibility.

There are two natural ways to subselect a path to consider. One can consider the “most likely path
overall” (MLP), or, alternatively, “the path constructed by taking the most likely next step at each
point in time” (MLNS). In the case of prediction, for example, this would amount to deviating from
the normative prescription, Eq. |3} in one of two ways, computing either, in the MLP case,

maxy, [P(i|1aks)P(k|1a)], ©)

or, in the MLNS case,
P(i|la€(1a)s) (10)



where €(1,) = argmax;, P(k|1,) is the most likely next state if one starts in 1 and takes action a.

In the case of explanation, it takes the form of comparing, in the MLP case,
maxy P (3|1pkp) P(k|1,) and maxy, P(3|1.ke) P(k|1,) (11)
or, in the MLNS case,
max, P(3|15€(1)5) and maxy, P(3[1ae(1a)a) (12)

Finally, in the case of control, it takes the form of either, in the MLP case,
maxy, P(3|1;k;) P(k[1;) (13)
or, in the MLNS case,
argmaxy; iy (p(3|1i€(1i)j)) (14)

MLP is related to the concept in physics of the “minimum action path”, while MLNS is a cognitively
frugal, greedy optimization algorithm. Both are, in different situations, plausible ways for a human
to approximate the normative standard. For example, MLP is likely to operate in cases where
the observer has many, many samples of the system, and has the heuristic of “remembering the
most common relevant path”. MLNS is more likely to be in operation when the person is actively
simulating the situation. In this paper, where we imagine subjects encountering only a limited amount
of data, and ask questions that are out of sample, we consider the MLNS case.

D LSTM configuration

Our LSTM, deliberately chosen to be resource-challenged, consists of one unit of ten nodes [20] used,
with the logits layer being a fully connected layer with linear activations on top of the LSTM. The
number of epochs was 1000 with a learning rate of 10—, trained with an Adam [21] optimizer on
categorical cross-entropy loss. The input were two-time-step time series of the past state and action;
the output was the next state. All states and actions were encoded using one-hot vectors. Across
multiple trials, the loss was approximately 0.1; in other words, the LSTM was able to model the
state-state transitions well, as would be expected for a DFA; errors are partly driven by small-number
statistics on the input data.
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