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Abstract

As per Michael Halliday, language is not just
a system of rules, but a tool for meaning-
making within sociocultural contexts, whereby
language choices shape the functions of a
text. We employ Julian House’s Translation
Quality Assessment model inspired by Hall-
iday’s Systemic Functional Linguistics to as-
sess Machine Translation (MT) at the docu-
ment level, establishing a novel approach titled
FALCON (Functional Assessment of Language
and COntextuality in Narratives). It is a skill-
specific evaluation framework offering a holis-
tic view of document-level translation phenom-
ena with fine-grained context knowledge anno-
tation. Rather than concentrating on the textual
quality, our approach explores the discourse
quality of translation by defining a set of core
criteria on a sentence basis. To the best of
our knowledge, this study represents the in-
augural attempt to extend MT evaluation into
pragmatics. We revisit WMT 2024 with the
English-to-X test set encompassing German,
Spanish, and Icelandic, assessing 29 distinct
systems in four domains. We present ground-
breaking but compelling findings concerning
document-level phenomena, which yield con-
clusions that differ from those established in
existing research. Emphasizing the pivotal role
of discourse analysis in current MT evaluation,
our findings demonstrate a robust correlation
with human values, inclusive of the ESA gold
scores. !

1 Introduction

The demand for document-level evaluation in Ma-
chine Translation (MT) has been increasing since
the suspicion that system performance exceeded
human capabilities, in part at the sentence level
(Hassan et al. 2018; Laubli et al. 2018; Toral et al.
2018; Graham et al. 2020a; Graham et al. 2020b).
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Figure 1: Evaluation process of FALCON.

Despite substantial attempts to establish a work-
able arrangement, the current methodology contin-
ues to assess general fextual quality of translation
in a similar manner to sentence-level evaluations
(Maruf et al., 2021). Within this context, human
scores often yield inflated perfect ratings, failing
to distinguish between rapidly advancing MT mod-
els as Large Language Models (LLM) capabilities
grow (Kocmi et al. 2023; Kocmi et al. 2024a; Fre-
itag et al. 2024). Despite increased efforts last
year (Kocmi et al., 2024a), including a more di-
verse dataset with new domains like speech and
user-generated texts and new document-level error
labels in MQM, such as ACCURACY/GENDER MIis-
MATCH and STYLE/ARCHAIC OR OBSCURE WORD CHOICE
(Freitag et al., 2024), the findings provide little in-
sight into translation quality or system performance
at this level. Consequently, the development of a
comprehensive framework capable of elucidating
document-level phenomena with enhanced clarity
and interpretability is urgently required at present.

Given the notable capabilities exhibited by
LLM:s across a variety of Natural Language Genera-
tion (NLG) tasks, including Summarization, Ques-
tion Answering, Code and Dialogue Generation,
and Image Captioning (Chen et al. 2021; Ouyang
et al. 2022; Korbak et al. 2023), many studies aim
to evaluate model performance in aspects like Co-



herence, Correctness, Relevance, and Informative-
ness (Zheng et al. 2023; Dennstiddt et al. 2024;
Liang et al. 2025; Sheokand and Sawant 2025). De-
spite varying task requirements and criteria names,
the main aim is to assess the quality of discourse
as a communication method (Sai et al., 2022). In
this context, the work by Ye et al. (2024) is partic-
ularly innovative, as their evaluation methodology
integrates many NLG tasks, excluding MT, into a
singular platform, termed FLASK. This approach
uses 12 detailed criteria to evaluate the response’s
functionality from both textual and non-textual per-
spectives, demonstrating a strong alignment with
human values.

By leveraging this strategy, our objective is to
enhance the current status of MT through the inte-
gration of FLASK into our ecosystem. We utilize
their detailed skill-specific evaluation method with
a score rubric strategy. The primary distinction
is that our evaluation process is designed to pro-
mote the multilingual capabilities of the LLM for a
single task, translation.

We introduce FALCON, an innovative paradigm
for document-level MT evaluation, which assesses
discourse quality by implementing a detailed, skill-
specific evaluation framework complemented by
comprehensive context annotations. Prior to under-
taking the evaluation, we assess the context depen-
dency of each sentence to effectively differentiate
between sentence-level and document-level errors.
Sentences identified with document-level errors are
subsequently annotated with pertinent translation
skills. Translations are then rated on a 5-point
scale based on the annotated skills and a specific
scoring rubric (Figure 1). To our knowledge, this
introduces a new methodology in MT evaluation,
focusing on the translation’s pragmatic function.

We revisit the WMT 2024 with a comprehen-
sive English-to-X test set encompassing German,
Spanish, and Icelandic, which respectively repre-
sent a high-resource language, a language deemed
to be the most accessible, and a low-resource lan-
guage pair. We demonstrate that liberation from
textual quality constraints is essential for com-
prehending document-level phenomena in MT.
Our experiments show that our results are more in
line with ESA gold scores than MQM scores are,
even without sentence-level scores, leading to some
differing conclusions. Here are some findings:

» Speech is the most context-intensive domain
(94.4%), with context mostly captured within

documents. It is challenging for models as
they struggle more with adjacent context than
real-world knowledge.

* Dubformer, Claude-3.5, and Unbabel-
Tower70B excelled across language pairs with
strong textual abilities, but lacked in non-
textual skills, particularly in low-resourced
pairs.

* A decoder-only architecture with paragraph-
level strategy was optimal for document-level
performance.

2 Related Works

This section outlines initiatives in WMT conven-
tions to enhance document-level evaluation through
varied procedures and tailored test suites. The de-
tailed research has been relegated to Appendix A
due to constraints of space. Initially, a single score
for a document (DR+DC) was used, but it suffered
from low statistical power and frequently generated
tie ranks (Barrault et al., 2019). Since then, they
have adhered to the sentence-level (or segment-
level) scoring method and explored tactics to pro-
vide more context. They choose either by using
a handful of nearby sentences (SR+DC) (Barrault
et al. 2019; Barrault et al. 2020) or the entire docu-
ment (Akhbardeh et al., 2021). Since Kocmi et al.
(2022), it has become standard to use 10 adjacent
sentences. Moreover, sentences are organized into
paragraphs to allow translators and evaluators flex-
ibility beyond sentence boundaries (Barrault et al.
2019; Kocmi et al. 2023; Kocmi et al. 2024a). Re-
cently, the judgment method shifted from basic
scoring to ESA (Kocmi et al., 2024b), which in-
cludes error annotation. Yet neither emphasizes
document-level features. Our approach, though dis-
tinct, also utilizes a scoring method. We calculate
a skill-specific score thrice per sentence, using two
consecutive sentences for context.

3 FALCON: Functional Assessment of Language

and COntextuality in Narratives

3.1 What is a document-level error?

A document in document-level MT is a coherent
set of sentences, possibly organized into sections
or paragraphs (Dahan et al., 2024). Such coherence
is influenced by dependencies between sentences,
playing a crucial role in evaluation at the document
level (Thai et al., 2022). Structurally, it is the extra-
sentential context that is vital, focusing on elements
whose contextual signals lie beyond the sentence.
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Figure 2: Our fine-grained evaluation criteria outlined within the dotted box and two discourse language models.

Evaluating a document goes beyond dimension;
it involves analyzing how sentences contribute to
creating a coherent, structured text, known as dis-
course (Jurafsky and Martin, 2008). The original
MQM translation quality encompasses not just tex-
tual attributes such as Accuracy and Fluency, but
also functional factors like manufacturing quality
and user quality, which cover conformity of prod-
ucts, processes, and projects to expectations (Lom-
mel et al., 2013). However, these attributes do not
form the error classification within this framework.
In contrast to MQM, we analyze text as discourse,
performing a document-level evaluation through a
functional lens of discourse analysis.

3.2 Julian House’s TQA Model

The discourse analysis gained prominence in trans-
lation studies in the 1990s. This field consid-
ered translation to be a communicative and social
process, advancing beyond simple textual anal-
ysis (Munday, 2016). Michael Halliday’s Sys-
temic Functional Linguistics (SFL) largely in-
fluenced this view, emphasizing that language
choices dictated the function of a text (Halliday
and Matthiessen, 2004). In the Hallidayan lan-
guage model, genre shaped "register" of language,
which linked linguistic devices to their functions,
with influence cascading from the sociocultural en-
vironment to discourse and until lexicogrammar, as
in Figure 2-a).

Julian House’s Translation Quality Assessment
(TQA) Model utilizes SFL for discourse analy-
sis of translation by comparing profiles of the
source and target texts through the elements of SFL
— FIELD , [TENOR , and MODE (House, 1997,

House, 2015). Unlike MQM, it is function-oriented,
evaluating the metafunctions of a linguistic device
in discourse.

For instance, Nominalization could not only shift
discourse focus but alter information density (Hal-
liday and Matthiessen, 2004). Examples (1) and
(2) illustrate such phenomena, with sentence (b)
as the nominalized construction of sentence (a).
In Example (1), the agent (the committee) and ac-
tion (rejected) are both highlighted in sentence (a);
nominalization then shifts the focus to the action’s
consequences. In Example (2), three verbs (exam-
ined, tested, reported) are nominalized in sentence
(b), omitting the information of the step-by-step
process of the actions from sentence (a).

(1) Shifting focus

a. The committee rejected the proposal.

b. The rejection of the proposal was done by the
committee.

(2) Changing information density

a. The scientists examined the samples carefully.
They then tested the samples for contamina-
tion. Finally, they reported the results to the
agency.

b. The scientists’ careful examination and testing
of the samples for contamination, followed
by their reporting of the results to the agency,
completed the study.

3.3 Evaluation Criteria

FALCON implements the House’s TQA model for
LLM-as-judge, organizing FIELD, TENOR, and
MODE as meta-categories divided into 9 subcat-
egories. We experimentally select subcriteria for



MT evaluation and name them as illustrated in Fig-
ure 2-b). For consistent application of the labels
in the evaluation, we ensure that categories have
distinct functional characteristics. Here’s a brief in-
troduction to our taxonomy, and an overview with
linguistic devices and examples in Table 5 in the
Appendix:

FIELD is concerned with the content and sub-
ject matter of the text; what is being talked
about. It includes INFORMATION DENSITY
(complexity of information aligned with genre
norms), IDEA DEVELOPMENT (structures
and thematic progression), TERMINOLOGY
CONTROL (correct and consistent use of
domain-specific terms).

TENOR addresses the relationship between par-
ticipants—who is involved in the communi-
cation, and how power, stance, and social
distance are linguistically expressed. It in-
cludes STYLE REGISTER (politeness and
register appropriate to the context), RELA-
TIONAL ADDRESS (author’s sociocultural
background and relationship with readers),
MODALITY AND ATTITUDE (author’s intent
affecting mood and tone).

MODE focuses on the textual organization and
the way information is structured—how the
message is delivered through sentence linking,
cohesion, and rhetorical focus. It includes
REFERENCE CONSISTENCY (coherent iden-
tification of the same entity), PARTICIPANT
Focus (emphasis of the key participants or
elements), LOGICAL CONNECTIVITY (rela-
tionships between ideas).

3.4 Evaluation Protocol

Evaluating a translation presupposes that the source
text is complete with contextual information (Smith
et al., 2016). In a manner akin to House (2015),
we first scrutinize the source profile individually to
establish standards for evaluating the target profile.
This analysis considers two factors: context depen-
dency and translation skills. This section elaborates
on this process.

Profile I: Context Dependency

Each sentence is labeled with its degree of con-
textual dependency. Dahan et al. (2024) classifies
context into local and global based on its range;
Local Context is located near the current sentence,

while Global Context covers the entire document.
We propose five specific types of context, vary-
ing from intra-sentence knowledge to extensive
real-world knowledge, enhancing the granularity
of this classification: SENTENCE-LEVEL KNOWL-
EDGE (which is confined to the sentence), LOCAL
CONTEXT KNOWLEDGE (minimal surrounding
context), EXTENDED CONTEXT KNOWLEDGE
(broader scene or paragraph, affecting tone and
emotion), GLOBAL CONTEXT KNOWLEDGE (en-
tire work such as a novel or TV series), UNIVER-
SAL CONTEXT KNOWLEDGE (history, philoso-
phy, or world event). See Table 4 in the Appendix
for a full description. To implement a one-label-
per-sentence scheme, it is recommended to select
broader knowledge. The labels help choose sub-
samples for document-level evaluation, since not
all sentences need contextual knowledge (Castilho,
2022).

Profile II: Translation Skills

Sentences without SENTENCE-LEVEL are labeled
with key translation skills. An evaluator (LLM-as-
judge model, in our case) selects 3 primary skills
per sentence, which later serve as criteria for the
evaluation across any target languages. Domain
information is explicitly provided during the an-
notation due to its importance in the Hallidayan
model. See Appendix E for prompt lines. This
method significantly contrasts with typical MT er-
ror analysis, where neglecting mistakes mislead-
ingly implies flawless quality. FALCON creates a
unified assessment framework by defining clear
sentential criteria.

3.5 Evaluation Configuration

Type of Judgment

Given the source and translation along with their
previous segments, an evaluator rates each sen-
tence on a 5-point scale per profiled translation
skill, ranging from complete failure (1) to full suc-
cess (5). Although House (2015) recommends a
3-point scale (High-Mid-Low), our pilot study indi-
cates that a 5-point scale offers clearer distinctions.
Refer to Appendix E.3 for prompt lines.

Segment Length

Similar to the traditional method, we gather scores
for each segment, but our approach assigns three
unique scores to each segment and captures various
document-level phenomena. This strategy is in
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Figure 3: Contextual knowledge and translational skills per domain of the WMT24’s source test set (En—X).

line with our belief that sentences are fundamental
components of a cohesive document.

Amount/Type of Context

Two previous source and reference segments are
given as context information for each sentence in
the evaluation. We use references instead of hypoth-
esis translations to prevent the accumulation of pre-
vious errors affecting current judgments. Our pilot
study found that coherence with previous transla-
tions leads to current errors being judged as correct.

Scoring Model

The sentence-level score is derived from the av-
erage score of three skills. Consequently, corre-
lations with gold scores can be straightforwardly
computed at both the sentence and system levels.
To enhance statistical power, we prioritize this ap-
proach, although correlations at the document level
are also feasible. It is important to highlight that
sentences with SENTENCE-LEVEL knowledge do
not get annotations or scores in this calculation.
Thus, focusing on document-level aspects yields
scores that differ from official WMT gold scores.

4 Experiment

We perform a document-level assessment using the
WMT?24 dataset (Kocmi et al., 2024a), noted for its
emphasis on discourse features more than earlier it-
erations, while also reducing the possibility of data
leakage due to its freshness. The source text in-
cludes 2,383 sentences forming 997 segments with
document boundaries. See Table 6 and 7 in the Ap-
pendix for key statistics. We study three language
pairs: English to Spanish, German, and Icelandic.
The English-to-German (En-De) pair is the most
visited, the English-to-Spanish (En-Es) pair is re-
ported to be the easiest (Kocmi et al., 2024a), and

the English-to-Icelandic (En-Is) pair is the most
challenging and low in resources. In total, we have
collected 137,862 document-level annotations.
The GPT-4.1-mini model (gpt-4_1-mini-20
25-04-14) serves as the primary evaluator, demon-
strating comparable performance to GPT-4.1
in MT evaluation (Kim, 2025) due to budget
limits. It assesses 29 unique systems, and
the number of systems is divergent per pair.
For reproducibility, the parameters are fixed to
temperature=0, max_tokens=1024.

4.1 Reliability of FALCON

A subset of 230 segments from the En-Es language
pair is selected for human evaluation. Three trans-
lators and linguists assess the correctness of two
profiles: context dependency and translation skills,
and rate skills on a 5-point scale. Detailed informa-
tion regarding the evaluation process is provided
in Appendix B. The evaluation results in an accep-
tance rate of 80.4% for context dependency and
71.6% for translation skills. The overall correlation
for the skill score, as presented in Table 8 in the Ap-
pendix, is notably high at approximately 0.60. The
Inter-annotator Agreement (IAA), quantified by
Fleiss’ Kappa (Fleiss, 1971), indicates a moderate
level with 0.519. The reliability of these findings
is further substantiated through its correlation with
the public gold ESA score in §5.

4.2 Analysis of Test Set

Unexpectedly, Figure 3-a) reveals that 66.8% of
the test set strongly relies on context. Particularly,
the speech domain stands out, with 94.4% of its
sentences requiring context knowledge, 72.1% of
which depends on information found far but within
the document. The news domain presents chal-
lenges with deep knowledge (UNIVERSAL, 24.8%),
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raising questions about its classification as the most
basic genre in translation. In the social domain, half
of the sentences are clear without context.

Analyzing requiring skills per domain in Fig-
ure 3-b) REFERENCE CONSISTENCY is essential
across domains, especially when LOCAL and EX-
TENDED contexts are required. TERMINOLOGY
CONTROL is crucial for news, ensuring accurate
domain-specific translations. The social domain
emphasizes interpersonal tone (RELATIONAL AD-
DRESS, STYLISTIC REGISTER). These insights
into the test set are crucial for evaluation organiz-
ers to establish a targeted objective.

4.3 System Performance

Table 1 displays the overall performance of the
systems in three different languages. Dubformer,
Claude-3.5, and Unbabel-Tower7@B consistently
score around 4.70 across all language pairs, which
is remarkable, especially considering the inclusion
of low-resource languages such as Icelandic. It
demonstrates their document-level multilingual ca-
pability. Patterns differ between high and low-
resource groups. High-resource pairs show compet-
itive top model performance, which creates some
good enough threshold of around mid-4.50s. In
En-Is, however, top performers are rare, with ongo-
ing competition among the mid or low tiers. Due
to spatial constraints, systems below 4.6 will be
exempt from the main discussion. See Appendix D
for full results.

Speech stands as a challenging domain.

Figure 4 indicates that some domains pose greater
challenges, making it tougher for systems to excel,
in contrast to domains like literary or news, which
may feature more predictable language or on which
the models are better trained. All systems obtained
their highest scores in the news domain, notably
with Claude-3.5 scoring 4.9 in both German and
Spanish. However, aside from Unbabel-Tower7@B,
scores significantly decline in the speech domain.

System En-De{ En-Es En-Is
Dubformer 4.74% 4.67 4.71%
Claude-3.5 4.73 466 4.71%
Gemini-1.5-Pro 4.72 4.69 -
GPT-4 4.70 4.68 4.43
Unbabel-Tower70B 4.70 470%  4.69
ONLINE-B 4.65 4.41 4.37
Mistral-Large 4.65 4.60 2.69
TranssionMT 4.65 443 4.39
CommandR-plus 4.63 4.65 2.70
ONLINE-W 4.59 4.54 -
IOL-Research 4.56 4.57 4.10
Llama3-70B 4.49 4.54 3.56
Aya23 4.48 4.44 1.75
ONLINE-A 4.43 4.46 4.16
IKUN 4.29 4.36 4.36
ONLINE-G 4.28 4.28 3.74
Phi-3-Medium 4.25 4.36 1.57
IKUN-C 4.13 4.24 4.27
CUNI-NL 4.03 - -
Occiglot 3.72 3.69 -
NVIDIA-NeMo 3.60 4.10 -
AIST-AIRC 3.46 - -
TSU-HITs 2.72 2.18 1.61
MSLC 2.68 3.30 -
CycleL 1.16 1.04 1.10
CycleL2 1.16 - -
AMI - - 4.39

Table 1: General performance of all participating sys-
tems in WMT24 for the three language pairs. Winning
models are shown in darker colors, with the absolute
best marked by .

This domain effectively tests the systems’ robust-
ness at the document level, where even good sys-
tems have room to grow. Certainly, this trend is
not applicable to En-Is. The graph indicates that
models lack generalization across domain types.
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Adjacent contexts are underestimated.

Claude-3.5 and Dubformer lead En-De with 4.76,
while Unbabel-Tower7@B tops En-Es with 4.71,
indicating these models are well-tuned across dif-
ferent context types. Such a trend is also witnessed
in En-Is. It is notable that Table 10 in the Appendix
indicates that difficulties are more pronounced with
adjacent context (LOCAL) compared to broader
context (GLOBAL). This hints at why the perfor-
mance has declined in the social domain (Figure
4) rich in local context, countering the belief that
broader context is harder to translate. However,
there is also a possibility that the referential context
in our evaluation setup (the prior two sentences)
might be insufficient for accurate judgment on L.O-
CAL context. However, our ablation study proves
this is not the case (Appendix C). Contextual under-
standing is quite inadequate in the En-Is scenario.

Models lack enhanced relational abilities.

Figure 5 shows systems’ varied strengths by skill.
Top performers have balanced skills, excelling
in textual abilities (REFERENCE CONSISTENCY,
PARTICIPANT FOCUS) but lacking interpersonal
nuances such as RELATIONAL ADDRESS, MODAL-
ITY AND ATTITUDE especially in Spanish transla-
tion compared to German. This complexity chal-
lenges lower-end models more, while top systems
manage better. The low-resource language shows
a different pattern, with notably weak Tenor- and
Field-related skills. In all languages, REFERENCE
CONSISTENCY is well captured.

Decoder-only models, trained at the paragraph
level, generally yield positive results.

Some systems do not disclose their architectures or
context strategies, but for those that do in Kocmi
et al. (2024a), we classify them as LLM, Online,

strategy En-De En-Es En-Is #sys
4.65% 445 439% 1
Custom dec para 428 447 439% 3
Custom dec sent 4.21 433 431 3
LLM dec para 458 4.59% 3.06 8
4
1

Type Architecture

Custom enc-dec ?

Online ? ? 449 444 332

Custom enc-dec  para 2.68  3.36 -

Table 2: Performance categorized by type, architecture,
and strategy. Two types of architecture —decoder-only
(‘dec ) and sequence-to-sequence (enc-dec) —and two
strategies —paragraph-level ( para ) and sentence-level
(sent) —are considered. Systems evaluated for perfor-
mance are shown in #Sys.

and Custom, and assess their average scores by
their type, architecture, and strategy. Customized
models outperform significantly, as shown in Table
2. Though conclusions are challenging, a decoder-
only architecture with paragraph-level training and
translation strategy appears to enhance document-
level performance. Providing model details will
help clarify more uncertainties.

5 Ablation Study

Context is crucial for decision-making in the
document-level evaluation. We, thus, review our
setup by hypothesizing four scenarios to address
the research questions:

+4 src/tgt: Do earlier sentences provide assis-
tance? = Context is provided with four prior
source and reference segments.

<> hyp: Should previous target segments be trans-
lation or reference? = Two prior translations
provide context.

— src:  Are the earlier source sentences required?
= Context is provided with two prior refer-
ence segments.
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Sentence level System level

r P T r P T
Base 0447 0282 0226 | 0843 0.843 0734
“<hyp 04511 02861 02281 | 09181 09181 0.7827
+ ref 0445 02921 0225 | 0836 0.836  0.709
+4src/tgt 0444 0274 0219 | 08637 0.8641 07451
—sre 0444 0264 0210 | 0745  0.745  0.636
"MQM 0346 0255 0210 | 0718 0718 0564

Table 3: The system- and sentence-level Pearson (7),
Spearman (p), and Kendall-Tau (7) correlations for four
scenarios with the ESA gold score. MQM results are
also compared. 1 shows positive change.

+ ref Does judgment get more accurate with ref-
erence? = The current reference segment is
provided alongside two previous source and
reference segments.

We examine the sentence- and system-level cor-
relation with ESA and MQM scores and calcu-
late FALCON scores for various scenarios. Af-
ter discarding the empty annotations from the full
dataset of En-Es, we retain 2,526 sentences. Ta-
ble 3 demonstrates that our baseline consistently
outperforms the MQM gold score, reaffirming the
reliability of our framework and its promising po-
tential when incorporating sentence-level scores.

Scenarios generally have better correlation than
MOQM. While the changes are minor, using transla-
tions over references (+<+ hyp) modestly enhances
correlation in part due to the re-computation of

RELATIONAL ADDRESS (in Figure 6). Note that
excessive context information (44 srec/tgt) or lack
of source context (— src¢) can worsen judgments,
contradicting the claim that target context alone suf-
fices for evaluation (Castilho, 2022). Skill scores
remain similar except when reference translation
is added (+ ref). Thus, we ascertain that the
two prior sentences offer ample context, ideally
extracted from both the source and target side,
but hypothesis can yield more reliable results.

6 Conclusion

This study introduces an innovative framework
for document-level MT evaluation, taking a func-
tional perspective on the text. Our re-assessment of
WMT?24 experimentally suggests that sophisticated
document-level evaluation should integrate neigh-
boring context frequently found in speech or social
domains and assess non-textual attributes such as
Field and Tenor. It is also advisable to compare per-
formance across diverse language pairs. By adopt-
ing this approach, the evaluation is anticipated to
acquire enhanced discriminative capacity.

FALCON holds potential utility for 1) evaluation
organizers in designing a targeted evaluation envi-
ronment with a holistic dataset profile, 2) develop-
ers in testing model architectures, and 3) lay users
seeking general information, all due to its profound
interpretability and reliability.



Limitation & Future Works

The research does not include all language pairs
from WMT24. Our results suggest that some pairs
might yield fascinating outcomes, due either to
distinct linguistic characteristics or model training
methods. Future studies should investigate En-to-
X, X-to-En, and non-English pairs.

The evaluation employs a proprietary model,
making the results timely. It is crucial to guaran-
tee the reproducibility of the evaluation. Similarly,
we opt for the less robust model (GPT-4.1-mini)
rather than identifying the optimal one or utilizing
GPT-4.1. While our results demonstrate reliability,
it is anticipated that further enhancements will be
pursued.

The scope of our human evaluation is confined to
a limited cohort of professionals, exhibiting mod-
erate but not robust IAA. Considering the novelty
of this intent, further investigations are imperative
to ensure a reliable human evaluation. Participants
have specifically noted that the size of certain seg-
ments are predominantly too large for coherent as-
sessment. Since our evaluation supports sentence-
level annotation, our objective is to ensure that the
evaluation remains straightforward, efficient, and
robust. Furthermore, we recognize that achieving
comprehensive consistency throughout the docu-
ment would benefit from alternative methods of
providing contextual information to the evaluator.
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Type

Description

SENTENCE-LEVEL The sentence can be fully understood and translated without any outside

KNOWLEDGE information. All necessary meaning is present within the sentence itself
— vocabulary, grammar, and semantics are straightforward.
Example: The cat is sleeping on the couch.
LocaL Understanding requires minimal surrounding context — maybe the
CONTEXTUAL previous or next sentence — but nothing broader. Without it, pronouns,
KNOWLEDGE references, or logical connectors might be confusing.
Example: "She picked it up carefully." (Needs to know who ’she’ is and
what ’it’ is, but usually just from nearby sentences.)
EXTENDED Grasping the meaning requires understanding the broader scene,
CONTEXTUAL paragraph, or emotional flow. Cultural nuance, emotional undertones, or
KNOWLEDGE evolving character perspectives start to matter.
Example: "He knew it was the only way to save them." (Without
knowing the stakes or characters, the meaning could shift a lot.)
GLOBAL The sentence depends on knowledge of the entire work (novel, article,
CONTEXTUAL movie) or even multiple entries (book series, TV seasons). Important
KNOWLEDGE world-building, character arcs, fictional history, or long-term motifs
influence meaning.
Example: "Winter is coming." (In A Song of Ice and Fire, it’s loaded
with symbolic and political meaning; outside that, it just sounds like a
weather report.)
UNIVERSAL Understanding draws on extensive external knowledge — history,
CONTEXTUAL philosophy, science, mythology, social structures, or famous world
KNOWLEDGE events. Without that shared knowledge, translation risks misfiring badly.

Example: "Opening Pandora’s box." (Without knowing Greek
mythology, this could be meaningless or totally misinterpreted.)

Table 4: Five types of context dependency, ranging from the superficial (SENTENCE-LEVEL) that do not necessitate
document-level analysis, to the world-knowledge (UNTVERSAL).

13



SNt e

*0130] Jo Are(o s [eul3Lio oY) Juiaresaid ‘passardxa A[astoard are (souanbas ‘senuoo ‘asned) sdiysuone[al pue s10)09Uu0d [eI30] [V

‘readde suorssardxa premyme Apysiys 1o sasdef tourw y3noyy ‘paurejurew-[jam a1e sdiysuone[al [ed130] IO

“K11e]d [e9130] UNROM SI0LID 10 sded 9[qeasnou 1nq ‘pIje[suen A[9ILINOJE Ik SI0)IUUOD AWOS :

*sdrysuone[oI BPI UI UOISNJUOD JUISNED ‘PAIR[SURISIW IO JBI[OUN UJJO I SYUI] [BIISO] *

*Bursstur Jo Iea[oun are wmuu_ udomiaq sdrysuone[ar sof St ANIANIUUOD [BIIS0] : |

*319 ‘SIOUI] [BSNBD ‘SOAIBSIOAPE (210J2IAY) IoAMOY “F°3) 1010900 [ROI0] I8 $301AAP onsIngury Jueiodwy

({,SBIPI U2aMI9q — 20oudnbas 10 Isenuod ‘esned se yons — sdiysuone[al Jo uorssadxa Iead 21nbal Jey) SAINONIS IO SI0)IUUOI IARY IUIUIS ) SI0(J

ALIAILDENNOD TVIIDOTT

*JX9) 901n0s oY) ul aoudurwold 1oy} Sunospar ATng ‘paziseydwo A[oreInooe pue A[Iedo a1e sjuawafe Jo sjuedonred Lo [TV ¢

“K11re[0 10 siseydwa Ut SUONRIASP Jourw ATuo yim ‘paatasaid st snooj yuedronted 1O

‘Surueaw Sunodajye ‘paserdsiwt 10 pakerdumop a1e S19Y10 1nq ANoaliod paziseydws are syuedionted swog ¢

A1opy pue ALre[d sonpai syuedionred £y U0 sndoJ Jo $3ssO[ 10 s)Iys Juanbarg g

*SJUQIDS JO SI1010® Jueliodwl $)09[39U IO SAINJSQO UONR[SURI) dY) {paaIasald jou st snooj juedionred :|

*010 “(QI9A JO pealsul uoneZI[euIIOU JO dsn 103[gns

[eonRWILIRIS JO UONDIAs ‘DAlssed/aAnor Jo uonoa9[as ‘sad£) qroa) saxmonns Ajanisuen ‘A3o[ourunid) oyroads-109[qns are sao1aap onsmsur] juenoduy ;1x0)
© ss0I1oe Surueaw [eurSuo ay) AoAuod 0] paalasald aq (s102[qo 1o ‘seoe[d ‘ordoad se yons) sjuowsfe Jo sjuedronred Loy uo souduas oy Jo siseydwo ay) pnoys

SND0 LNVdIDILIV]

*JX0) JOPIM U} UIYIIM PUE SIOUJUIS SSOIOE SUOTIOUUOD JUISYOD JUSISISUOD FULINSUD ‘U0IsIoard Yim pa[puey dIe SeoUIdJal [[V :§

*20ua1000 Jordwr A[1ALdY Jou Op Jey) sosde] JoUT Yirm JUAISISUOD dIB SOIUAIJAI JSOIA it

*30URISY09 [eNIX3) JANISIP IO SSNIUOD SIAYIO J[IYM “TBI[O SIB SIOUIIJAI JWOS ‘AUASISUOD PIXIN :€

*1X9) 9U) UIYIIAM SUOTOIUUOD SNONSIQUIL IO JBS[OUN 0} SPRI] SIIUIIRJAI UI AOUISISUOIUT JuInbaL] 7

*SBAPI PUE SANNUS SUDYOR) UI AJLIR[D UIRIUIRW O) S[IB} UOHR[SURI} ) ‘A[USISISUOD PI[PURY JOU ST SIOUIJY

*010 ‘swAuouAs ‘uonnadar ‘sisdIf[o ‘SIXIOp JUIWAITE JOQUINU/ISU)/IOPUIT

9sNe[O JO UONMNSQNS ‘90UAIdJAI ATk $IO1AdP dNsIngul] Jueriodw] I1x9) Yyl JnoysnoIy) seapl pue ‘s109[qo ‘syuedronred jo UONBOYNUIPI 1BI[O SIINSUS pUL
90UIBYOI PUB SUOTIIAUUOD $3ILIID SJUIWIAA YONS JO ISN JUISISUOD Y, (XA Y} Ulyiim KJ1us duwes dy) 0 19Jal Jey) SIUSWI[S UILIUOI IDUAUIS YY) S0

ADNHLSISNOD HONIIHITY

HAOW

*2U0} $,1%9) 201n0s Y} Surazesald ‘pakoauod Kfesroaxd are (Liiqrssod ‘uonesiqo ‘Ajurered <3-9) opmyme pue A)epow Jo seduenu [y :§

*QUO} 10 ApNIIIE JO UOISSAIAXD AY) U SOSSO] JO SPIYS JOUTW A[UO YIIM ‘PAJR[SULI) A[9)BINOIE JIL SUIWS[S [EPOU ISO]

*9U0) UNOJYJe ‘pIIR[SURNSIW 10 ‘PINIWO ‘PIUANL]J I8 SIUSWI[ JAYIO ING ‘[[9M PIAIAUOD ST ANI[EPOUL JWOS €

"JSO[ ST 9JUL)S PUE APMINIE UT 9OULNU Y} JO YONIW PAUTEIOT AIe $100dSe [epor Mo 7

*PaINISQO IO PAIAE bEmocEwa oIe 9U0) puE SuIuRAW dpmme 10 Aepow a1nyded oy s[rey uone[suen ayJ, |

*0J0 ‘SUONONIISUOD [EUONIPUOD IO dAnounfqns ‘suorssardxs pagieyo Aeuonows ‘(A[Sursudins

‘A1rearo ‘sdeyiad “3-0) sqroape 9ouels ‘(9)eunjiojun ‘yueiroduir <3-9) soAnda[pe dANEN[EAD ‘(JYSTW )SNU “*F°9) SOLIBI[IXNE PUE SGIOA [EPOUT dI€ SIOTAIP ONSIIUI]
juepodw] (9UO) puB POOUI §,)X) 3Y) ASAUOD JBY) doUR)S S JajIm/IoNeads Jo ‘Ajurerrad ‘uonesdiqo ‘Apiqissod ssordxo 9oU)UAS OY) UI SIUSWII[ dUWOS O

HANLILLY ANV ALITVAON

*K1os1001d asodind pue 1x01u05 Suryojewr 7oAd[ ssauairjod pue ouo) onsijAis arerrdordde oyy s100pa1 APUAISISUOD UONR[SURT) AT, :G

*ssaua)ijod 10 ‘A)ITEULIO] “QUO) UT SAYDILWISIUI [RUOISBIOO0 A[UO YIIM [0NUOI dNSTIAIS POOT AJ[RIoUdD) :f

‘Kroyerrdoxddeur 331ys 10430 9[IYM “9]AIS J091100 109 saFessed QwOs $10)SISaI SUTUTLIUTET UT SSA0INS PAXTIA €

‘1951301 pajoadxe o) woiy sAens A[re[nsor uone[suen oy} AJTewIof Jo ‘ssoualrjod ‘ouo) Yim sansst juenbar] 17

JnoySnoxy juasqe Jo derrdorddeur axe o[K)s pue ouo) t10)s13a1 oNSI[AIS JO [O1UOD ON |

*030 ‘suoissa1dxa oneWOIp! ‘swsIwaydng ‘SIIRW 2SIN0JSIP ‘Uone3N[uod qiaa 9Fesn unouoid “9010Yd [BIIXI] I SIIASP dnsIul|

jueptodwry ;1xe) 9y Jo esodind pue 1x0u0d oy 03 payns sseuajeridordde onsiAls pue sseuayrjod onsmSur Jo 9a130p & 21Nbax 9OUNUAS Y] UT SJUSWI[S SWOS O]

YALSIOTY JOILSTTALS

*1x0) [euISLIo 3y Jo 20104 pue sdrysuorne[ar ay) Surdadsar AJ[ny ‘paropuar A[9)EIN0oe ATk SAOUBNU [RIO0S PUE ‘[eILIOISIY ‘TeIm[nd [[ :§

*SJUQIUS[BSTUW JXJUOD [BIO0S JO [EINI[ND JOUTW K[UO YIIM ‘PoAIosaId-[[om aIe SOOUBNU [BUOTIE[AI SO ‘f

*90uRNU JO SUIPUR)SIOPUN IOPLAI 109JJ SUONLIUSSAIISIU JO SUOISSIWO J[QRIOU INQ ‘PAUTRIUIEW AT SIUIWI[D [BUONL[AI JWOS ¢

*PAIOUST 1O PIIB[SUBTISIU QI8 SAND [BIO0S 1O [EIM[NO AUBW {SSIIPPE [BUOTIB[I O} UOTIUINE YBOA (T

"150] A[oINUQ 21 SANI[IqNS [EI0S JO [RIN[ND SSAIPPE [eUONL[AI JO uoneatasaid oN |

L]

199101905 ‘SUOIssaIdxd [RUOTE[AI ‘SOYLIOUOY ‘UNouoId ‘SIANEI0A PUE SO ‘SULIOJ PAIOPUSS oIe $901AdP dNsInull jueptodwy ¢ Iopea/1oua)si] yim sdiysuonerar
PaduUENU 9Y) PUB JUAIUI ‘QOI0A JOY/SIY $JO94Je Jey) punoiSyoeq [BI00S IO ‘[EOLIOSIY ‘[eIN)[nd S JOYINE oY) Jo SUIPUBISIOPUN UB UO A[OI dOUSIUSS O} SO0

SSHIAAY TYNOILVT1dY

JONIL

‘JnoYSNOIY) SUOTIB[SULI) JLINOOE A[[BNIXOJU0D PUE JUS)ISISUOD ‘as1o0a1d YIIm pasn aIe SuLId) oyroads-urewop pue [eo1uydd) [y :§

*$9010Y0 9s19a1d SO 10 SAIOUASISUOIUT IouTwl ATUO (PIM ‘A[JUISISUOD PUB A[2)LINOJ. PIJR[SURI) AIB SULIS) [BIIUYD) ISOIN

“arenodeul APYSIS 10 OLIOUS A[I9AO ‘JUISISUOIUI DB SIAYIO IYM ‘A[}091100 PI[pURY dIe SULId) [BIIUYII) 3Y) JO J[BY INOQY ¢

‘uoIs1oaId pue AJLIR[O USYBOM SITOBINDORUI PUB SIIOUIISISUOIUT A[9JRINIOR PIIR[SURI) QB SULID) [BOTUYI) MO T

“JUQ)STSUOIUT JO ‘PANTWIO ‘PAIB[SUBNSIUI ATe SULIA) [BITUYOI) {JONUO0D AFO[OUTULID) AJBINOJE JO OUIPIAD ON :]

*010 ‘suo1ssaIdxa paxyy ‘SuONEBI0[[0d pIepue)s ‘A3o[oururia) pazijerdads ‘sunou [eoruyda)

AIe $901AQp ONSINSuI] Jue)soduI] ;1X3) AINUS UB SSOIOB ASN JU)SISUOD PUE AJBINIOL SAINDAI jey) A1e[nqesoA d5109ds-UTewop J0 edIUyd9) JARY 9UIUDS ) S0

TOYLNOD ADOTONINYAL

“YIomowrej s o1ua3 o) urim A[arerrdordde pue Apuaoyoo dofeasp Seapr [[e SULINSUL ‘MO [BIISO] PUE 2INJONIS ISINOISIP SAAIesAId AT[nJ uone[suen oy, :g
“IN0O0 UOISAYOD 1o MO ur sasdey Jourur ySnoy ‘seapt jo Juowrdo[odp Jea[d YPIm ‘PoAIdsaId oI SJUSWA[A [EINJINNS PUE SINTRU SINOISIP ISOIA
“JuowdO[oAp BOPI [J0OWS IOPULY SUOTISULT) pIemyME Jo sdes djqeiou Jnq Juasaid oIe 2INJONIS ASINOISIP JO SUSWA[A Y WO ¢
*SQOIAGP [eIN)ONNS Jo asn Aenbapeur pue uorssar3oid [eorSof ur sasde] Juenbaiy YIM MO} ASINOOSIP SUTBIUTEW A[YEIM UOHE[SUET) AU, ”N

-2INoNAS [2OLI0YOYI Pa3oadxa $YI] I0 pAuSWSely ST UOHR[SURS 943 HudWdo[aAdp BIpI JO UONEBAISAId S[qIUISOSIP ON
*030 ‘suonisuen ydesSered ‘(uorsn[ouoo-Apoq-uononponur <3+9) S2INONNS ONBWAYDS ‘SIIRW ISINOISIP AL fou;mc
ansmury jueysoduy ¢21uad ay) Aq peroadxa 2InonIs [BILI0IAYI SY) PUE SWAY) [ENUD 3Y) JO JUAWAO[OAIP ) SIUINPUT SIUAUAS Y} UI SHUIWA[ WS O]

LINIWdOTHAT(  VAd]

21ua3 oY) Aq paxmbai o]43s asuap oy Suraresaid ‘paropuar A[oandaye pue A[[ny st uonewojul xo[dwoos 1o ‘yoensqe ‘passardwos [y ¢

*Kysuap Jo uonejussaidal-1opun [RUOISLO0 10 suonedyIdus Jourur A[uo s ‘pastasad-[jom st uoneuriojur xo[duiod SOl

‘soouenu A9y ss1w 10 pay1[duiis A[19A0 dIe SISYI0 {PAUIR)I I8 SINONNS JORIISQR 10 PassaIdwod Ay Jo Jiey Moqy :¢

*UOISSTUO 10 uonedyIdus Y3noiy) 1so] ST ANSUP oY) JO Yonw {paatasaid are sarmonns xo[duiod Mo :g

*A[INUR N0 1§91 10 paudNey dre seapl xo[dwod A)Suop uonewLIo Ul UrejuTewW o) S[reJ uone[suen ayf, ;1

-010 ‘AroSewr orjoquuiAs ‘ser3oreue ‘sioydejowr ‘Surpunodwoo ‘sasne[d pappaquie ‘seseyd unou xojdwoo

UOTIBZITRUTWIOU AT $ITAdP dnsinJur] Jueptodwy ;ooudipne 1o o1udd oy Aq parnbar sarnonns xa[dwod 1o 10eNsqe ojul uoneuLojur ssa1dwod 2uANUIS AY) S0

ALISNIJ NOILVINIOAN]T

aA'Tard

Juqny 21038 3 uondLsaq

s

‘sour[ 3dwoxd ur pasn se ‘GO pue “YONH], ‘A T1d1] Jo A1030)e0-BIoW AQ PazIueSIO OLIqNI SULI0dS pue S[[DS UOHB[SURT) § JO MAIAIIAO PIIRI(] S 9[qRL

14



A Detailed related works

Annotators in Barrault et al. (2019) had access
to the surrounding sentences while evaluating
sentential scores (SR+DC), as single document
scores (DR+DC) often lacked statistical power and
increased ties between systems (Graham et al.,
2020a). Test suites comprised domain-specific fea-
tures (Vojtéchovd et al. 2019; Bicici 2019), linguis-
tic features (Avramidis et al. 2019; Popovié 2019;
(Raganato et al., 2019)), and discourse linguistic
phenomena Rysov4 et al. (2019). In 2020, the eval-
uation methodology covered more language pairs
(Barrault et al., 2020) and included expanded or
new test suites, such as those focusing on termi-
nology Zouhar et al. (2020), linguistic phenomena
Avramidis et al. (2020), Scherrer et al. (2020), as
well as coreference and gender bias Kocmi et al.
(2020).

Access to context expanded from nearby sen-
tences to the entire document in 2021 (SR+FD) for
all language pairs (Akhbardeh et al., 2021). There
were no notable developments with test suites, but
additional linguistic elements, like idioms, were
added to the current set (Macketanz et al., 2021).

In 2022, human evaluation reverted to the
SR+DC method by presenting 10 consecutive sen-
tences for context (Kocmi et al., 2022). In that
year, rather than creating test suites, they manually
identified issue types using 24 linguistic features in
the English-to-Croatian translation direction. Al-
though this method was novel, its application is
restricted to text analysis.

In 2023, maintaining the conventional approach,
they tested paragraph-level evaluation for the
English-German pair (Kocmi et al., 2023). No new
discoveries were reported, and the differences be-
tween the systems were minimal. Test suites were
expanded with diverse linguistic features (Manakhi-
mova et al. 2023; Savoldi et al. 2023) and included
discourse features related to textual intent (Mukher-
jee and Shrivastava, 2023).

In 2024, significant progress was made in
document-level evaluation, with efforts concen-
trated on diversifying the test set through new do-
mains (medicine, patents, social, etc.) and text
types like speech-to-text and user-generated con-
tent (Kocmi et al., 2024a). Some new labels
were introduced to capture document-level phe-
nomena, such as "Accuracy/Gender mismatch" or
"Style/Archaic or obscure word choice". Never-
theless, the human evaluations often culminated in
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News Literary Speech Social Total
#docs 17 8 107 34 166
#segs
all-level 149 206 111 531 997
doc-level 130 178 107 251 666
#sents 332 593 684 774 2383
~#judgments
context 447 618 333 1,593 2,991
skill 390 534 321 753 1,998

Table 6: Key statistics of the test set and judgments col-
lected from our experiment. Due to a document bound-
ary, each segment consists of 1-14 sentences based on
the domain. Document-level sentences ("doc-level’) are
selected for the main evaluation from the complete set
of sentences ("all-level’).

En-De En-Es En-Is Total
#systems 26 23 20 29 (unique)
#judgments 51,948 45,954 39,960 137,862

Table 7: Systems per language pair and judgments col-
lected in our experiment. Most systems participated
across these pairs, with some exceptions.

perfect scores of 100 out of 100, which undermined
the efficacy in distinguishing between different sys-
tems. The test suites were more robust than ever,
with 11 submissions covering additional languages.
Some emphasized linguistic traits (Armannsson
et al. (2024) and Fridriksdottir (2024) for Icelandic,
Manakhimova and Macketanz (2024) for German
and Russian), while others targeted domain speci-
ficity (Mukherjee and Yadav 2024; Bhattacharjee
et al. 2024; Rozanov et al. 2024; Bawden and Sagot
2023), or addressed both aspects (Dawkins et al.,
2024) in Spanish, Czech, and Icelandic.
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Figure 7: Enter Caption

B Human Evaluation

The En-Es dataset sample was extracted by varying
systems and domains. We employed two trans-
lators and a linguist for three tasks: 1) verify the
accuracy of labeled context dependency, 2) validate
labeled skill sets, and 3) rate each skill from 1 to 5.
Communication occurred via Zoom. Following a
one-hour meeting, we provided them with an Ex-
cel sheet to complete the evaluation within a day.
They could freely consider context and revise if
needed. The reference translation was withheld to
avoid potential bias (Picinini and Castilho, 2025).
Participants received appropriate compensation af-
ter completing the evaluation. The result displayed
that our framework was moderately aligned with
the professionals. When analyzed by skill criteria
in Figure 7, it was noted that participants W2 and
W3 demonstrated especially weak comprehension
in Idea Development.

T p T
Wi 0.579 0.660 0.634
w2 0.633 0.736  0.720
w3 0.569 0.676 0.648
Overall 0.593 0.690 0.667

Table 8: GPT’s Pearson (1), Spearman (p), and Kendall-
Tau (7) correlations of skill scores to professionals.
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Scenario

Global Universal

Extended
Context

Figure 8: Pearson correlation of various context types
to the ESA score.

C Additional Results

C.1 FALCON provides sufficient nearby
context cues.

Our evaluation framework is criticized for perhaps
not sufficiently communicating context, particu-
larly concerning LOCAL CONTEXTUAL KNOWL-
EDGE. To remedy this, Pearson correlation coef-
ficients for different context types relative to the
ESA gold score are calculated. Figure 8 shows
that our baseline excels in LOCAL CONTEXTUAL
KNOWLEDGE against other versions, with minimal
differences. Importantly, UNIVERSAL CONTEX-
TUAL KNOWLEDGE shows significant fluctuations
as context types change, with reliability dropping
when source context is omitted.

C.2 Perfect sentences are rare in En-Is.

We evaluate sentences with an average score of 5
of 5 per system for different language pairs. Fig-
ure 9 shows that many systems excel in German
and Spanish, with mid-tier models showing notable
strength in Spanish. Conversely, achieving this
level of success is uncommon for Icelandic, partic-
ularly among mid-level models, which underscores
the difficulty of En-Is translation except by top-tier
models at the document level.
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Figure 9: Proportion of perfect sentences (average score of 5.0) across language pairs, with three graphs sharing the
y-axis for clarity (unit: %).

D Full Results

This section delineates the performance of all sys-
tems encompassed within the dataset. The perfor-
mances are systematically categorized according to
domain, context, and skill sets of meta-categories
and sub-categories.
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E Prompt Lines
E.1 Context Dependency

We would like you to label the context dependency of the
following sentence in the {domain} domain. You should classify
the external knowledge needed to translate the sentence
into sentence-level knowledge, local contextual knowledge,
extended contextual knowledge, global contextual knowledge, and
universal contextual knowledge. You must write only one class
without any explanation.

{definition}
{src_lang} Sentence: {sentence}

E.2 Translation SKkills

You are given the following 9 translation skills.

[Skill Options]

{skill}

What are 3 core skills required to translate the following
sentence into a coherent piece of discourse? Especially, select
the primary skills uniquely required to translate into any
languages within the {domain} domain, rather than skills that
could be applied to ordinary sentences.

[{src_lang} Sentence]
{sentence}

Select and write the index of the 3 most primary skills. Also,
write a brief description of how the skill should be applied
when translating within 1-2 sentences for each selected skill.
Finally, after generating two newlines, return a Python list
object that includes each index of 3 skills, arranged in
descending order of importance, from the most important to
the least.

[System]
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E.3 Main Evaluation

We would like to request your feedback on the discourse-level
quality of the translation within the {domain} domain. In your
feedback, please rate the current translation enclosed with
backticks in the following 3 categories, by referring to the
preceding segments and following each scoring rubric.

[Score rubric]
{skills}

[Preceding segments]
{src_lang} source: {prev_src}
{tgt_lang} target: {prev_tgt}

[Current segments]
{src_lang} source: {src_seg}
{tgt_lang} translation: “‘{tgt_seg}“®

Please give feedback on the translation. Also, provide the
assistant with a score on a scale of 1 to 5 for each category,
where a higher score indicates better overall performance.
Make sure to give feedback or comments for each category
first, followed by the corresponding score for each category.
Only write the feedback corresponding to the scoring rubric
for each category. The scores for each category should be
orthogonal, indicating that ’register’ should not be considered
for ’modality’ category, for example.

[System]
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