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Abstract

An immersive acoustic experience enabled by spatial au-
dio is just as crucial as the visual aspect in creating re-
alistic virtual environments. However, existing methods
for room impulse response estimation rely either on data-
demanding learning-based models or computationally ex-
pensive physics-based modeling. In this work, we intro-
duce Audio-Visual Differentiable Room Acoustic Render-
ing (AV-DAR), a framework that leverages visual cues ex-
tracted from multi-view images and acoustic beam trac-
ing for physics-based room acoustic rendering. Experi-
ments across six real-world environments from two datasets
demonstrate that our multimodal, physics-based approach
is efficient, interpretable, and accurate, significantly out-
performing a series of prior methods. Notably, on the
Real Acoustic Field dataset, AV-DAR achieves compa-
rable performance to models trained on 10 times more
data while delivering relative gains ranging from 16.6%
to 50.9% when trained at the same scale. Project Page:
https://humathe.github.io/avdar/.

1. Introduction

Spatial audio is a fundamental component of immersive
multimedia experiences and is often regarded as “half the
experience” in virtual and augmented reality (VR/AR) ap-
plications. For example, spatialized sound can help users
navigate real environments [58], and precise spatial posi-
tioning of audio sources enhances natural remote commu-
nication and engagement [48]. Accurately modeling spatial
audio unlocks a wide range of immersive applications, from
entertainment and gaming to education and telepresence.
Recreating the spatial acoustic experience is analogous
to novel-view synthesis [42, 44] in vision, where the goal
is to learn from sparse images to synthesize photorealistic
images from arbitrary viewpoints. Similarly, novel-view
acoustic synthesis [33, 38, 40, 59, 65] aims to render the
received sound at any listener location within a scene. A
widely used representation for this task is the Room Im-
pulse Response (RIR) [6, 55], which describes how an emit-
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Figure 1. Our differentiable room acoustic rendering framework
combines multi-view visual observations and acoustic beam trac-
ing for efficient and accurate room impulse response (RIR) pre-
diction. By analyzing the visual cues of surfaces (e.g., fabric vs.
wood), it infers acoustic reflection responses for accurately ren-
dering RIRs through physics-based, end-to-end optimization.

ted sound propagates through space—including reflections
and diffractions—before reaching a listener. Accurately es-
timating RIR for every possible source-listener pair would,
in principle, enable realistic spatial acoustic rendering.
Existing methods for estimating RIRs generally fall into
two broad categories: learning-based and physics-based.
Learning-based approaches [5, 37, 39, 40, 49, 59] treat RIR
estimation as a regression task trained on densely measured
ground-truth RIRs. Although effective for fitting simulated
scenes and offering efficient inference, they can be difficult
to deploy in real-world settings due to high data require-
ments and the lack of physically grounded guarantees. In
contrast, physics-based approaches [33, 65] rely on explicit
acoustic models such as the image-source method [65] or
volume rendering [33]. However, both are impractical for
large scenes with sparse training samples: the image-source
method requires significant computation to enumerate re-
flection paths and becomes prohibitively expensive in com-



plex environments, while volume rendering demands exten-
sive 3D samples for RIR reconstruction and considerable
training data to learn a neural acoustic field.

Our key insight is that while sound fundamentally differs
from light—traveling more slowly and exhibiting time-of-
arrival variations—both are influenced by the same geom-
etry and surface material properties within a given scene.
As shown in Fig. 1, a surface region’s acoustic prop-
erty often strongly correlates with visual appearance due
to the same underlying materials. For example, smooth,
hard surfaces like glass tend to reflect high-frequency
sound, whereas rough, deformable materials such as carpets
primarily absorb high-frequency components and reflect
lower-frequency waves. Leveraging visual observations to
estimate surface acoustic properties in a physics-based dif-
ferentiable framework could potentially enable more accu-
rate and efficient learning of room acoustic parameters.

To realize this intuition, we introduce an Audio-Visual
Differentiable Room Acoustic Rendering (AV-DAR) frame-
work, which leverages visual cues to guide the differen-
tiable rendering of RIRs in an end-to-end manner. By
aligning multi-view image features from camera space to
3D scene space via a cross-attention mechanism, our ap-
proach decouples view-dependent visual information, form-
ing a unified, material-aware representation in the scene
space. This representation serves as a robust foundation for
learning reflection properties and enables accurate RIR es-
timation at unobserved locations. Additionally, we employ
beam tracing [21, 29] to search for specular reflection paths
and model the acoustic field, which requires fewer training
samples than volume rendering and significantly reduces
computation time compared to the image-source method.

Experiments on six real-world environments [13, 65]
show that our approach significantly outperforms both
learning-based and physics-based baselines. For example,
on the Real Acoustic Field dataset [13], our model achieves
comparable performance to existing methods trained on
roughly 10x RIR measurements while delivering 16.6% to
50.9% improvement when trained at the same scale. More-
over, qualitative analysis confirms that our method learns
material-specific acoustic reflection responses that closely
align with the visual characteristics of the scene.

Our main contributions are threefold: First, we pro-
pose a physics-based differentiable room acoustic render-
ing pipeline that not only learn from sparse, real-world
RIR measurements but is also efficient, interpretable, and
accurate. Second, we are the first to integrate acoustic
beam tracing within an end-to-end differentiable frame-
work, enabling efficient computation of reflection re-
sponses. Third, our approach leverages multi-view images
to capture material-aware visual cues that correlate with
acoustic reflection properties, achieving significantly more
accurate RIR rendering than prior methods.
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2. Related Work

Learning-Based RIR Prediction. A growing body of work
leverages machine learning techniques to approximate room
impulse responses (RIRs) directly. Early methods often rely
on large sets of measured or simulated RIRs to train neural
networks capable of predicting RIRs at new positions. For
instance, Ratnarajah et al. [51] use a generative adversar-
ial network (GAN) to synthesize RIRs, while later efforts
incorporate scene meshes [50] or visual signals [39, 49] to
condition RIR generation. Continuous implicit neural rep-
resentations have also been explored to model high-fidelity
acoustic fields within individual scenes [5, 37, 38, 40, 52,
59]. However, unlike our approach, which can learn from
sparse RIR measurments, these methods often rely on dense
measurements and/or simulated data, requiring up to 1,000
measured RIRs in order to accurately interpolate to new po-
sitions within the same environment [52].

Physics-Based Room Acoustics Modeling. Classical
acoustic modeling generally follows one of two paradigms:
wave-based or geometric approaches. Wave-based methods
directly solve the wave equation to model how sound prop-
agates through air and interacts with surfaces [2, 28, 46,
57, 60]. These methods accurately capture inference and
diffraction but can become computationally prohibitive for
large domains or higher frequencies. In contrast, geomet-
ric acoustics approximates sound propagation using rays or
beams. Techniques such as the image-source method [3] ac-
count for specular reflections by spawning virtual sources,
but the number of virtual sources grows exponentially with
reflection order [10]. Other geometric approaches, such
as ray tracing [32, 54] and beam tracing [21, 29, 34, 62],
use stochastic sampling to achieve more efficient rendering
and more accurate late reverberation modeling compared to
image-source methods [53]. Our method is also physics-
based and uses beam tracing, but we integrate it into our
differentiable room acoustic rendering pipeline for end-to-
end optimization.

Audio-Visual Room Acoustics Learning. Recent inspir-
ing work integrates visual and audio signals on an array of
interesting tasks related to room acoustics, including pre-
dicting how a given audio signal would sound in a scene
visually depicted in images and videos [7, 11, 17, 36, 56],
converting monaural audio to spatial audio based on vi-
sual spatial cues from the environment [24, 26, 27, 35, 45],
learning image representations, scene structures, and hu-
man locations through echolocation and ambient sound [ 14,
18, 23, 64], navigating in simulated and real room environ-
ments based on audio-visual observations [8, 22, 25], and
synthesizing binaural sound from novel viewpoints [1, 9,
12, 15, 37, 41]. Different from all of them, we incorporate
multi-view visual cues into a differentiable room acoustic
rendering pipeline for accurate RIR prediction.



Differentiable Acoustic Rendering. Differentiable ren-
dering has become a powerful tool in graphics and vision,
enabling image-based training for a wide range of recon-
struction tasks [31, 61, 67]. A similar approach can be ap-
plied to acoustic rendering, allowing inverse problems to
be solved by optimizing acoustic-related physical properties
using gradient-based optimization [16, 19, 20, 30]. In room
acoustics, DiffRIR [65] introduces a differentiable image-
source renderer that jointly learns source and scene prop-
erties, and AVR [33] applies a differentiable volume ren-
derer to train a neural acoustic field. Differently, we lever-
age beam tracing [21, 29] to efficiently search for specular
reflection paths, achieving higher accuracy than ray trac-
ing and significantly reduced computation time compared
to volume rendering or image-source methods [53].

3. Approach

3.1. Preliminaries

Our goal is to learn a time-domain room impulse response
function from sparse training data:

Rﬁ(xa7xb7pa7t)' (1)

Here, x,, X3, p, denote the speaker location, the listener
position, and the source orientation, respectively.

During training, besides using a sparse set of ground-
truth RIR measurements, we leverage multi-view images to
capture the scene’s visual information. Formally, we as-
sume a set of N, images with known camera intrinsics m
and extrinsics P(%):

({19, 7, PO} i=1,--- ,N.}. )

Our motivation of using multi-view images arises from the
fact that, while RIR measurements encode the final re-
sults of acoustic wave propagation—including direct sound,
early reflections, and late reverberations—they make it dif-
ficult to directly infer the underlying surface reflection prop-
erties. Multi-view images, on the other hand, capture visual
material and geometric cues that are essential for predict-
ing plausible reflection responses, effectively complement-
ing the acoustic modality.

In practical applications, once RIR is learned, convolv-
ing it with an arbitrary input signal h(t) yields the predicted
audio at xp:

hb(t) = h’(t) * RIR‘(Xaa Xbs Pas t)? (3)

thus enabling realistic spatial acoustic rendering.

3.2. Overview of the AV-DAR Framework

We now introduce our framework, AV-DAR, which es-
timates room impulse responses (RIRs) at novel source-
listener pair locations from sparse RIR measurements,
multi-view images, and rough geometry of the room (e.g.,
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expressed as a small number of planes). Following the de-
composition in [65], we model the RIR as:

RIR(t) = > s(7:01) - R(t — 7505) +7(;03), ()
T

where:

* 5(t;01) is a learnable time-indexed vector representing
the speaker’s source impulse response.

* R(t;©5) is the integrated reflection response. We com-
pute this term using beam tracing and differentiable
rendering (Section 3.3), which is efficient compared to
image-source methods and more accurate than ray trac-
ing. To adapt to the beam tracing approach, we develop
a multi-scale reflection response (Section 3.4). In addi-
tion, our multi-view vision module (Section 3.5) extracts
visual material cues to condition the reflection response
prediction explicitly on surface properties.

* r(t;03) is the position-dependent residual impulse re-
sponse that models high-order reflections, diffraction, and
late reverberation (Section 3.6).

Overall, AV-DAR integrates all components into an end-
to-end differentiable pipeline, enabling gradient-based opti-
mization for accurate RIR rendering.

3.3. Acoustic Beam Tracing

Here we aim to develop a differentiable acoustic rendering
model that supports gradient-based optimization of reflec-
tion responses. This requires an efficient method to com-
pute the integrated reflection response while maintaining
differentiability for backpropagation.

Traditional image-source methods [3] yield accurate
specular reflections but are computationally prohibitive in
large scenes due to their exponential complexity. Al-
though ray tracing [32, 53, 54] offers faster, stochastic sam-
pling of paths, it often fails to capture specular reflections
when the source and listener are modeled as infinitesimal
points. To overcome these limitations, we adopt beam
tracing [21, 29, 62] as our acoustic primitive. In contrast
to ray tracing—which treats sound as infinitesimally thin
lines—beam tracing represents sound as volumetric, cone-
shaped beams (see Supp. for an illustration); a listener is
considered “hit” if it lies within a beam, ensuring robust
detection of specular paths without relying on artificial vol-
umetric approximations.

We uniformly sample N; beams from the source using a
Fibonacci lattice to ensure even angular coverage and select
a small apex angle to prevent beam overlap while maximiz-
ing spatial efficiency. Assuming narrow beams, we neglect
beam splitting. The beam tracing function defines the set of
valid reflection paths between source x,, and listener x; as:

P(Xa7xb) = {ik};cvzl' (5)
For each path x, we compute the frequency response by
combining the frequency-dependent reflection response at
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Figure 2. Method Overview. Our framework contains two main components for rendering the room impulse response (RIR): (1) Visual
Processing (top): Multi-view images of the scene are passed through a pre-trained vision encoder to extract pixel-aligned features at
sampled points on the room surface. We then apply cross-attention both across views for each sampled point and across sampled points of
query X to obtain a unified, material-aware visual feature F(x) (detailed in Section 3.5). (2) Acoustic Processing (bottom): On the left,
we illustrate our acoustic beam tracing procedure (Section 3.3), where we sample specular paths and compute the path reflection response,
conditioned on both the positional encoding (Section 3.4) and the visual feature F(x). On the right, we show how we model the residual
acoustic field (Section 3.0) by treating every point on the surface as a secondary sound source and integrating its contribution via Monte-
Carlo integration. The entire pipeline is fully differentiable, enabling end-to-end optimization of both acoustic and visual parameters.

each hit point, Refl(x)[f], with the source’s directional re-
sponse, D ;. The total frequency-domain attenuation is:

1 Refi(x))[f] - Dz[f).

X;EX

(6)

This product is transformed into the time domain via a min-
imum phase transform [43]:

k(X,t) = MinPhase ¢ Dz o H Refl(x;) ¢ (¢).

xJ-Ex

(7

In addition, we account for attenuation and delay due to air
absorption and propagation loss using a propagation opera-
tor:

S-ny(0) = PO g gy,

Usound T

®)

where exp(—ao7) models air absorption, (vsouna 7) ! rep-
resents propagation loss, and h(t — 7) applies the appro-
priate delay. For a path with total travel time £, the final
contribution to the reflection response is S; {x (%, 1)}

Finally, the integrated reflection response is obtained by
summing the contributions of all valid paths:
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R(t) = Y &, {s(Zs, 1)}

XL EP

Our differentiable formulation, combined with beam trac-
ing, enables efficient optimization of reflection response
learning and visual feature extraction, as discussed next.

3.4. Multi-Scale Reflection Response

In a volumetric beam framework, the contact region be-
tween a beam and a surface grows as the beam propagates
farther from the source, causing the reflected energy to span
a larger patch of the surface. This phenomenon naturally
introduces a multi-scale effect: near the source, reflections
come from a smaller region; farther away, reflections inte-
grate over a larger area. Due to small apex angle, the physi-
cal contact region is considered as an ellipse in most cases.
However, our beam tracing algorithms only returns a single
hit-point x for each reflection. To model the overall reflec-
tion response from the area, we approximate it by a small
Gaussian distribution around the sampled hit point x. Con-
cretely, we let x' ~ N (x,X), where ¥ encodes the ellipti-
cal patch size and orientation. Intuitively, > grows with the
travel distance [ and depends on the reflection angle 6 and



half-apex angle . For the detailed calculation of X, please
refer to Supp.

Next, we introduce our modeling of the reflection re-
sponse. Recall from Equation 6 that Refl(x) is a frequency-
dependent surface function. We discretize the frequency
axis into F' key frequencies and learn reflection values at
those key frequencies, linearly interpolating to produce a
continuous frequency response. We thus seek:

Refl(7(x, X); ©,) € R, )

where v(x, X)) is the integrated positional encoding (IPE) of
surface location x. We adopt the formulation of IPE from
Mip-NeRF [4] to handle the spread in the contact region,
meaning that we replace the point-based Fourier positional
encoding 7y(x) with an “averaged” encoding:

(10)
(1)

Though not explicitly integrating over the elliptical region,
this encoding incorporates the local variance of the beam
contact, allowing reflection predictions at the same surface
point to vary when the beam’s elliptical region differs.

’Y(X’ 2) = EX’NN(X,Z) [V(X/)}
= y(x) o exp (—3diag(E,))

3.5. Multi-View Vision Feature Encoder

We incorporate multi-view images to guide reflection re-
sponse prediction. Specifically, we learn a vision feature
encoder F(x, X; @) that captures the appearance informa-
tion around the surface x. The reflection response is then:

Refl (y(x, ), F(x, 2); @2) € RF (12)

Assume we have a set of Ny basis sample points on ge-

ometry M, denoted by {z; }j-vzsl, and N, captured images,
denoted by {I()}Ne . We construct F in three stages:

1. Per-view feature extraction. This stage encodes each im-
age into a feature map, then sample per-sample features
from each image.

2. Multi-view feature aggregation. This stage aggregates
multi-view features of each sample point z; into a single
feature vector v;.

3. Sample-level neighborhood fusion. This stage fuses the
features of the k-nearest sample points around a query x
into the unified vision feature vector F(x, X).

Per-View Feature Extraction. Let I(*) be the i-th image
with known camera intrinsics 7 and extrinsics P(*). We first
extract a pixel-aligned feature map W) = £(I)) using a
pre-trained vision encoder £ (e.g., DINO-v2[47]). Then, for
each 3D sampled point z;, we project it into image ¢ with

P and 7. We then bi-linearly sample from W () to obtain
(1),

the vision feature v P

. (@) (i) g if . is visible in I(®
vg_z):{W (F(P zj)) if z; is visible in 1 " 13)

0 otherwise.
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Multi-View Feature Aggregation. Given the per-view fea-
ture vy), we next aggregate them across images to form a
single vision feature v; for each sample z;. We adopt cross-

attention mechanism [63]:
Ne . . . .
Vi =3 p(00(2)) TV @ PO) 4w ) - a(vi?)
i=1

14)
where vi*" is the intermediate aggregated feature. gI"he

functions v, ¢, and « are linear projections to produce keys,
(4)
) J

visible in I and —oo if otherwise. ~(-) is a Fourier po-
sitional encoding, and p denotes the softmax function. Fi-
nally, a 2-layer feed-forward network (FFN) refines this raw

feature:

quires, and values, respectively. The mask m " is 0 if z; is

v; = FEN(v}™). (15)
Sample-Level Neighborhood Fusion. With v; computed
for each sampled point z;, we then derive a vision feature
for an arbitrary query point x. Let

N(x) = {z;}j (16)
be the set of k-nearest samples to x, with corresponding
vision features {v}}_,. We then fuse these neighborhood
features using a point-transformer [68]:

k
P, ) =0 p(9(6' (106 2) =/ (v))+8)) ) (' (v))+55),

j=1

where g is a MLP producing the non-normalized atten(tilgrz
coefficients from the key-query difference, and ¢’, ¢’, and
o' are key, query, value projections. ¢; is a positional en-
coding produced by another MLP v:

6 =0’ (x — xj).

(18)

In this way, our two-level fusion across both views and
sampled points yields a robust vision feature that captures
local geometry, visibility, and appearance. These features
then drive more accurate reflection response predictions in

the subsequent acoustic modules.

3.6. Position-Dependent Residual Component

Finally, we introducethe residual component r(t; ®3),
which is responsible for modeling high-order reflections,
diffuse reflections, diffraction, and late reverbarations. We
treat each point on the geometry x € M as a secondary
sound source and model the residual IR as the integral of
these secondary sources from the listener position xp.

We use a 4-layer MLP e, to predict the differential time-
domain response h(t) per solid angle w at any location x:

h(t) = E(Xawvtaxavpb;®3)~ (19)

The residual IR is then calculated by the integral:



RAF-Empty

RAF-Furnished

Method Scale

Loudness C50 EDT T60  Loudness C50 EDT T60

dB)l @B)] @ms)] ()| (@B)] (@B)] @ms)| (%!

NAF++ [13, 40] 1% 6.05 2.10 94.5 23.9 6.61 2.10 74.9 23.0
INRAS++[13, 59] 1% 3.69 2.59 100.3  23.5 2.96 2.61 92.6 25.0
AV-NeRF [37] 1% 3.16 2.52 96.4 21.8 2.92 2.64 96.7 24.5
AVR [33] 1% 3.00 2.19 87.3 24.1 2.97 2.33 72.3 17.9
Ours 0.1% 3.14 1.81 86.6 16.9 2.45 1.98 80.1 15.2
Ours 1% 2.50 1.42 56.2 10.7 1.68 1.29 47.4 9.61

Table 1. Results on the Real Acoustic Field dataset [13] (0.32s, 16 kHz). Cells highlighted in green denote the best performance, and
indicates the second best. Note that our model trained on only 0.1% of the data already achieves lower C50 and T60 errors than
baseline methods, and significantly outperforms all baselines when using the same amount of training data.

r(t; @3) = / SHe}(x'(w), —w, t; O3)py(w)dw  (20)
SZ
N,
~ Z Sr e (x)y —wr, t; O3).

k=1

21

In Equation 20, x’ (w) is the intersection of a ray in direction
w from x with room geometry M, and p, is the uniform
distribution over S?. Equation 21 approximates Equation
20 via Monte Carlo integration with IV,. sampled directions
wy, from distribution p,,.

4. Experiments

4.1. Experiment Settings

Datasets. We evaluate our method on two real-world
datasets: the Real Acoustic Field (RAF) [13] dataset and the
Hearing Anything Anywhere (HAA) [65] dataset, which are
the only available real-world RIR datasets with accompany-
ing visual capture. The RAF dataset contains densely mea-
sured monaural RIRs recorded in two office settings (Empty
and Furnished) using tens of thousands of source-listener
pairs. We use 0.32s RIR segments resampled at 16 kHz,
following prior work [13, 33]. Each room also has a 3D
reconstruction and a dense set of images [66].

The HAA dataset comprises four rooms with diverse
structures and acoustic characteristics. Each room has man-
ually crafted planar geometry. Following [65], we train on
12 listener locations per room and test on half of the remain-
ing unseen locations. For HAA, RIR segments of 2.0's are
used, and they are resampled at 16 kHz.

Evaluation Metrics. Following [13, 33, 59], we evalu-
ate perception-related energy decay patterns using Clarity
(C50), Early Decay Time (EDT), and Reverberation Time
(T60). To account for differences in overall RIR magnitude,
we also adopt a loudness metric defined as:

Epyred ) ’7 22)

Loudness Error = ‘10 logyo( i
gt
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Figure 3. Performance comparison across training scales (from
0.01% to 100% of training data). Our model consistently outper-
forms baselines, particularly in few-shot scenarios (less than 3%
data). See Supp. for EDT and Loudness metrics.

where E = [ h?(t) dt is the energy of the signal h(%).

Implementation Details. For multi-view images, we man-
ually select a subset covering the scene, using 13-30 im-
ages for most scenes in the two datasets and 65 images for
the RAF Furnished room to assess performance saturation
(see Supp. for ablation details). In the HAA dataset, where
multi-view images are not provided, we randomly sample
cameras from the Polycam reconstructions to render images
at 512x512 resolution. Note that Polycam is used only for
visual rendering, while beam tracing is performed on the
original coarse planar geometry. Additional architectural
choices and training details are provided in Supp.

Baselines. We compare with a series of state-of-the-art ap-
proaches. NAF++ and INRAS++ [13] are improved ver-
sions of the implicit neural field methods NAF [40] and
INRAS [59] in 3D settings, respectively. AV-NeRF [37]
is an audio-visual method that also uses depth and RGB
to learn implicit acoustic fields. AVR [33] is a physics-
based method that uses NeRF-like volume rendering for
RIR reconstruction. Diff-RIR [65] is a differentiable ren-
dering method that uses the image-source method for for-
ward rendering; due to its extensive pre-computation time
(over 500 hours for just two reflections in one scene on the
RAF dataset), we only include it in the HAA comparisons.



Classroom Complex Room Dampened Room Hallway

Method Loud C50 T60 Loud CS50 T60 Loud CS0 T60 Loud CS0  T60

@B} @Bl @I @B @B R @Bl @Bl ®L @B @Bl B
NAF++ [13, 40] 8.27 1.62 1340 443 2.25 44.8 3.88 424 3069 871 1.36 21.4
INRAS++ [13, 59] 1.31 1.86 60.9 1.65 2.26 29.5 3.45 3.28 187.1 1.55 1.87 7.4
AV-NeRF[37] 1.51 1.43 50.0 2.01 1.88 36.6 2.40 3.05 107.9 1.26 1.03 9.5
AVR [33] 3.26 4.18 443 6.47 2.55 36.7 6.65 11.11 81.4 2.48 2.69 7.0
Diff-RIR [65] 2.24 2.42 39.7 1.75 2.23 18.5 1.87 1.56 449 1.32 3.13 6.8
Ours 0.99 1.02 24.3 0.98 1.44 10.8 1.11 1.45 31.9 0.85 1.15 6.3

Table 2. Results on the Hearing Anything Anywhere dataset [65] (2.0 s segments, 16 kHz), trained on 12 listener locations. Our method
significantly outperforms all baseline methods in these scenes, demonstrating its effectiveness in accurately reconstructing room acoustics

in few-shot settings. See Supp. for EDT error results.

4.2. Quantitative Results

Results on the RAF Dataset. To fully exploit the dense
samples in RAF [13] and evaluate performance at various
training scales, we split the original training set (80% of all
data) into 9 nested subsets ranging from 0.01% to 100% of
the data. The smallest subset contains only 3 samples, while
the largest includes approximately 30K samples, with each
larger subset including all samples from the smaller ones.
All models are evaluated on the original test set from [13]
to ensure comparability across scales. Table | reports re-
sults on the 1% dataset and on our model trained with 0.1%
of the data. Notably, our method trained on only 0.1% of
the data achieves comparable performance to state-of-the-
art baselines trained on 10x more data. In addition, our
method consistently outperforms all baselines when trained
with the same amount of data, with improvements rang-
ing from 16.6% (Loudness Error in RAF Empty Scene) to
50.9% (T60 Error in RAF Empty Scene). Figure 3 further
demonstrates that our model outperforms existing baselines
across all training scales, particularly in few-shot settings
(below 3% training data).

Results on the HAA Dataset. Table 2 shows the perfor-
mance on the HAA dataset [65]. Our method significantly
outperforms all baseline methods in the four challenging
real-world scenes, demonstrating its effectiveness in accu-
rately reconstructing room acoustics. The only exception is
the C50 metric in the Hallway scene, where AV-NeRF ex-
hibits particularly strong performance. This is likely due to
AV-NeRF uses depth as an input, which is especially bene-
ficial in this simple, constrained hallway geometry.
Ablation Study. We further conduct an ablation study
where we ablate key components in our framework to eval-
uate their individual contributions: 1) Uni. Residual de-
notes replacing the positional-dependent residual with a
fixed learnable positional-independent vector; 2) w/o Resid-
ual sets Residual to zero; 3) w/o Vision sets vision features
to zero; 4) Ray-tracing replaces beam tracing with specular
ray tracing; and 5) w/o IPE uses fixed Fourier features in
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Variant C50 EDT T60
Ours (full) 1.98 80.1 15.2
Uni. Residual 2.11 1064 13.9
w/o Residual  3.82 142.8 49.0
w/o Vision 2.13 98.6 143
Ray-tracing 427 1469 219
w/o IPE 2.10 101.2 15.0

Table 3. Ablation study results. See text for details.

place of the multi-scale positional encoding. The results are
summarized in Table 3. We can see that each component is
essential for accurately rendering RIRs at novel locations.

4.3. Qualitative Results

Visualization of Signal Spatial Distribution. Figure 4 il-
lustrates the spatial distribution of the sound signal at an un-
seen source location and orientation in the RAF Furnished
Room. The top two rows display the phase and amplitude
at a wavelength of 0.6 m, while the bottom row shows the
loudness heatmap. Our model generates physically plau-
sible wave distributions, as evidenced by the periodic pat-
terns in both phase and amplitude, and successfully cap-
tures the source directivity and reflection decay with as lit-
tle as 0.1% training data. In contrast, AVR, which is also a
physics-based method, accurately models the source loca-
tion but fails to capture the source directivity and produce
physically consistent spatial distributions of phase and am-
plitude. Unsurprisingly, all learning-based methods (AV-
NeRF, NAF++, INRAS++) struggle in this regard. While
they can interpolate and predict RIRs by learning from, and
sometimes overfitting to, the training data, they fail to pro-
duce a loudness heatmap with correct source localization or
meaningful phase and amplitude distributions. For compar-
isons of predicted RIR signals, please refer to Supp.

Interpreting Learned Reflection Responses. In Figure 5,
we visualize the reflection response on the image surfaces
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Figure 4. Signal spatial distribution visualization. Top two rows: Phase and amplitude maps at 0.6 m wavelength. Bottom row: Loudness
heatmap. Our model, trained on only 0.1% of the data, accurately captures source directivity and localization, yielding plausible phase and
amplitude distributions, while baseline methods fail to produce these patterns even with 10X training data.
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Figure 5. Reflection response visualization. The RGB color encodes frequency-dependent reflection response, with red indicating high-
frequency and blue indicating low-frequency. Our method yields diverse, interpretable reflection patterns even with only 0.1% training
data. In the middle, we visualize the reflection response curves. The results align with real-world observations—e.g., carpet exhibits low
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high-frequency reflectivity, foam is generally absorptive, and metal reflects strongly at high frequencies.

by projecting RGB colors into the camera space. Red
and blue indicate higher-frequency reflectivity and lower-
frequency reflectivity, respectively. Our method yields di-
verse and interpretable reflection responses, even when
trained on just 0.1% of the data. For example, the reflection
responses for the carpet and metal areas align with their ma-
terial properties—carpet effectively absorbs high frequen-
cies, foam is generally absorptive, and metal is highly re-
flective in the high-frequency range. Moreover, an acoustic-
only variant of our model (with vision features replaced by
zeros) highlights the impact of incorporating visual cues,
which significantly enhances the diversity and material rel-
evance of the predicted reflection responses.

5. Conclusion

We presented AV-DAR, an audio-visual differentiable
pipeline for synthesizing room impulse responses (RIRs).
By combining beam tracing with visually-guided reflec-
tion modeling, our approach learns RIRs from sparse real-
world measurements and outperforms state-of-the-art base-
lines while reducing data requirements. Our work opens
new possibilities for immersive AR/VR applications. As
future work, we plan to extend our framework to handle
multi-scene scenarios for few-shot or zero-shot reflection
response prediction. We also aim to explore implicit acous-
tic modeling from only raw audio data, leveraging much
larger corpora for training more generalizable models.
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