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Abstract

As large language models (LLMs) increasingly
permeate daily life, there is a growing demand
for interactions that mirror human conversa-
tion in real time. Traditional LLM-based chat
systems are turn-based, preventing users from
interacting verbally with the model while it
generates output. To overcome these limi-
tations, we introduce duplex models, which
can receive inputs from users while generat-
ing outputs and adjust dynamically to instant
user feedback such as interruptions. To endow
model LLM architectures with such character-
istics, we utilize a time-segment decoding strat-
egy that enables the model to process inputs
and generate responses pseudo-simultaneously.
Furthermore, to make the LLMs proficient in
handling real-time conversations, we construct
a fine-tuning dataset with interleaved pieces of
time-segmented input and output and include
typical types of feedback in instantaneous in-
teractions. In the experiments, we find that
although the inputs and outputs are segmented
into incomplete pieces, the model preserves its
performance on standard benchmarks with a
few steps of training. Moreover, this approach
makes user-Al interactions more natural and
human-like, thus greatly improving user satis-
faction in our user experiments. The model and
dataset will be released.

1 Introduction

Large language models (LLMs) have demonstrated
impressive capabilities in various scenarios (Ope-
nAl, 2023c,b). They are more integrated with peo-
ple’s daily lives, such as coding assistants (Chen
et al., 2021; GitHub, 2023b,a; Microsoft, 2024
Roziere et al., 2023; Li et al., 2023), task assis-
tants (Wang et al., 2023b; Qian et al., 2023), virtual
role play (Shao et al., 2023; Shanahan et al., 2023),
and even emotional companions (Chaturvedi et al.,
2023; Guingrich and Graziano, 2023; Pentina et al.,
2023). The extraordinary capabilities of LLMs can
satisfy users in many applications.

Despite ongoing advancements, interactions
with LLMs often fail to mirror the real-time dy-
namics inherent in human conversations. We assert
that the primary difference between contemporary
human-LLM exchanges and human-to-human di-
alogues resides in the modes of interaction. In
human conversations, participants simultaneously
process incoming information and formulate re-
sponses, often overlapping and interjecting, thus
allowing for interruptions or being interrupted. In
contrast, current human-LLM interactions neces-
sitate that one participant remains entirely pas-
sive and idle while the other generates responses.
Interruptions must be artificially initiated, either
by clicking a “stop” button or saying certain key-
words, resulting in a communication format with
LLMs that is conspicuously artificial, particularly
in speech.

To address this limitation, we introduce the con-
cept of duplex models. Ideally, in duplex models,
the system would emulate human cognitive pro-
cesses by synthesizing responses internally while
simultaneously attending to incoming user inputs,
akin to a person thinking while listening, and speak-
ing while observing. However, present autoregres-
sive models face substantial challenges in adopting
a duplex configuration, as they must process a full
input sentence into key-value caches before gener-
ating any new tokens, resulting in a turn-based con-
versation. In this paper, we propose a framework
to establish a pseudo-duplex model that behaves
similarly to a true duplex system without neces-
sitating significant alterations to the foundational
model architecture.

We adopt two strategies to approximate a duplex
model. The first strategy involves a time-segmented
decoding approach, where the model processes
segments of input incrementally and generates re-
sponses based on these partial inputs. When a new
input arrives, the model immediately halts its cur-
rent output generation and starts a new sequence
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Figure 1: Illustration of the input/output processing scheme of traditional models (1a) and duplex models (1b).
Traditional models receive the complete input from the user before generating the response. In contrast, duplex

models process the input and generate the output in an online manner.

that integrates the additional input, enabling swift
responses. The second strategy entails fine-tuning
traditional models with a dataset structured in a
duplex format. This dataset has two differences
compared to the conventional dataset: (1) its in-
put and output are time-segmented; (2) it includes
various interactive user interruptions, such as gener-
ation termination, regeneration, and dialogue reset.
Training a normal chat model on this dataset en-
sures that the model adeptly handles fragmented
and incomplete sentence segments.

To explore the feasibility of duplex models,
we develop a prototype named MiniCPM-duplex,
based on MiniCPM—a robust yet lightweight small
language model (Hu et al., 2024). We assess
MiniCPM-duplex’s performance against traditional
benchmarks and confirm that the additional train-
ing does not degrade the model’s performance on
these benchmarks while enabling the model to dy-
namically respond to user inputs. Additionally, we
engage 28 participants to compare the MiniCPM-
duplex with the original MiniCPM. The results in-
dicate significant improvements in human-likeness
and overall satisfaction with the duplex models.
Our contributions are fourfold:

* We introduce and define the concept of duplex

models, which are designed to generate output
simultaneously as they receive input.

* We devise two strategies for implementing
pseudo duplex models: a time-segmented de-
coding strategy and a duplex-specific super-
vised fine-tuning (SFT) dataset.

* We confirm that segmenting time during in-
teractions does not compromise performance,
while notably enhancing the human-likeness
and overall satisfaction of conversations.

* We release the model and dataset and provide
a demo for users to experience firsthand.

2 Duplex Models

We define duplex models as models that can process
inputs and produce outputs simultaneously, and
dynamically decide when to respond. It differs
from current language models which require that
the participants specify the end of inputs and only
produce outputs after the entire input is processed.

Time-Segmented Decoding Current language
models struggle to function as truly duplex sys-
tems using autoregressive models. During the in-
put phase, the LLM encodes the input into key-
value caches without generating any output. To



leverage autoregressive models in approximating
duplex models, we propose a “time-segmented de-
coding” strategy. We divide the interaction into
fixed time segments and process inputs immedi-
ately within these segments to produce correspond-
ing outputs. Instead of requiring users to specify
when the model should respond, the duplex model
infers responses after every k seconds. A special
token (e.g., <idle>) indicates the model’s decision
to remain silent and wait for further inputs. If not
used, the generated text is delivered to the user
immediately. This approach mimics human conver-
sational patterns more closely, as humans do not
use special tokens to signal the end of utterances
and must intuitively determine the appropriate mo-
ments to respond to prompts from the context. Fig-
ure 1 illustrates the distinction between duplex and
conventional language models.

3 Duplex Dataset

For adapting existing language models into duplex
models, we construct and release a dialogue dataset,
Duplex-UltraChat. Different from existing dia-
logue datasets, in Duplex-UltraChat, there are no
special tokens or keywords to indicate the begin-
ning or end of messages. Each message is split
into chunks, and each dialogue example consists
of alternating chunks of text between a user and
an assistant. Each chunk is either the actual mes-
sage of an individual or a special “idle” token to
indicate that the individual has decided not to say
anything yet. Each individual may also interrupt
by generating a response before the other party’s
message is completed.

To reduce annotation costs, we choose to start
from existing high-quality dialogue datasets. We
split messages into chunks and heuristically inject
appropriate random interruptions to simulate real-
istic scenarios where each individual in a dialogue
may interrupt the other individual. ChatGPT (Ope-
nAl, 2023c) then rewrites the interruptions to en-
sure diversity and naturalness. This dataset is based
on a widely-used dialogue dataset, UltraChat (Ding
et al., 2023).

During the construction of the dataset, we abide
by the following two design choices: (1) user be-
havior is unpredictable, and (2) the assistant should
be polite.

@  Can you recommend some
idle 1=}
@  English novels to me?

Of course! Here are some =

@ ide
English novels across different genres 1=}
@ ide

that you might enjoy: 1=}

Figure 2: An example of uninterrupted dialogue in
Duplex-UltraChat.

3.1 Chunk Sizes

We first establish an appropriate chunk size. Large
chunk sizes result in greater response (or interrup-
tion) latencies, while smaller chunk sizes may re-
sult in exceeding long inputs (because some tokens
are added between the chunks). Our preliminary
survey with our transformer-based model reveals
that chunking at 2-second intervals balances re-
sponse latency and user experience. Assuming
humans speak 110-170 words per minute !, an ap-
propriate chunk size is 4-6 words. Therefore, we
choose to split user messages into 4, 5, or 6 words
randomly, with the probability of 10%, 80%, and
10%, respectively. As for model messages, we
uniform 10 tokens as a segment.

3.2 Uninterrupted Dialogue

Ordinary uninterrupted dialogue data is obtained by
splitting existing dialogue messages into segments.
When the user input is unfinished, the output of
the duplex model should be <idle>. Meanwhile,
when the duplex model is generating output, the
user is set to quiet and its input is <idle>. Figure 2
shows an example of basic duplex data.

3.3 Interruptions

In realistic human conversions, the individuals may
start speaking before the other part is done with
their message. Therefore, to simulate such scenar-
ios, we inject three types of interruptions into the
data, which we will describe below.

3.3.1 Generation Termination

Forced interruptions are when users directly speak
out their next sentence regardless of the status of
the duplex model. To generate such data, we ran-
domly choose a location in the assistant’s output,
discard the remaining part of the assistant’s output,

"https://debatrix.com/en/speech-calculator/
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@ Can you recommend some
idle =}
@  English novels to me?
Of course! Here are some (=}
@ ide

English novels across different genres =}
@ idle
that you might enjoy: 1=}
@
@
@

| appreciate your input, but

idle 1=
I need a moment of

idle =)
silence now.

idle (=}

Figure 3: An example of generation termination in
Duplex-UltraChat.

and insert a new user input at that location. Figure 3
shows one example of generation termination.

Contrary to existing dialogue data, the introduc-
tion of forced interruptions requires the assistant
to learn to stop speaking when the user is forcibly
interrupting it and be robust to incomplete mes-
sages in the chat history. Since forced interruptions
may be regarded as impolite for many users, our
dataset only contains situations where the assis-
tant is forcibly interrupted. We define 11 transi-
tional sentences (see Appendix A.1). We randomly
choose a transitional sentence, and prefix it with
the next sentence of the user as new input. This
input is rewritten by ChatGPT to ensure a natural
and varied transition. The target output is idle to-
kens because the assistant to expected to terminate
its current response.

3.3.2 Regeneration

Another scenario in which the user interrupts the
assistant is when the user is dissatisfied with the
current response. In conventional LLM-based chat-
bots, the user must first stop the generation with
a button, and then prompt the model with the up-
dated prompt. In contrast, duplex models allow
the user to directly interrupt and reinput the new
prompt while the LLM is generating the response.
To generate such data, we randomly pick a user
message and repeat it with one of 15 pre-defined
transition sentences (given in Appendix A.2). This
repetition message is rewritten by ChatGPT for bet-
ter coherence. Then, the chat history along with the
repetition message is fed to ChatGPT to generate

Can you recommend some
idle =}
English novels to me?
Of course! Here are some (=}
idle
English novels across different genres 1=
idle
that you might enjoy: 1=}
That reminds me, have you heard
idle ==
about the new music album that

idle 1=}

® ©®© © ©® © ® e

just came out recently?
idle =}

Figure 4: An example of dialogue reset in Duplex-
UltraChat.

@  Can you recommend some

idle =}
@  English novels to me?
Of course! Here are some (=}
@ ide
English novels across different genres 1=
@ ide
that you might enjoy: 1=}
@ I may not have expressed
idle 1=
@  myself clearly. What | meant
idle (=}
@  was novels by female authors

Got it! Here are some novels (=}

Figure 5:
UltraChat.

An example of regeneration in Duplex-

the annotation.

3.3.3 Dialogue Reset

Here, we consider situations where the user wants
to abruptly chat on an entirely different topic while
the assistant is generating output. This corresponds
to the user clicking a “new chat” button in current
chatbot systems. A capable chatbot should be able
to infer such demand from the context.

To create such data, we random sample five dia-
logues in a random order, and truncate the first four
dialogues at random locations before concatenation.
We define 18 kinds of transitional sentences (see
Appendix A.3), including one empty string. We
randomly choose a transitional sentence, and prefix



Example Type # Dialogues Avg. # Segment Pairs Avg. # token
Uninterrupted Dialogue 1,458,353 153.9 2,342.2
Generation Termination 1,468,141 89.3 1,318.0

Regeneration 806,687 171.2 2,590.4

Dialogue Reset 300,318 194.7 2,906.5

Total 4,033,499 136.9 2,061.1

Table 1: The statistics of Duplex-UltraChat. The tokens are produced by the tokenizer of our MiniCPM-duplex.

it with the first sentence of the new dialogue. Each
data is then rewritten by ChatGPT to ensure con-
sistency and diversity. If the selected transitional
sentence is the empty string, we do not rewrite the
input, which simulates certain users who wish to
start a new dialogue as fast as possible.

3.4 Data Statistics

As shown in Table 1, there are four categories of
duplex data consisting of over 4M dialogues. Each
piece of data has an average length of 2061.1 tokens
encoded by the tokenizer of MiniCPM-duplex and
136.9 segment pairs.

4 Experimental Details

4.1 Training

We start from the publicly released MiniCPM-
2.4B (Hu et al., 2024), and fine-tune it on Duplex-
UltraChat to obtain MiniCPM-duplex.

We make the following modifications to
MiniCPM: (1) we append a special end-of-sentence
token (i.e., <eos>) to each response of the duplex
model, and (2) we add a special token <idle> to
represent empty input or output.

The training of MiniCPM uses the following
hyperparameters: 10~* maximum learning rate, a
batch size of 1280, and a maximum length of 4096.
We train for 5000 steps on 64 NVIDIA A100 GPUs
for 18 hours (8 machines, each with 8 GPUs).

4.2 Baseline

Since our MiniCPM-duplex is obtained by contin-
ued training of MiniCPM, we verify the effective-
ness of our method by comparing it against the
vanilla MiniCPM.

4.3 Evaluation

Some important aspects of duplex models cannot
be captured with existing metrics for LLM-based
chatbots. Therefore, in addition to evaluating the

quality of responses, we also introduce other met-
rics that measure attributes that may provide a bet-
ter user experience. We use both GPT-4 and hu-
mans as evaluators.

4.3.1 GPT-4 Evaluation

Similar to traditional LLMs, it is important to en-
sure the quality of response contents. To evalu-
ate the response quality of MiniCPM-duplex, we
benchmark it on AlpacaEval 2.0 2. This is a
preference-based benchmark in which an evalu-
ator compares the quality of the response of two
models. We use GPT-4 as the evaluator and report
the win rate of MiniCPM and MiniCPM-duplex
against GPT-4.

To mimic real-time scenarios, we chunk each
instruction from AlpacaEval 2.0 into 4-6 words and
feed one chunk at a time. Then we concatenate all
output segments from the duplex model to form the
final output. For the traditional model, we directly
feed the entire prompt to the model.

Both models use the same decoding parameters:
random sampling, a temperature of 0.8, a top-p
value of 0.8, and a top-k value of 0. The maximum
length is set to 4096. For the duplex model, the
maximum new token generated per chunk is set to
10.

4.3.2 Human Evaluation

When using humans as evaluators, we consider the
following four aspects.

Responsiveness This metric measures whether a
model will respond to a user query and the latency
if it responds. Many factors may contribute to a
greater response latency. They include the speech-
to-text and text-to-speech conversion time, model
inference time, network latency, and the interaction
strategy that the model utilizes.

2https://github.com/tatsu-1lab/alpaca_eval


https://github.com/tatsu-lab/alpaca_eval

MiniCPM-duplex Wins

Tie MiniCPM Wins

Overall 13 8 7
Responsiveness 12 9 7
Human-likeness 18 6 4

Factuality 8 15 5
Faithfulness 7 14 7
0 7 14 21 28

Figure 6: The human evaluation results for MiniCPM and MiniCPM-duplex in terms of response quality, factuality,

faithfulness, human-likeness, and overall performance.

Human-Likeness Inspired by the Turing test, we
wish to develop a language model that chats in a
way that is indistinguishable from humans. There-
fore, we define human-likeness as a metric that
measures the degree of the similarity of a model to
human beings.

Faithfulness Faithfulness is a widely used met-
ric in the evaluation of LLLMs (Arras et al., 2017;
Serrano and Smith, 2019; Jain and Wallace, 2019;
DeYoung et al., 2020; Adlakha et al., 2023; Chen
et al., 2023b). Here, we use it to reflect the degree
how the model follows a user’s instruction, which
is similar to (Adlakha et al., 2023).

Factuality We also want the assistant to be fac-
tual, which is a common metric used in existing
works. (Rudinger et al., 2018; Tian et al., 2023;
Chen et al., 2023a; Wang et al., 2023a; Nakano
etal., 2021).

4.4 Interactive Demo

We also implement an interactive demo with a user
interface such that human evaluators can make eval-
uations based on actual interaction experience. In
the demo, users chat with an assistant using voice.
The assistant is either implemented with the vanilla
MiniCPM or our MiniCPM-duplex. The conver-
sion between speech and text is implemented with
Google’s cloud-based API 3.

In the demo, users can choose to interact with the
vanilla MiniCPM or our MiniCPM-duplex. For the
vanilla MiniCPM, the program automatically de-
tects pauses in the user’s voice. On each pause, the
speech is converted to text, which is then sent to the

3Spf:ech—to—text APIL:  https://cloud.google.com/
speech-to-text/docs/reference/rest. Text-to-speech
APIL: https://cloud.google.com/text-to-speech/
docs/reference/rest.

model. MiniCPM performs regular text generation,
and each output token is passed to the speech-to-
text conversion module, before being returned to
the user. Meanwhile, the user has to wait until the
speech response to done playing before inputting
the next query. When interacting with MiniCPM-
duplex, the user’s speech is being processed every
1.2 seconds *. When the MiniCPM-duplex does
not generate the idle token, the text generation will
be transcribed into audio and then played out. The
user voice will be captured, transcribed, and fed
to the model regardless of whether the assistant is
speaking.

To ensure a fair comparison, we do not disclose
what the backbone language model is during inter-
action.

Human Evaluators Specifically, we recruit 30
participants consisting of 20 males and 10 females
from 18 to 35 years old. Each participants hold a
Bachelor’s or Master’s degree. Over 95% of the
participants have used LLMs before. About 90%
of them have used voice assistants, such as Siri >,
and nearly half of the participants have tried LLM-
based voice assistants. Details on employment,
payment, and ethical review are in Appendix C.

Before the experiment, we inform all partici-
pants that they need to engage in multiple dialogues
with two different chat assistants called Model A
and Model B, and will be requested to evaluate the
experience after the dialogues.

During the experiment, each participant is as-
signed at least 10 sessions of multi-turn dialogues
with each of the models. We do not specify which

*This interval is shorter than the 2-second interval that we
used to create the dataset because preliminary tests show that
the response latency was too great with 2 seconds.

Shttps://www.apple.com/siri/
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Model ‘ Length-Controlled Win Rate Win Rate Standard Error Avg. Length
MiniCPM 3.59 2.86 0.58 1337
MiniCPM-duplex 4.01 2.24 0.52 820

Table 2: AlpacaEval 2.0 results of MiniCPM and MiniCPM-duplex. The baselines are GPT-4. The annotator is also

GPT-4.
Model ‘ Faithfulness Factuality Human-Likeness Responsiveness Overall
MiniCPM 6.71 6.46 5.54 6.50 5.29
MiniCPM-duplex 6.61 6.86 6.04 7.46 6.21

Table 3: The human evaluation results in faithfulness, factuality, human-likeness, response, and overall. Each metric
score ranges from 0 to 10 (the higher the better). Scores are averaged on 28 surveys.

model they should interact with first. To help the
participants come up with topics to chat about, we
provide them with a reference note containing sam-
ple instructions from AlpacaEval 2.0 ©.

After the experiment, participants are asked to
fill in a survey to score the two chat assistants.

Survey Design The survey consists of six ques-
tions. The first five questions prompt the user to
rate the model based on responsiveness, faithful-
ness, factuality, human-likeness, and overall expe-
rience. The answer choices for these questions are
scores from O to 10, where O represents disappoint-
ment, 5 represents indifference, and 10 represents
excellence. The final question is open to sugges-
tions on improving our duplex model. The actual
questions are listed in Appendix B.2.

5 Results

GPT-4 Evaluation Results Table 2 shows the
GPT-4 evaluation results on AlpacaEval 2.0.
It indicates that fine-tuning a pre-trained chat
model on Duplex-UltraChat does not significantly
harm its performance on general benchmarks.
Since MiniCPM has been trained on the Ultra-
Chat dataset, the additional training on Duplex-
UltraChat does not introduce new abilities or
knowledge. This explains why the performance
does not improve over the base model.

Human Evaluation Results We have received
30 surveys and discarded two invalid ones, leaving
28 valid samples. Table 3 lists the average scores of
both models on five metrics. The duplex model sur-
passes the base model by 17.39%, 14.77%, 9.03%,

®We drop some complex instructions that are hard to ex-
press in words.

and 6.19% on the overall experience, responsive-
ness, human-likeness, and factuality respectively.

Apart from absolute scores, we compare the rat-
ings of the two models and count the number of
evaluators that rate one model higher than the other.
The comparison results are shown in Figure 6. The
two models come out even on faithfulness, but the
duplex model wins in all other aspects, with an ex-
ceptionally large margin on human-likeness. From
these results, we conclude that duplex models can
provide a better user experience in acting as the
backbone model in Al assistants compared to exist-
ing models.

6 Analysis & Discussion

6.1 Analysis

The superior performance of the duplex model is
mainly due to its underlying receive/generate mech-
anism. Rather than strictly turn-based dialogue
where each body must explicitly signal the begin-
ning and end of messages, duplex models behave
more like human beings. Besides, the duplex model
has learned when to speak at the fine-tuning stage
on the Duplex-UltraChat, which makes it more
human-like. Such ability is essential in passing a
non-turn-based version of the Turing test, which is
a more realistic test for whether a machine can be
indistinguishable from humans.

6.2 Discussion

There are many unsolved problems to tackle asso-
ciated with duplex models, and we highlight some
important ones below.

High-quality duplex data is urgently needed
Existing dialogue datasets are inherently turn-



based, which does not represent realistic and com-
plex human conversations. Despite some success
in empirical results with our synthetically gener-
ated duplex dataset, it still lags behind the practical
demands. Six out of the 30 participants pointed
out that our duplex model tends to generate long
outputs, which may not be appreciated in many
dialogues. Therefore, a dataset for practical and
complex dialogue situations is of extreme neces-
sity.

A new decoding strategy is needed to improve
the chat experience Three participants feel that
the duplex model is more likely to interrupt them,
which is uncomfortable. How to balance response
speed and user experience is an open problem. Fur-
thermore, to be more human-like, the duplex model
should learn to start a dialogue or topic actively.

A custom TTS system is needed to smooth the
output voice The duplex model generates output
chunk by chunk, which causes the output voice to
be chunked. This results in incoherent intonation
and volume, which harms the user experience. The
cause is that existing TTS software does not sup-
port transcribing sequentially provided text chunks
into a contiguous smooth voice. Overcoming this
problem will improve the user experience consider-
ably.

Apart from the benefits of duplex models, we
also consider their potential risks. Misinformation
or toxic and harmful speech may be generated. Be-
sides, the duplex model could help some people to
commit fraud.

7 Related Work
7.1 Dialogue Dataset

Dialogue data can be divided into two categories:
single-turn and multi-turn.

Single-Turn Self-instruct (Wang et al., 2023c)
is a synthetic instruction-following dataset of over
82K instances generated by GPT-3.5. Taori et al.
(2023) adopt the data construction pipeline from
Wang et al. (2023c) and construct Alpaca, a dataset
with 52K instances. GPT-4-LLM (Peng et al.,
2023) improves the Alpaca by replacing the data
generator GPT-3.5 with GPT-4. It also adopts a
Chinese version of Alpaca and Unnatural Instruc-
tions (Honovich et al., 2023). Besides, there are
several high-quality datasets, such as BELLE (Ji
et al., 2023) and GPT-4ALL (Anand et al., 2023),
among others.

Multi-Turn DailyDialog (Li et al., 2017) con-
sists of over 13K dialogues annotated by hu-
mans, covering diverse daily conversation scenar-
ios. Baize (Xu et al., 2023) generates multi-turn
dialogues with ChatGPT by a prompting frame-
work called self-chat where seed questions are from
Quora and Stack Overflow, two popular question-
answering websites. SODA (Kim et al., 2022)
contains dialogues involving social commonsense.
UltraChat (Ding et al., 2023) focuses on 30 meta-
concepts and 20 types of materials and consists of
over 1.4M dialogues.

7.2 Dialogue Models

Chat-based models have gained widespread popu-
larity since the release of ChatGPT. Some notable
chat-based LLMs include the Claude series (An-
thropic, 2023, 2024), Qwen series (Qwen, 2024),
the Mistral series (Jiang et al., 2023) and and
LLaMa series (Touvron et al., 2023), among oth-
ers. Most of these models, especially open-sourced
ones, are purely text-based.

To enhance user experience, several applications
support voice interaction. One instance is ChatGPT,
where users can speak to the chatbot by pressing
and holding a button, and releasing it when they are
done speaking (OpenAl, 2023a). Then ChatGPT
processes the received signal and speaks out its
response until it finishes or users interrupt it by
pressing a button.

These implementations of voice assistants are
inflexible because they require the user to specify
the beginning and end of inputs. Whereas, our
MiniCPM-duplex may improve this interactive ex-
perience by teaching the model to learn when to
speak and when to be silent.

8 Conclusion

We have introduced the concept of duplex mod-
els and provided one implementation. To this end,
we also constructed the first non-turn-based dia-
logue dataset, Duplex-UltraChat, by injecting di-
verse kinds of interruptions into existing dialogue
datasets. Our model, MiniCPM-duplex, is com-
petitive with traditional models when evaluated on
ordinary benchmarks while outperforming them
in terms of human-likeness, responsiveness, fac-
tuality, and overall satisfaction. We believe that
this work represents an essential step toward build-
ing machines that behave more human-like beyond
current turn-based conversations.



Limitations

In this paper, we propose and verify the viability
of duplex models. However, our implementation,
MiniCPM-duplex, is a pseudo-duplex model, since
it cannot perform encoding and decoding simulta-
neously. Consequently, our fixed-interval decod-
ing strategy introduces a new hyperparameter that
compromises responsiveness and context length
(as discussed in Section 3.1). These limitations
call for a new architecture that better supports the
input-output scheme of duplex models.
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[u—
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Canwen Xu, Daya Guo, Nan Duan, and Julian McAuley. - Enough talking! I'need you to be quiet now.
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parameter-efficient tuning on self-chat data. In Pro- A.2  Regeneration Transition Sentences
ceedings of the 2023 Conference on Empirical Meth-
ods in Natural Language Processing, pages 6268—
6278, Singapore. Association for Computational Lin-

[u—

. I may not have expressed myself clearly. What
I meant was [topic]

guistics. ) ) . )
2. I think there might be a bit of confusion. Let

A Transition Sentences me clarify [topic]
To generate a sentence with coherent context, we 3. I appreciate your input, but I was hoping for
utilize ChatGPT to rewrite the template below, more details on [topic]
which replaces {sentence_a} and {sentence_b}
with one transition sentence and new content re- 4. T think there might be a misunderstanding.
spectively. What I’'m really looking for is [topic]

’

5. I may not have explained myself clearly. Let
me rephrase the question. What are your
thoughts on [topic]?

Fuse the two sentences smoothly and
replace [topic] with the topic of sentence
two.

6. Actually, the correct information is [topic].

Sentence one “{sentence_a}" Could you share your perspective on that?

Sentence two "{sentence_b}" 7. 'm a bit confused because what you men-
tioned contradicts the information I have. Can

Give me your answer only, no other we go over this again?

words. Give me your answer only, no other
words. 8. I'm sorry, but that information seems to be
\ incorrect. Let me clarify the question, and
A.1 Generation Termination Transition please provide the accurate details regarding
Sentences [topic].

L 9. I'm sorry, but that’s not accurate. The correct

information is [topic]. It’s essential to have

2. Ineed to cut you off right now; this is urgent. the correct details for our discussion.

3. Excuse me, I need to interject for a moment. 10. 1 appreciate your effort in responding, but

I think there might be a misunderstanding.
What I intended to convey was [topic]. Let’s
revisit the topic to ensure we’re on the same
5. Excuse me, may I interrupt for a moment? page.

4. Sorry to interrupt, but I have something im-
portant to add.
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11.

12.

13.

14.

15.

A3

10.

11.

12.

13.

14.

15.

I see there might be some confusion. Let me
clarify my point further to ensure we’re on the
same page. What I meant was [topic]. Can
we discuss this to make sure we have a mutual
understanding?

There seems to be a misunderstanding. [
meant [topic]. Let’s align our understanding.

No.
Oh, No.
No, you are wrong.

Dialogue Reset Transition Sentences
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. That’s interesting, and speaking of [topic],

have you ever...?

. I was just thinking about [topic], what are

your thoughts on that?

. That’s fascinating! On a different note, have

you ever thought about [topic]?

. I was just reading about [topic]. What are

your thoughts on that?

. By the way, speaking of something else.

. That reminds me, have you heard about

[topic]?

. Can we shift gears for a moment and talk

about [topic]?

. I’ve been curious about [topic]. Have you ever

considered it?

I was thinking about [topic]. What are your
thoughts on that?

Now, shifting gears to a different subject, have
you ever explored [topic]

Moving on to a different topic, have you ever
considered [topic]

Changing the subject, have you ever thought
about [topic]

Switching gears, let’s talk about [topic]

On a different note, have you ever thought
about [topic]
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16.

17.

18.

Speaking of which, have you ever considered
exploring [topic]

Changing the subject, let’s now delve into
[topic]

Shifting gears a bit, let’s talk about [topic]

B Survey Details

B.1

Subject Instruction

Before the experiment, we inform each participant
of the subject instruction. The whole instruction is
listed below:

1.

B.2

This experiment requires subjects to have con-
versations with chat models. The content does
not involve any dangerous remarks or have an
impact on the subjects’ physical and mental
health.

This test includes two parts: chatting and in-
teracting with the models and filling out the
questionnaire.

. The models are voice input and output modes

that support multiple rounds of dialogue. At
the end of each dialogue, you can press the
new conversation button to start a new round
of conversation.

The models are English models and only sup-
port English dialogue.

. There are two types of models, A and B. You

must have at least 10 conversations with each
model.

We have included some questions to start the
conversation, just for reference.

. This test mainly evaluates the performance of

the two models in terms of response speed,
human-likeness, faithfulness, factuality, and
overall experience.

. After the chat, fill out the questionnaire.

Survey Questions

. Score the model’s response speed to evaluate

whether the model can respond to your request
quickly.

Score the faithfulness of the model’s answers
to evaluate whether the model understands
your question, follows your instructions, and
whether the answer is relevant to your chat
topic.



3. Score the factuality of the model’s answers
and evaluate whether the content of the an-
swers is correct.

4. Score the human-likeness of the model’s an-
swers and evaluate whether the conversation
process between you and the model is close to
the feeling of daily communication between
people and whether the conversation process
is smooth.

5. Score the overall experience of the model.

C Explanation of Ethical Concerns

All participants are recruited from a partner com-
pany. Those experiments are conducted during
their working hours and we do not pay them addi-
tionally.

In the human-evaluation experiment, we col-
lect basic demographic characteristics information:
gender, age, and educational qualification. Besides,
we also collect their knowledge and usage of LLMs
and voice assistants, which is tightly related to our
research topic. As for the evaluation of the two
chat models, we utilize their experience. All those
characteristics and experience information collec-
tions are permitted by the participants for research
purposes only.

D Case Demonstration

Here are some cases of conversation segments be-
tween the MiniCPM-duplex and human users. In
Figure 7, the duplex model generates a response
until it obtains enough information from the user.
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okay | was thinking of having an

idle
SUV and my budget is like

idle
idle

idle
idle

idle
may 20,200

If you’re looking for an SUV within a
idle

budget of $20,2000
idle

there are a few options you could

Figure 7: Case A
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