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Abstract

Large language models (LLMs) have demonstrated
excellent performance across various fields. Nev-
ertheless, they exhibit notable deficiencies when
addressing legal questions. In the legal field, LLMs
often provide generalized responses, lacking the
necessary specificity for expert legal advice. Ad-
ditionally, they tend to provide answers that ap-
pear correct but are unreliable due to issues with
hallucination. Retrieval-Augmented Generation
(RAG) is a popular approach to addressing these is-
sues. However, existing methods often focus solely
on semantic-level similarity, neglecting the logical
structure relationships between different legal ques-
tions. In this paper, we propose a Logical-Semantic
Integration Model (LSIM), which consists of three
components. First, reinforcement learning is used
to predict the fact-rule chain of thought for the
given question. Secondly, the DSSM model that
integrates logical structure and semantic informa-
tion is used to retrieve the most relevant candidate
questions from the database. Finally, in-context
learning is used to generate the final answer. Exper-
iments on a real-world legal QA dataset, using both
automated evaluation metrics and human evalua-
tion, demonstrate the effectiveness of the proposed
method. The dataset will be released to the commu-
nity to promote the development of the legal QA
field!.

1 Introduction

Everyone is inseparable from the protection and
constraints of the law, and inevitably faces legal
issues that need resolution in the daily lives. How-
ever, when confronting legal issues, many indi-
viduals lack professional legal knowledge and are

'All data and code will be publicly available on GitHub, a
copy is attached with this submission.

forced to forgo defending their legitimate rights
and interests. Even those who intend to use le-
gal means to protect their rights often face pro-
hibitive lawyer fees as an obstacle (Mansfield and
Trubek, 2011; Brescia et al., 2014; Knake, 2012).
Although the modern internet provides a vast ar-
ray of legal information resources, the quality of
this information varies greatly, making it difficult to
discern authenticity and obtain reliable legal knowl-
edge (Duranti and Rogers, 2012). Additionally, the
specialized language used in legal documents often
poses a significant barrier to understanding for non-
professionals. Consequently, there is an urgent
need for an expert and low-cost legal question-
and-answer (Q&A) service to provide individu-
als with professional legal assistance when facing
legal issues, preserving their lawful entitlements.
The rapid advancement of Large Language Models
(LLMs) has provided ordinary individuals with a
way to access affordable legal services, substan-
tially broadening their opportunities to obtain legal
assistance (Cheong et al., 2024; Louis et al., 2024).
However, given the diversity and complexity of le-
gal questions, responses generated by LLMs are
typically verbose and vague, lacking specificity.
Moreover, the hallucination problem inherent in
LLMs demands careful consideration (Dahl et al.,
2024). If LLMs generate responses that appear rea-
sonable on the surface but are actually inconsistent
with facts or legal provisions, users may be ex-
posed to legal risks and financial losses. Retrieval-
Augmented Generation (RAG) (Lewis et al., 2020;
Li et al., 2024) is an effective method for mitigat-
ing LLM hallucinations and enhancing response
accuracy. It retrieves cases or legal provisions rel-
evant to the given question and provides them to
LLMs as additional knowledge sources. However,
current RAG algorithms typically only consider
semantic-level similarity. Legal questions often
involve complex logical structures, and merely con-
sidering semantic relevance may not sufficiently



capture the core aspects of the problem.

To further enhance the performance of LLMs
in the legal QA task, we propose a novel frame-
work that integrates logical structures and seman-
tic information. Given a user question, first, the
LLM is employed to extract a chain-of-thought
(CoT), which consists of relevant facts and rules
pertaining to the question at hand. Secondly, a rein-
forcement learning method is utilized to predict the
corresponding CoT for the answer, based on the
extracted CoT from the user’s question. The CoTs
for both the question and the answer collectively
serve as the logical structure of the user’s question.
Subsequently, both the logical structure and the
semantic information associated with the current
question are fed into the Deep Structured Semantic
Model (DSSM) (Huang et al., 2013) as input fea-
tures to retrieve several highly relevant questions
from the database. Finally, the retrieved relevant
questions and answers, along with the user’s ques-
tion and its logical structure, are provided to LLMs
using in-context learning to generate high-quality
answers to the current user’s question. We col-
lected a real-world legal QA dataset and conducted
experiments on it. Both automated evaluation met-
rics and human evaluations were performed. The
experiments demonstrate the effectiveness of our
proposed framework.

To sum up, our contributions can be summarized
as follows:

* We propose a novel framework named LSIM,
which consists of three components: fact-rule
chain of though prediction, DSSM retrieval
module, and in-context Learning.

» Reinforcement learning utilized to obtain the
logical structure of users’ questions. Both the
logical structure and semantic information are
integrated to enhance the ability of LLMs in
generating expert legal responses.

* We extract fact-rule information in the form
of chain of thought from users’ legal ques-
tions, capturing essential facts and applicable
legal rules. This approach allows for a precise
understanding of the core issues and aids in
identifying relevant cases.

» Experiments are conducted on a real-world
legal QA dataset we collected, and the exper-
imental results validate the effectiveness of
our proposed framework. The dataset will

be released to the community to promote the
development of the legal QA field.

2 Related work
2.1 Retrieval-Augmented Generation (RAG)

RAG can significantly improve the model perfor-
mance by leveraging additional knowledge and
has been widely applied in various tasks, such as
question & answering (Q&A) (Lewis et al., 2020;
Mao et al., 2020), machine translation (Gu et al.,
2018), and summarization (Liu et al., 2020; Parvez
et al., 2021). With the emergence of LLMs such as
LLaMA and ChatGPT, the integration of RAG with
LLMs has gained significant popularity and led
to significant advancements in multiple tasks (Liu
et al., 2023a; Kim et al., 2023; Sharma et al., 2024;
Feng et al., 2024).

RAG is also widely applied in research within
the legal domain, such as legal Q&A (Cui et al.,
2023; Louis et al., 2024; Wiratunga et al., 2024),
legal judgment prediction (Wu et al., 2023), legal
text evaluation (Ryu et al., 2023), and terminology
drafting for legislative documents (Chouhan and
Gertz, 2024).

However, most research primarily concentrates
on improving the performance of retrieval mod-
els from a semantic perspective. While semantic
information is undoubtedly important, the signifi-
cance of logical structure is particularly prominent
in dealing with legal questions. Legal reasoning of-
ten relies on a well-defined logical flow. To address
this challenge, our study emphasizes the integration
of both semantic information and logical structure
in retrieval processing.

2.2  Question & Answering (Q&A)

Q&A is an active research area in NLP that aims
to develop systems capable of providing accurate
and relevant answers to questions posed in natu-
ral language by users based on large knowledge
sources (Rogers et al., 2023). Current Q&A stud-
ies mainly focus on 1) knowledge retrieval which
aims to develop effective and efficient methods to
retrieve relevant information from large knowledge
bases or corpora (Karpukhin et al., 2020), 2) read-
ing comprehension which aims to build models
that can comprehend passages to identify answer-
relevant information (Baradaran et al., 2022), 3)
multi-hop reasoning, which aims to perform multi-
step reasoning by combining information from
multiple sources (Wang et al., 2022), and 4) ex-



plainable Q&A which aims to generate human-
understandable explanations or rationales to sup-
port their answers (Latcinnik and Berant, 2020).

2.3 Al Applications in Law

The legal domain has seen increasing interest in
applying Al and machine learning techniques to
assist with various tasks in Law. One active area
of research is using NLP for legal document analy-
sis and information extraction (Zhong et al., 2020).
Mistica et al. (Mistica et al., 2020) created a schema
based on related information that legal profession-
als seek within judgements and performed classi-
fication based on it. Sun et al. (Sun et al., 2023)
proposed a model-agnostic causal learning frame-
work to for legal case matching. There is also work
on using Al for legal judgment prediction, as in
Liu et al. (Liu et al., 2023b) who develop a neural
framework to predict judgments from fact descrip-
tions.

Another emerging application is using Al for
legal reasoning and argument mining from texts.
Mumford et al. (Mumford et al., 2023) establihsed
a new dataset and explored neural methods to cap-
ture patterns of reasoning over legal texts. Zhang
et al. (Zhang et al., 2023) investigated extracting ar-
gumentative components like claims and evidence
from legal cases. Some researchers are also explor-
ing constitutionality analysis, with Sert et al. (Sert
et al., 2022) proposing an Al system to predict de-
cisions of the Turkish constitutional court. While
promising, these Al-based legal methods still face
challenges around interpretability, generalization,
and capturing the nuanced reasoning required in
law.

3 Methodology

In this section, we describe our Logical-Semantic
Integration Model (LSIM), as shown in Fig. 1.

3.1 Logical Structure Inference

In the legal domain, judging a case requires com-
prehensive consideration of the facts of the case
and relevant legal rules. Each judgment process is
a reasoning process that needs to combine the facts
of the case with legal rules to reach a final conclu-
sion. The user’s question and the lawyer’s response
can be viewed as a complete legal case. Construct-
ing a fact-rule CoT for the case helps clarify the
entire logical structure and more clearly identify
the core issues for the case. Therefore, in this study,

we represent the logical structure as the CoT of the
question and its answer. Each node in the CoT
consists of either a fact or a rule. Fact nodes corre-
sponding to the specific circumstances of the case,
while rule ones corresponding to the relevant legal
basis applicable to those circumstances.

3.1.1 Logical Structure Extraction

Following Wu et al. (2024), a fact-rule graph G is
constructed using the LLM. Assume our training
set T = {(q;,a;)}Y, contains N instances, where
q; is the -th question, and a; is the real lawyer’s
answer to ¢;. For each question-answer pair (g;, a;),
the LLM is used to extract the most matching fact-
rule path in graph G. Then, the chain of thought C',
for g; is obtained, and Cy, = {cg;.1,Cg;,25 > Cqs it}
where cg, ; is the ¢-th chain of thought node of the
question g;. Similarly, the chain of thought Cj,
for a; is obtained, and Cy, = {¢q;.1,Ca;,2, -+ Cast }
where ¢, ; 1s the ¢-th chain of thought node of the
answer a;. Consequently, the chain of thought for
questions C'g and the chain of thought for answers
(4 in the training set are obtained, where Cg =
{qu}g\;1 and Cy = {Cai}i\il‘

3.1.2 CoT Prediction

In this study, we consider the CoT prediction task
as a sequential decision-making process and a rein-
forcement learning-based approach is empolyed to
predict the logical structure, i.e., the CoT. Given the
fact-rule CoT Cj, for the legal question g;, we first
encode Cy, using BERT (Kenton and Toutanova,
2019) to obtain its embedding representation:

he,, = Encode(Cy,). (1)

Then, we utilize a policy network 7y(n¢|s;) to
generate the CoT for answer a; step by step, where
s¢ represents the current state at time step ¢, and n
denotes the action (next CoT node) predicted by
the policy network. The initial CoT C’éfo is set to
Cyq;, and the initial state sg is set to thi' At step
t, the policy network selects an action n; based on
the current state s;. Then, the selected node n; is
appended to the current CoT:

Cit = [Cl me], me~mo(nelsy) (2

Subsequently, the state embedding is updated using
the new CoT:

St41 = Encode(C;:rl). 3)
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Figure 1: The overall framework of LSIM.

This process is repeated until a maximum num-
ber of steps is reached or no valid next node can be
selected. The policy network is implemented as a
multi-layer perceptron (MLP). The REINFORCE
algorithm (Williams, 1992) is employed to train the
policy network, which is a classic policy gradient
method in reinforcement learning. The training
objective is to maximize the expected cumulative

reward:
T

J(0) = Emg[Y 1], (4)

t=0

(6@ and 7 should be mentioned) where r; is the
reward at step ¢, and 7' is the maximum number of
steps. The reward r; is defined as follows:

1,
Ty =
t 07

where Cy, is the ground-truth CoT for answer a;.

During inference, the trained policy network is
employed to generate the CoT for a given legal
question. Assume the inference step is z, the gen-
erated CoT is Cg, for question ¢;, and Cp is the
predicted logical structure.

i .
1 ntECl )

otherwise

3.2 Retrieval Model

Deep Structured Semantic Model (DSSM) (Huang
et al., 2013) is a used to retrieve the most relevant
questions to the current user’s question ¢; from
the database. Let D be the database of candidate
questions, and D = {(qu,af) jj‘il contains M
instances, where qu is the j-th candidate question
in D, and af is the real lawyer’s answer to qJD .
Given a legal question ¢; € T, its logical struc-
ture C7. can be obtained by the method described

in Section 3.1.2. Similarly, for each candidate ques-
tion q]D € D, its logical structure C;D can also be

obtained. Then we encode each of them indepen-
dently using the same encoder:

hq, = Encode(q;
. = Encode(Cy,
D
D

)

he,
hqu = Encode(q

q )

)

)
)
)
)- (6)

J
hc ,, = Encode(C?
qj 4q;

Subsequently, hc,_, which represents the logical
structure features, and h,,, which represents the se-
mantic features, are concatenated together to form
the features for the current question ¢;:

eq; = [hoy, s hg]- (N

Similarly, the features for candidate question qJD
can be obtained:

€ D — [hqu,hq]L)]. (8)
J

95

The DSSM model is composed of a multi-layer
perceptron (MLP) and computes a relevance score
pij between g; and candidate question qu :

T = tanh(Wl [€q7;7 equ] + bl)

Tro = tanh(Wgznl + bg)
xr3 = tanh(ngQ + bg)
pij = Waws + by, )

where Wy, Wo, W3, and W, are weights, and
b1, b, bz , and by are bias.

The margin ranking loss is employed, which en-
courages the model to assign higher scores to more



relevant cases. For each question ¢;, we select the
candidate question in the database with the highest
annotated relevance score as the positive exam-
ple cj, and the candidate question with the lowest
score as the negative example c; . The annotated
relevance scores are generated by the LLM. Specifi-
cally, the LLM evaluates the relevance between the
current query and each candidate question. These
relevance scores are assigned on a scale from 1 to 5,
where a score of 1 indicates minimal relevance and
a score of 5 denotes the highest level of similarity.
The loss function is defined as:

L(gi, ¢, e ) = max(0, a—p(gi, & ) +p(gi, 7)),
(10)
where « is a hyperparameter.

During inference, for each question ¢;, we com-
pute the relevance scores between ¢; and all candi-
date questions in the database D using the trained
DSSM model. The top-K candidate questions with
the highest scores are the final retrieval results.

3.3 In-context Learning

After retrieving the top-K most relevant questions
qul, qj[;, . quK from the database D for the cur-
rent question ¢;, we concatenate them with their

corresponding answers a®’, a? a® to form the

. J1’_aj2""’ JK
context for in-context learning:

context; = [(qﬁ, aﬁ% (qg,ag), vy (quK, ajDK)].
1D

This context provides the LLM with relevant ex-
amples of how relevant legal questions have been
answered by real lawyers in the past.

Then, the current question g¢;, the logical struc-
ture Cy,, and context; are provided to the LLM to
generate an answer:

a; = LLM/q;, Cy;, context;). (12)

4 [Experiments

4.1 Datasets

We use real-world legal question and answer
(Q&A) data and it was collected from JUSTIAZ.
The data comprises 16,190 legal questions posed
by users in the area of criminal law, and each ques-
tion has responses from at least one lawyer. The
data is divided into database, training, testing sets.
The specific information is presented in Table 1.

*https://www.justia.com/

Type Number
Database 12,952
Training 2590

Testing 648

Table 1: Statistics of data we collected.

4.2 Baselines and evaluation metrics

Baselines. We implement the following base-
lines for comparison: BM25 (Robertson and
Walker, 1994), a classic bag-of-words informa-
tion retrieval model, is used to retrieve the ques-
tion from the database that most closely matches
the user’s query. Bert (Kenton and Toutanova,
2019) and Roberta (Liu et al., 2019), both pre-
trained language models, are employed to generate
embeddings for the user’s query and all questions
in the database. Similarity calculations are then
used to determine the closest match. The classic
RAG algorithms (Lewis et al., 2020) are also com-
pared. Three advanced embeddings are used, i.e.,
text-embedding-ada-002, text-embedding-3-small,
and text-embedding-3-large. text-embedding-ada-
002, a more advanced embedding model developed
by OpenAl®. text-embedding-3-small and text-
embedding-3-large, the newest and highest per-
forming embedding models developed by OpenAl.
They are used to generate high-quality embeddings
for the user’s questions and the questions in the
database. LLaMA-2-13B and LLaMA-3-8B*, de-
veloped by Meta, serve as the LLM baselines in our
study. They can generate responses to the posed
questions.

Evaluation metrics. To evaluate our model,
both automatic and human evaluations are used.
For automatic evaluation, the commonly used text
generation metrics, ROUGE (ROUGE-1, ROUGE-
2, and ROUGE-L) (Lin, 2004), METEOR (Baner-
jee and Lavie, 2005), and BERTScore (Zhang et al.,
2019) are employed. Human evaluation focuses on
three aspects: 1) Accuracy: the aspect evaluates
whether the generated answers are correct and free
from factual errors. 2) Specificity: this aspect mea-
sures whether the responses are directly related to
the specific issues raised in the question, providing
clear and targeted answers rather than generalized
responses. 3) Adoptability: this aspect assesses
whether the responses generated by the model are
practically useful and can be directly provided to

3https://platform.openai.com/docs/guides/embeddings/
*https://llama.meta.com/



Method

METEOR ROUGE-1

ROUGE-2 ROUGE-L BERTScore

LLaMA-2-13B w/o RAG 17.09 13.13 1.91 12.09 81.24
BM25 17.75 13.98 222 12.81 81.10
Bert-Base 17.96 13.94 2.18 12.69 81.33
Roberta 17.87 13.85 2.21 12.71 81.27
text-embedding-ada-002 17.76 13.89 2.22 12.70 81.45
text-embedding-3-small 17.89 14.02 2.16 12.76 81.53
text-embedding-3-large 18.03 14.13 2.23 12.93 81.62
LSIM 20.55 16.10 2.58 14.52 83.12

Table 2: Performance on legal response generation using LLaMA-2-13B (%).

Method METEOR ROUGE-1 ROUGE-2 ROUGE-L BERTScore
LLaMA-3-8B w/o RAG 17.13 11.56 1.69 10.62 81.91
BM25 17.84 13.34 2.09 12.10 82.47
Bert-Base 17.68 13.13 1.99 11.92 82.53
Roberta 18.03 13.38 2.14 12.15 82.56
text-embedding-ada-002 17.87 13.24 2.04 12.01 82.48
text-embedding-3-small 18.32 13.70 2.22 12.44 82.49
text-embedding-3-large 18.62 13.82 2.24 12.53 82.52
LSIM 21.00 16.30 2.63 14.74 83.23

Table 3: Performance on legal response generation using LLaMA-3-8B (%).

Method Acc. Spec. Adopt.
text-embedding-3-large 4.35 4.35 4.41
LSIM 4.65 4.47 4.65

Table 4: Results of human evaluation

users. Three legal professionals were invited to
evaluate the answers generated by LLaMA-3-8B,
text-embedding-3-large, and our proposed Model
LSIM. Each dimension is rated on a scale of 1-5,
with 5 being the highest score.

4.3 Experiment Settings

For LLaMA-2-13B and LLaMA-3-8B, the sam-
pling parameters are set with a temperature of 0.8
and a top-p value of 0.9. The maximum token limit
per generation is set at 4096. For the LSIM method,
the word embeddings are initialized using BERT.
Adam is used as the optimizer. The learning rates
for the policy network and the DSSM are both set to
le-4. The number of epochs for the policy network
and the DSSM are set to 30 and 50, respectively.
All the results are the average values of three re-

peated runs. The experiments are conducted on an
NVIDIA A100 GPU.

4.4 Experiment Results

Tables 2 and 3 present the experimental results ob-
tained when Llama2-13B and Llama3-8B are used
as base architectures, respectively. It can be ob-
served that LL.Ms struggle to effectively answer
legal questions when lacking support from rele-
vant cases. When provided with relevant cases as
auxiliary information, the performance of LLMs
in answering legal questions is improved. When
LLaMA-3-8B is employed as the LLM baseline,
our proposed LSIM algorithm achieves the best
performance across all metrics. Compared with
the LLaMA-3-8B w/o RAG, our proposed LSIM
model achieves improvements of 3.87% on ME-
TEOR, 4.74% on ROUGE-1, 0.94% on ROUGE-2,
4.12% on ROUGE-L, and 1.32% on BERTScore.
Compared to the best performing baseline model
text-embedding-3-large, LSIM model achieves
improvements of 2.38%, 2.48%, 0.39%, 2.21%,
and 0.71% on METEOR, ROUGE-1, ROUGE-2,
ROUGE-L, and BERTScore. When LLaMA-2-



Method METEOR ROUGE-1 ROUGE-2 ROUGE-L BERTScore
LSIM 21.00 16.30 2.63 14.74 83.23
LSIM w/o LS 19.10 14.18 2.22 12.88 82.45
LSIM w/o SI 18.77 13.83 2.17 12.62 82.48

Table 5: Ablation study when using LLaMA-3-8B as the LLM architecture (%).

User’s Question

Someone I know has been accused of touching a child.Shes 18 now and is making these allegations.How
can he clear himself. A friend of mine has been accused of inappropriately touching a young child when
she was six, that’s what shes saying. She is 17 or 18 now. My friend is very upset and is wrongfully
accused. Can he take her to court to get his name cleared? If so what steps should he go about this?

Lawyer’s Answer

Depending on the allegations and to whom she is making these claims, this could result in serious criminal
charges against your friend. If it were me, I’d keep silent about the allegations. And if he is contacted by
law enforcement, definitely get a lawyer before speaking with them.

Response given by LLaMA-2-13B w/o RAG

I understand that your friend is upset and wants to clear their name. However, the appropriate course
of action depends on various factors, including the specific circumstances and legal jurisdiction. I
recommend that your friend consults with a lawyer who specializes in criminal law to discuss their options
and determine the best approach. The lawyer can guide them on how to proceed, potentially including
seeking legal action for defamation or slander, and navigating the legal system to clear their name. It’s
essential to prioritize a thorough and fair investigation, ensuring that all parties involved receive a just
outcome.

Response given by LSIM

Your friend should seek legal counsel from a competent attorney who specializes in criminal defense and
child abuse cases. The attorney can guide your friend on how to proceed to clear their name and address
the allegations. It’s essential to remain silent and avoid any contact with the accuser, as any statements
or interactions may be used as evidence. The attorney can help your friend understand their rights and
options, including the possibility of filing a defamation claim. However, the primary focus should be on
addressing the criminal allegations and ensuring your friend’s name is cleared.

Table 6: Case Study

13B is employed as the LLM baseline, our pro-
posed LSIM algorithm also achieves the best per-

4.35, 4.35, and 4.41 points in accuracy, specificity,
and adoptability, respectively. Compared to the

formance across all metrics. Compared with the
LLaMA-2-13B w/o RAG, our proposed LSIM
model achieves improvements of 3.46% on ME-
TEOR, 2.97% on ROUGE-1, 0.67% on ROUGE-2,
2.43% on ROUGE-L, and 1.88% on BERTScore.
Compared to the best performing baseline model
text-embedding-3-large, LSIM model achieves
improvements of 2.52%, 1.97%, 0.35%, 1.59%,
and 1.50% on METEOR, ROUGE-1, ROUGE-2,
ROUGE-L, and BERTScore.

The results of the human evaluation are shown in
Table 4. Our LSIM model achieves the best perfor-
mance in terms of accuracy, specificity, and adopt-
ability, with scores 0f4.65, 4.47, and 4.65, respec-
tively. The text-embedding-3-large model achieves

text-embedding-3-large model, the LSIM model
achieves improvements of 0.30, 0.12, and 0.24 in
accuracy, specificity, and adoptability, respectively.
These results highlight the effectiveness of our pro-
posed LSIM model. The LSIM model is capable of
retrieving the most relevant candidate questions for
the given queries and generating highly pertinent
and practical responses.

4.5 Ablation Study

An ablation study is also conducted for LSIM ton
when using LLaMA-3-8B as baseline LLM. LSIM
w/o LS refers to the LSIM model without the Log-
ical Structure module. LSIM w/o SI refers to the
LSIM model without the Semantic Information



The most relevant questions retrieved by LSIM

A false allegation of inappropriate touching was made and a polygraph is being requested is there a way
to dismiss this? My teen step-daughter has a history of bad behavior and being unruly. During a recent
counseling session, she accused me of touching her while giving her a hug last June. CPS is involved
and I’'m now being asked to take a polygraph. Since the incident, she has been sent to stay with her
grandmother after sneaking out and breaking a neighbors window.

Lawyer’s Answer

I recommend you keep your mouth shut and do not post anything else online. Hire a competent attorney
today to counsel you on your possible criminal charges and how to conduct yourself during this DCS
and/or LEO investigation. Again do not talk to anyone about this and have no contact with the girl.

Table 7: The most relevant questions retrieved by LSIM.

module. The ablation study demonstrates that both
the logical structure (LS) and semantic information
(SI) modules contribute positively to the overall
performance of the LSIM model. The best results
are achieved by the full LSIM model, which com-
bines the effects of both the LS and SI components.

4.6 Case Study

Table 6 presents a comparison of LLaMA-2-13B
directly answering a legal question (LLaMA-2-13B
w/o RAG) and utilizing our LSIM framework to re-
spond to the legal question. For this given question,
there are two main points in a real lawyer’s re-
sponse: keep silent and get a lawyer. However, the
response generated by LLaMA-2-13B w/o RAG is
comparatively generic, merely mentioning seeking
legal counsel. By leveraging our LSIM model, we
retrieve the three most relevant questions related
to the given query. Table 7 presents the most rel-
evant question retrieved by LSIM. The answer to
this question advises the user to "keep your mouth
shut" an "hire a competent attorney".

By incorporating insights from the retrieved rele-
vant questions, the LSIM model generates a re-
sponse that covers two crucial aspects: remain
silent and seek legal counsel. These key points
align closely with the advice given by the real
lawyer. The responses generated by our LSIM
framework exhibit a higher degree of profession-
alism and more closely mirror the advice typically
provided by a lawyer.

5 Conclusion

In this paper, we address the limitations of LLMs in
providing expert-level responses to legal questions.
We propose an novel framework named LSIM,
which integrates logical structure and semantic
information of the legal question to enhance the

ability of LLMs to generate expert legal responses.
The LSIM framework consists of three components.
First, reinforcement learning is used to predict the
fact-rule chain of thought for the given question.
Second, the DSSM model that integrates logical
structure and semantic information is used to re-
trieve the most relevant candidate questions from
the database. Finally, the chain of thought for the
user’s question, the most relevant retrieved ques-
tions, and their corresponding answers are provided
as reference information to the LLM to generate the
final answer. Experiments are conducted on a real
dataset. Both automated evaluation metrics and
manual evaluation demonstrate the effectiveness of
our proposed LSIM framework.

In the future, we will explore applying our model
to other specific domains, such as medicine and
finance. Additionally, we will explore adopting
multiple turns of interaction with users and incor-
porating their real-time feedback into the training
process of our model to further enhance the perfor-
mance.

Limitations

The limitations of our work are as follows:

* The effectiveness of the RAG-based model
heavily depends on the availability of
databases. Consequently, our model’s perfor-
mance may degrade due to the lack of suffi-
cient relevant legal cases to retrieve, which
hinders the model’s adaptability and utility in
regions where legal cases are scarce.

* Our study is limited to single-turn interactions
with large language models. Multi-turn in-
teractions could potentially help the model
gain a more comprehensive understanding of
the questions and provide more accurate and
targeted answers.
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