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Fig. 1: Iterative Keypoint Reward (IKER) is a visually grounded reward generated by Vision-Language Models (VLMs)
as task specification. The framework reconstructs the real-world scene in simulation, and the generated reward is used to
train RL policies. We evaluate our framework on diverse tasks in the real world and demonstrate several notable capabilities.

Abstract— Task specification for robotic manipulation in
open-world environments is challenging. Importantly, this pro-
cess requires flexible and adaptive objectives that align with
human intentions and can evolve through iterative feedback.
We introduce Iterative Keypoint Reward (IKER), a framework
that leverages VLMs to generate and refine visually grounded
reward functions serving as dynamic task specifications for
multi-step manipulation tasks. Given RGB-D observations and
free-form language instructions, IKER samples keypoints from
the scene and utilizes VLMs to generate Python-based reward
functions conditioned on these keypoints. These functions op-
erate on the spatial relationships between keypoints, enabling
precise SE(3) control and leveraging VLMs as proxies to
encode human priors about robotic behaviors. We reconstruct
real-world scenes in simulation and use the generated re-
wards to train RL policies, which are then deployed into the
real world—forming a real-to-sim-to-real loop. Our approach
demonstrates notable capabilities across diverse scenarios, in-
cluding both prehensile and non-prehensile tasks, showcasing
multi-step task execution, spontaneous error recovery, and
on-the-fly strategy adjustments. The results highlight IKER’s
effectiveness in enabling robots to perform multi-step tasks
in dynamic environments through iterative reward shaping.
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I. INTRODUCTION

Task specification is a critical capability for robots op-
erating in unstructured, open-world environments, where
predefined, rigid instructions are insufficient to capture the
complexity of real-world interactions. In such settings, task
specifications must not only define an optimizable objective
but also incorporate human priors about the robot’s intended
behaviors. This process often evolves iteratively, as humans
refine the objective by observing the robot’s execution and
making adjustments. For example, in practical RL deploy-
ments, reward functions used to guide the robot’s actions
are shaped through multiple iterations, with humans revising
them based on the outcomes observed during training. This
iterative shaping encodes human expectations and behavioral
biases, aligning the robot’s behavior more closely with real-
world needs. For instance, in multi-stage tasks, the reward
function can be designed to encourage intermediate steps
that mirror human strategies, such as regrasping an object to
enable a feasible grasp.


https://iker-robot.github.io/

Recent works have demonstrated that vision-language
models (VLMs) encode rich world knowledge through pre-
training on Internet-scale data [1-8]. Prior works have ex-
plored various task specifications using LLMs and VLMs [9—
12], but typically operate on predefined objects or envi-
ronments which are challenging to deploy in open-world
scenarios. Additionally, much of this prior work focuses
on tasks like positional rearrangement, where the primary
challenge lies in specifying only coarse-grained positional
information (e.g., object location) [8—11,13], rather than
handling more complex, dynamic tasks (e.g., non-prehensile
object pushing). Given these limitations, a natural question
arises: How can we effectively ground the visual understand-
ing of VLMs to open-world tasks that require more nuanced
control and adaptability? We identify three key challenges
for VLMs: 1) Fine-grained SE(3) pose control, requiring
precise manipulation of objects in 3D space; 2) Human-like
behavioral priors, enabling VLMs to break down complex,
multi-step tasks similarly to how humans approach them;
and 3) Iterative reward shaping, where VLMs refine their
predictions through embodied feedback—the environment
changes as a result of the robot’s actions.

In this work, we introduce Iterative Keypoint Re-
ward (IKER), a framework that enables Vision-Language
Models (VLMs) to generate and refine visually-grounded
reward functions, which serve as task specifications for
open-world manipulation tasks. Rather than relying on rigid,
predefined instructions, our approach allows VLMs to dy-
namically synthesize task objectives based on real-time ob-
servations and language inputs. Specifically, given an RGB-
D observation and a free-form language instruction, we first
sample keypoints in the scene. Then, leveraging the visual
code-generation capabilities of VLMs, we generate Python-
based reward functions conditioned on these sampled key-
points. These reward functions, which operate on the spatial
relationships between keypoints, define the desired outcomes
of the manipulation task, thus acting as flexible and adaptable
task specifications. Building upon recent work [14], we make
the crucial observation that keypoints capture rich geometric
structures inherent to many manipulation tasks. Multiple
keypoints can collectively encode the full SE(3) rotations of
objects. By using keypoint-based rewards to specify tasks,
we enable VLMs to leverage their rich understanding of
the world to generate reward functions that reflect human
strategies for manipulation. This means the robot is guided
to perform actions in ways that humans naturally would,
ensuring that the task objectives align closely with human
expectations and approaches. For example, in a task re-
quiring regrasping, the reward function can be designed
to guide intermediate actions that mirror human problem-
solving approaches, such as repositioning objects to facilitate
a successful grasp. Furthermore, through iterative refinement
based on embodied feedback, VLMs can continuously update
and improve the task specification, ensuring that the robot’s
behavior remains adaptive to the complexities of real-world
environments. In this way, reward functions in our framework
effectively serve as evolving task specifications.

A key advantage of our approach is its ability to bridge
the gap between simulation and reality while maintaining
flexible, visually grounded task specifications. We first trans-
fer the 3D meshes of real-world objects into a simulation.
Since the reward function depends on VLMs, which per-
form better on real-world data than simulation data, we
generate the reward using real-world observations to ensure
contextually grounded task specifications. Then we transfer
it to a simulated environment for policy training. This
approach leverages the precision of VLMS for real-world
observations, while utilizing the scalability of simulation
for training. Once optimized, the policy is deployed back
into the real world. This real-to-sim-to-real loop enables
seamless adaptation from simulation to physical execution.
Leveraging this framework, we demonstrate the efficacy of
IKER across diverse scenarios involving real-world objects
like shoes and books, spanning both prehensile tasks—such
as grasping and placing shoes on racks—and non-prehensile
tasks like pushing or sliding books to designated locations.
We perform quantitative and qualitative evaluations to assess
the system’s ability to autonomously perform complex, long-
horizon tasks. The results showcase human-like capabilities,
including multi-step chaining, spontaneous error recovery
and updating strategies on-the-fly.

In summary, our contributions are as follows:

« We introduce a visually grounded reward representation
IKER, that serves as flexible task specification, enabling
robots to tackle complex open-world tasks.

« We demonstrate that IKER possesses the unique advan-
tage of incorporating human-like behavioral priors and
an iterative reward shaping process.

« We integrate IKER with a real-to-sim-to-real framework
to perform both prehensile and non-prehensile tasks,
which is robust in challenging long-horizon tasks.

II. RELATED WORK

VLMs in Robotics. VLMs have appeared as a prominent
tool in robotics [9-11, 15-25]. Broadly, existing work in this
space can be categorized into two groups: (1) those that
leverage VLMs for task specification [11,15-17], and (2)
those that focus on low-level control [16,18,19,26]. Our
work aligns with the former, emphasizing task specification.

Several studies have explored task specification by decom-
posing complex tasks into actionable steps. For example, Ahn
et al. [15] proposes a method to break down long-horizon
tasks into subtasks using LLMs. Belkhale et al. [27] intro-
duces language motions as intermediaries between high-level
instructions and robotic actions, enabling the policy to learn
shared low-level structures. Building on this, Rana et al. [26]
extends task decomposition to expansive environments like
floor plans. Other works, such as [28], employ LLMs to
generate task targets that guide RL agents in achieving long-
horizon tasks. Unlike most of these works, which require
pre-defined models or prior knowledge of the environment
and objects, our approach reconstructs the 3D meshes of the
scene and objects from RGB-D observations. By not relying
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Fig. 2: Framework Overview. We first obtain keypoints in the scene. These, combined with a human command and execution
history, are processed by a Vision-Language Model (VLM) to generate code that defines the reward function to move the
box (a). We transfer the scene into simulation, and the reward function is used to train a policy, which is subsequently

executed in the real world (b). This process is repeated across multiple steps to enable long-horizon task execution (c).

on pre-existing models, we increase the adaptability of our
approach to unseen scenarios.

In addition to task decomposition, alternative task speci-
fication methods such as affordances and value maps have
been investigated. For instance, Huang er al. [17] generates
3D affordance and constraint maps as objective functions
for motion planners, while [14] introduces visually grounded
representations for constraints. Likewise, Lit et al. [11]
leverages VLMs to predict point-based affordances for zero-
shot manipulation tasks. Moreover, Zhoe et al. [29] integrates
VLMs into model predictive control by sampling candidate
action sequences and using VLMs to generate video predic-
tions, which are then evaluated to determine optimal actions.

Similar to our work, some approaches explore task spec-
ification through reward function generation. Works such
as [30-32] employ LLMs to generate reward functions
that train robotic policies, but their practical applicability
is often limited. In contrast, we demonstrate the practical
applicability and robustness of our method by successfully
addressing challenging manipulation tasks in real-world set-
tings, underscoring its effectiveness in multi-step tasks.

Real-Sim-Real. Real-to-sim has gained significant attention
for its ability to facilitate efficient agent training. Once a
scene is transferred to simulation, it can be used for a wide
range of tasks, including RL training. Several approaches fo-
cus on reconstructing rigid bodies for use in simulation [33—
35]. For instance, Kappler et al. [33] introduced a method
for reconstructing rigid objects to facilitate grasping. Some
works rather focus on reconstructing articulated objects [36—
40]. Huang et al.[36] presented methods for reconstructing
the occluded shapes of articulated objects. Jiang et al. [40]
introduced a framework, DITTO, to generate digital twins of
articulated objects from real-world interactions. In our work,
we utilize BundleSDF [41] to generate object meshes that
are transferred to the simulation.

Sim-to-real transfers have shown great performance in a
variety of skills, including tabletop manipulation [42,43],

mobile manipulation [44,45], dynamic manipulation [46],
dexterous manipulation [47,48], and locomotion [49,50].
However, directly deploying learned policies to physical
robots cannot guarantee successful performance due to sim-
to-real gap. To bridge sim-to-real gap, researchers has devel-
oped many techniques, such as system identification [51-54],
domain adaptation [55-57], and domain randomization [49,
58-60]. In our work, we use domain randomization as it
does not require any interaction data from real-world during
training. It relies entirely on simulation and makes policies
robust by exposing them to a wide variety of randomized
conditions within simulation. Recently, Torne et al. [61]
propose RialTo, a complete real-to-sim-to-real loop system.

III. METHOD

Herein we first formally define Iterative Keypoint Reward
(IKER) and discuss how they are automatically synthesized
and refined by VLMs by continuously taking in environ-
mental feedback. Then we discuss how IKER serves as a
versatile task specification that bridges simulation and reality
for manipulation. Our method overview is shown in Figure 2.

A. Iterative Keypoint Reward (IKER)

Given RGB-D observation of the environment and an
open-vocabulary language instruction I for a multi-step task,
our objective is to obtain N policies 7Y, that complete the
task. Importantly, the number of policies N is not predefined
and can adapt dynamically based on the environment and
task progression. For example, Figure 2 considers a multi-
step shoe-placing task where the robot first needs to clear
space on a rack before sequentially placing and aligning two
shoes side by side. In this scenario, the first policy, 71, must
be learned to move a shoe box to make room for the shoes.
In this work, we focus on the task specification challenge of
how one can automatically formulate the reward functions
required to train the policies (e.g., in RL framework).

For step i, we denote the RGB observation as O;. We
assume a set of K keypoints k]K:1 is given (discussed later in



Sec. III-B), each specifying a 3D position in the task space.
Using the keypoints, we aim to obtain a reward function,
termed IKER, that maps keypoint positions to a scalar reward
f@ . REX3 5 R, To automatically generate f(*), we use
a VLM, GPT-40 [1], to write f(i) as a Python function
which may contain arithmetic operations on the keypoints.
In order for the VLM to refer to the keypoints, we use visual
prompting by overlaying the keypoints on the observation O;
with numerical marks {1,..., K} as shown in Figure 2.

Notably, the reward generation process is conditioned on
all previous interactions to allow the VLM to either create
a new reward function that progresses to the next stage of
the task or refine previous ones in case of failures. Namely,
the context C; provided to the VLM at step ¢ includes the
original instruction, the RGB observations from previous
steps, and the current observation:

C; = {I, 01,f<1>7...,o,-,hf(i—l),oi}.

B. Transferring real-world scene to simulation

After formulating the reward function, we transfer the real-
world scene within the workspace boundary to simulation.
Poses of manipulable objects are estimated using Founda-
tionPose [62], which allows us to position the corresponding
object meshes in the simulation. For example, the shoe box
and shoes depicted in Figure 2 are manipulable objects.
FoundationPose requires CAD models of the objects, which
we generate using BundleSDF [41]. This process involves
capturing a video of the object from a set of angles to create a
3D model. For static workspace elements, like the workspace
table and shoe rack in Figure 2, we capture a point cloud
which is used to create the meshes in the simulation.

We leverage the generated meshes to identify candidate
keypoints. For manipulable objects like shoes and books,
keypoints are positioned at the object’s extremities along
its axes and are defined with respect to the corresponding
object’s center. Keypoints that are too close in the image
projection are removed. Conversely, for static objects like
shoe racks, which serve as environment, we uniformly dis-
tribute keypoints across their surfaces.

C. Train policy in Simulation

We directly control the robot in the end-effector space,
which has six degrees of freedom: three prismatic joints for
movement along the x, y, and z axes, and three revolute
joints for rotation. The gripper fingers remain closed by
default, opening only when grasping objects. In simulation,
we employ a heuristics-based grasp for faster training.

State Space: The state space for our policy captures
the essential information to execute the task. The input is
a vector s; consisting of the gripper’s end-effector pose
(pe,qe) € R7, the pose of object currently being manip-
ulated (po,q,) € R7, a set of object keypoints K, =
{ko,,--.,Kko, } € R3", and their corresponding target po-
sitions Ky = {k¢,,..., ke, } € R3™. K; is derived from
the reward function f generated by the VLM. Rotations
q. and q, are represented as quaternions. This state space

st = (Pes Qe Pos Ao, Ko, K¢) captures essential information
on objects of interest as well as the goal of the policy.

Action Space: The action space is defined relative to the
gripper’s current position and orientation. The policy outputs
actions a; = (Ap,, Ar.), where Ap, € R? and Ar, € R?
specifies the changes in translation and rotation respectively.

Domain Randomization: Recognizing the challenges in-
herent in transferring policies between simulation and the
real world, we employ domain randomization to bridge the
real-to-sim-to-real gaps. Domain randomization is applied
to object properties like friction, mass, center of mass,
restitution, compliance, and geometry. We further randomize
the object position, the gripper location, as well as the grasp
within a range. We found these to be especially crucial for
non-prehensile tasks like pushing.

D. Deploy Trained Policy in Real-World

The trained RL policy ; is then deployed directly in the
real-world. Since the policy outputs end-effector pose, we
employ inverse kinematics to compute the joint angles at
each timestep. The RL policy operates at 10Hz frequency,
producing action commands that are then clipped to ensure
the end effector remains within the workspace limits. For
keypoint tracking, we utilize FoundationPose [62] to estimate
the object’s pose. These pose estimates are subsequently used
to compute the keypoint locations that are defined relative to
the objects. We use AnyGrasp [63] to detect grasps in the
real-world. The VLM predicts the object to interact with, and
the optimal grasp is selected from AnyGrasp detection using
back and top views of the object.

IV. EXPERIMENTS AND ANALYSIS

We aim to answer the following research questions: (1)
Why is Iterative Keypoint Reward (IKER) a versatile re-
ward representation for training diverse manipulation skills,
specifically in the context of harnessing the world knowledge
from VLMs? And can we construct a pipeline leveraging
IKER for real-to-sim-to-real transfer? (2) Leveraging task-
level feedback for replanning, can the pipeline perform multi-
step tasks in dynamic environments?

A. Metrics and Baselines

We compare to a human-annotated variant of IKER, where
reward functions are human-specified, allowing evaluation
without VLM influence.

We also compare our method with using object pose
(represented by coordinates for position and quaternions
for orientation) as the state representation, which is the
conventional approach in RL training [64-68]. In the pose
automatic method, the VLM generates a function f that maps
the initial poses of the objects to their final poses.

We evaluate our approach across four scenarios: Shoe
Place, Shoe Push, Book Push, and Book Reorient. In Shoe
Place, the robot picks a shoe from the ground and places it on
a rack. In Shoe Push, it pushes one shoe to form a matching
pair. In Book Push, it aligns or pushes a book to the table’s
edge, and in Book Reorient, it repositions a book on a shelf.



Annotated (Human labeled reward)

Automatic (VLM-generated reward)

Task
Simulation Real-World Simulation Real-World
IKER (Ours) Pose IKER (Ours) Pose IKER (Ours) Pose IKER (Ours) Pose
Shoe Place 0.945 0.938 0.8 0.9 0.778 0.353 0.7 0.3
Shoe Push 0.871 0.850 0.7 0.7 0.716 0.289 0.6 0.2
Stowing Push 0.901 0.914 0.8 0.7 0.679 0.374 0.6 0.3
Stowing Reorient 0.848 0.859 0.8 0.7 0.858 0.265 0.7 0.2

TABLE I: Performance of IKER in simulation and real-world. IKER, which makes use of visual keypoints, significantly
outperforms the conventional pose-based approach, especially when using VLMs to automatically generate reward functions.

Each scenario has 10 start/end configurations. In simulation,
we report success rates averaged over 128 environments, with
trials considered successful if the average keypoint distance
to target is within 5 cm.

B. Simulation Environment, Real-World System and Experi-
ment Objects

Fig. 3: Experiment objects. We experiment with 5 shoe
pairs and 2 shoe racks for tasks involving shoe scenarios.
We experiment with 9 different books for stowing tasks.

We use IsaacGym [69] to train our policies. In real-world,
we conduct experiments on XArm7 with four stationary
RealSense cameras. These cameras capture the point clouds,
which are used to construct the simulation environment and
to provide data for AnyGrasp to predict grasp. Additionally,
a wrist-mounted camera is used to capture images, which
are then used to query the VLM. Figure 3 shows the objects
used in our experiments.

C. Policy Training with Iterative Keypoint Reward

Iterative Keypoint Reward offers a flexible and effective
way to represent rewards for training manipulation policies
using RL. To validate this, we conduct experiments com-
paring RL training with keypoints and object pose. Our
experiments span four representative tasks, with quantitative
results summarized in Table I.

In the annotated method, success rates for shoe placement
using IKER and object pose are 0.945 and 0.938, respec-
tively. A similar trend is seen in the shoe push, stowing
push, and reorient tasks, where performance differences are
minimal. These results suggest that IKER effectively captures
diverse behaviors, comparable to object poses, making it a
promising alternative for RL policy training.

In the automated method, IKER significantly outperforms
object pose representations. For example, in shoe placement,

IKER achieves a 0.7 success rate, while object poses reach
only 0.3. Similar results are seen across other tasks. Object
pose success is limited to simpler scenarios with no pose
changes, as VLMs struggle with rotations in SO(3) space.
In contrast, keypoints simplify the challenge by requiring
VLMs to reason only in Cartesian space, eliminating the
need to handle object poses in SE(3) space.

As shown in Table I, there is a slight reduction in success
rate from simulation to the real world. For shoe placement,
IKER achieves success of 0.945 in simulation and 0.8 in the
real world. For shoe push, the success rate drops from 0.871
to 0.850. These results suggest that domain randomization
techniques in Section III-C help bridge the sim-to-real gap,
but factors like inaccuracies in environment reconstruction,
real-world perception errors, and the inability to simulate
extreme object dynamics still affect performance.

D. Iterative Replanning for Multi-Step Tasks

We demonstrate the robot’s iterative chaining ability with
a task involving three sequential actions: pushing a shoe
box to create space, then placing a pair of shoes on a rack.
Failure in any task leads to failure in the next. This task is
more challenging for the VLM, using around 16 keypoints
compared to 8 in earlier tasks due to background elements.
We test 10 different start and end configurations, iterating
through each to assess overall performance.

We compare our method with VoxPoser [17], which
employs LLMs to generate code that produces potential
fields for motion planning. VoxPoser serves as an ideal
baseline because it excels at synthesizing motion plans for a
diverse range of manipulation tasks from free-form language
instructions. Notably, their plans are open-loop and lack
feedback to the VLM for refining specifications at each
step. To adapt it to our tasks, we enhanced VoxPoser with
two major modifications: (1) VoxPoser used OWL-ViT to
find object bounding boxes, but it struggled to distinguish
between left and right shoes, so we provided ground-truth
object locations. (2) We gave VoxPoser the entire plan, as the
original planner struggled with multi-step tasks. This gave
VoxPoser an advantage over our method due to access to
privileged information.

Figure 5 shows the iterative chaining results. Across the
three tasks, our method consistently outperformed VoxPoser.
In the first task, we succeeded 6 out of 10 times compared
to VoxPoser’s 5 successes. For the second task, we had 2
successes while VoxPoser had 1. In the final task, our method
succeeded once, whereas VoxPoser failed in all attempts.
VoxPoser’s failures can be attributed to several factors, such
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as pushing the shoe box either too far or not far enough,
failed grasping attempts, collisions with the environment
during object manipulation, or improper placement of the
shoes—resulting in both shoes being stacked on top of each
other and subsequently falling.

E. Robustness, Adjusting Plans, and Re-Planning

Unlike previous works that rely on open-loop plans, our
approach leverages closed-loop plans, enabling adjustments
during execution. This feature gives rise to several capabili-
ties, as demonstrated in Figure 4.

In the first scenario, a human interrupts the robot while
it is in the process of placing shoes on the ground. The
framework demonstrates resilience by recovering from the
interruption. The robot re-grasps the shoe and successfully
completes the task by placing both shoes on the rack.

In the second scenario, when the robot attempts to place
the left shoe, it detects that the shoe is not positioned close
enough to the right shoe. To address this, the VLM predicts
a corrective action, suggesting that the robot push the left

Human disturbénce ‘ Places right then left shoe on ‘

- | P

1
Task done! ol

‘ ‘l’}n{}‘

0e on rack, littl Adjusts left shoe
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Fig. 4: Scenarios demonstrating capabilities of our framework. The framework is robust to disturbances and can adapt
in response to unexpected events. Additionally, it can propose new plans when the original ones become infeasible.

o the side Task done!

shoe closer to the right shoe to form a proper pair.

In the third scenario, the robot is tasked with stowing
a book on a shelf. However, the initial grasp attempt fails
because the book is too large to be handled effectively. In
response, the VLM predicts an alternative strategy to com-
plete the task, adjusting the approach to ensure successful
placement.

V. CONCLUSION AND LIMITATIONS

In this work, we introduced Iterative Keypoint Reward
(IKER), a framework that leverages VLMs to generate vi-
sually grounded reward functions for robotic manipulation
in open-world environments. By using keypoints from RGB-
D observations, our approach enables precise SE(3) control
and integrates priors from VLMs without relying on rigid
instructions. IKER bridges simulation and real-world exe-
cution through a real-to-sim-to-real loop, training policies in
simulation and deploying them in physical environments. Ex-
periments across diverse tasks demonstrate the framework’s
ability to handle complex, long-horizon challenges with
adaptive strategies and error recovery. This work represents
a step toward more intelligent and flexible robots capable of
operating effectively in dynamic, real-world settings.

Despite these advancements, our approach has certain lim-
itations. We use a simplified version of real-to-sim transfer,
which may not fully capture the complexities of real-world
environments. A more comprehensive system identification
might be necessary for more precise manipulation. Addition-
ally, while our framework reconstructs multiple objects in the
environment, our current implementation does not account
for tasks involving complicated multi-object interactions,
limiting our evaluation primarily to single-object manip-
ulation at each stage. Lastly, even with GPU-accelerated



simulation, the current simulators require approximately 5
minutes of training per task, which can be time-consuming
for some applications.
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