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ABSTRACT

In this paper, we propose a large training dataset named
Celeb-500K for face recognition, which contains 50M images
from 500K persons. To better facilitate academic research,
we clean Celeb-500K to obtain Celeb-500K-2R, which con-
tains 25M aligned face images from 365K persons. Based on
the developed dataset, we achieve state-of-the-art face recog-
nition performance and reveal two important observations on
face recognition study. First, metric learning methods have
limited performance gain when the training dataset contains
a large number of identities. Second, in order to develop an
efficient training dataset, the number of identities is more im-
portant than the average image number of each identity from
the perspective of face recognition performance. Extensive
experimental results show the superiority of Celeb-500K and
provide a strong support to the two observations.

Index Terms— face recognition, face dataset, large scale,
convolutional neural networks

1. INTRODUCTION

In this paper, we propose a large training dataset named
Celeb-500K for deep learning [1, 2, 3, 4, 5, 6] based large
scale face recognition [7, 8, 9, 10, 11]. The training dataset
consists of 50M images from 500K persons. Our paper
focuses on addressing the following two issues in face recog-
nition. First, according to Table 1, there are large gaps on
dataset scale between publicly available datasets and private
datasets. For example, CelebFace [12] has only 1/800 iden-
tities and 1/500 images of the Google dataset. Therefore,
compared with industrial applications, the academic research
community can only resort to smaller scaled datasets result-
ing in typically biased conclusions. Thus the efficacy of the
proposed methods on larger training datasets needs further
verification. For example, many metric learning methods
including Contrastive Loss [12], Center Loss [13] and Triplet
Loss [14] have greatly improved the face recognition per-
formance of models trained on smaller public datasets such
as CelebFace and CASIA-WebFace, but their efficiency on
larger scale datasets needs further investigation.
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Table 1. Recent face recognition training datasets.

Dataset Available #People #Images

YFD [15] public 1595 3425 videos
VGGFace [16] public 2600 2.6M
VGGFace2 [10] public 9131 3.3M
CelebFaces [12] public 10K 202K
CASIA-WebFace [17] public 10K 500K
MS-Celeb-1M [18] public 100K 10M
Celeb-500K public 500K 50M

Facebook [18] private 4K 4.4M
Google [18] private 8M 100− 200M

The second is about the importance of intra- and inter-
identity variations when a dataset is large enough. The for-
mer focuses on the Average Image Number of Each Identity
(AINEI) and the latter on overall Identity Number (IN). For
example, VGGFace [16] and VGGFace2 [10] pay more atten-
tion to AINEI. Every identity has more than 330 and 1, 000
images in VGGFace2 and VGGFace on average, respectively.
On the other hand, MS-Celeb-1M chooses to increase IN as
shown in Table1. However, there are still not enough efforts
on studying which way is more efficient when the dataset is
large enough, from the perspective of face recognition perfor-
mance.

Consequently, Celeb-500K is developed to cope with the
above problems. Since the original images of Celeb-500K are
downloaded from the Internet, the original images are not di-
rectly suitable for model training and there are many noisy
labels. Therefore, we first perform basic processing includ-
ing face detection, alignment and affine warp to get standard
face images. Then, we use a two-step bootstrapping strat-
egy to clean the dataset. Finally, we obtain a cleaned version
called Celeb-500K-2R containing 25M aligned face images
from 356K celebrities. Extensive experiments are conducted
on the developed dataset. Based on Celeb-500K-2R along
with a simple baseline, we achieve state-of-the-art face recog-
nition accuracy and face verification rate on LFW. Further-
more, Celeb-500K-2R helps achieve much higher verification
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Fig. 1. Data development procedure. Celebrity list is referred to [18]. We adopt MTCNN [19] for face detection and alignment.

rate over all the other public datasets at an extremely small
false alarm rate.

According to our experimental results, we have interest-
ing observations. First, out of our expectation, the previ-
ous metric learning methods including CenterLoss [13] and
TripletLoss [14] have little influence on models trained on
Celeb-500K-2R. Second, when IN is fixed, the increase of
AINEI has very limited impact on face recognition perfor-
mance. On the contrary, the model performance increases
dramatically when we increase IN but fix the number of to-
tal images. These important observations are critically useful
in guiding the further investigation. In summary, the contri-
butions of our work are as follows:

• We propose a large face recognition training dataset
Celeb-500K that consists of 50 million images from
500 thousand persons and a cleaned version called
Celeb-500K-2R containing 25 million aligned faces
from 356 thousand celebrities.

• We show that many previous metric learning methods
do not have performance gains as would be expected on
the training dataset with a large identity number.

• We show that inter-identity variation plays a more
important role than intra-identity variation when the
dataset scale is large. This can be a useful principle for
developing a valid dataset.

2. DATASET DEVELOPMENT

As illustrated in Figure 1, the dataset is developed in sev-
eral steps. In particular, we first refer to the celebrity list
from [18], which consists of 1M celebrity names. Then, we
search each name on search engines to obtain 100 image urls
for each person. After downloading all the images of the
first 500K people, we get a dataset consisting of 50M im-
ages named Celeb-500K. To help facilitate the standard model
training, we further perform face detection, alignment and
affine warp on the original images. Specifically, we adopt
MTCNN [19], which is a unified multi-stage cascade CNN
model, for face detection and alignment. For affine warp, we
fix the aligned image size as 128 × 112 (h × w) and the five
landmark points as follows: left eye pupil (x : 38, y : 55),
right eye pupil (x : 73, y : 55), tip of nose (x : 56, y : 75),

left mouth corner (x : 42, y : 95) and right mouth corner
(x : 71, y : 95).

After all these processes, we obtain a dataset that contains
35M aligned face images from 500K celebrities. The decrease
of the number of images is mainly due to the false detection
of MTCNN.

3. BOOTSTRAPPING LABEL CLEANING

Since the images are downloaded from search engines with-
out manually labeling, the labels usually contain much noise.
This can significantly influence the model performance [20].
Therefore, we conduct a two-step bootstrapping strategy to
automatically clean the dataset. In particular, we first pre-
train the model on CelebFace [12], which contains 202599
manually labeled images from 10177 persons. Second, we
finetune the model on 356K identities with the 35M face im-
ages and use the trained model to predict labels for the train-
ing images. Then, we select the images whose predicted la-
bel is the same as the ground truth and whose probability
is larger than 0.7. After the first step bootstrapping, a new
dataset called Celeb-500K-1R is obtained, which consists of
23M face images from 356K celebrities.

Table 2. The performance on 500K image pairs of LFW. The
performance gain of bootstrapping strategy is significant.

Dataset AUC FAR=0.1% FAR=0.01%

CelebFaces 65.73% 64.78% 46.37%
Celeb-500K 88.05% 92.72% 87.91%
Celeb-500K-1R 95.63% 96.38% 94.75%
Celeb-500K-2R 98.29% 98.71% 95.28%

Then, the model is further finetuned on Celeb-500K-1R
and the bootstrapping cleaning is performed for the second
time. In particular, the 35M face images are relabeled with
the trained model and the images whose predicted label is the
same as the ground truth and whose probability is bigger than
0.7 are accepted. Finally, we obtain Celeb-500K-2R, which
contains 25M face images from 356K celebrities.

To evaluate the performance of the refined datasets, we
randomly select 500K face pairs from LFW and report AUC
(Area Under Curve) of PR (Precision and Recall) curves as
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well as VR@FAR (Verification Rate at False Alarm Rate) of
ROC (Receiver Operating Characteristic) curves in Tabel 2.
The two-step bootstrapping cleaning strategy brings signifi-
cant performance gains to the models. On the other hand,
the models trained on our datasets outperform the model pre-
trained on CelebFace by 40-50 percentage at 0.01% FAR.
Note that the images used in Section 4 are all from Celeb-
500K-2R. For comprehensive performance analysis, we also
select 500K images from 10K persons from Celeb-500K-2R,
called Celeb-10K.

4. EXPERIMENT

4.1. Experiment setup

Network Architecture: We adopt ResNet-20 [4] as our base-
line model. Besides SoftmaxLoss, CenterLoss [13] or Triplet-
Loss [14] is also employed for some models. In particular,
we train CenterLoss with SoftmaxLoss together but we train
TripletLoss alone after the model converges on SoftmaxLoss.
All the training images are cropped to 112× 96 (h×w) from
128× 112 (h× w) before fed into networks.
Training Process: In Section 4.2, we first pre-train the base-
lines on Celeb-10K for convergence on larger IN. Then we
finetune them on Celeb-500K-2R or MS-Celeb-1M. In Sec-
tion 4.3 and Section 4.4, we first pre-train the baselines on
CelebFace. Then we finetune them on Celeb-500K-2R or
MS-Celeb-1M. For pre-training, we set the initial learning
rate at 0.02 and decrease it two times to 0.0002 during train-
ing. For finetuning, we set the initial learning rate at 0.002,
which is decreased two times to 0.00002 during training and
the learning rate of the last fully-connected (fc) layer is ten
times of those of other layers. All the training process is per-
formed on Caffe [21] with a mini-batch SGD algorithm.

4.2. Comparison with other datasets

To verify the efficacy of the proposed Celeb-500K-2R, we
train our baselines on CASIA-WebFace [17], CelebFace [12],
MS-Celeb-1M [18] as well as our datasets. Note that we
use the cleaned version of MS-Celeb-1M from [20] for fair
comparisons. We only report results of other datasets trained
on SoftmaxLoss with CenterLoss since this configuration of-
ten outperforms those with SoftmasLoss alone and with Sot-
masLoss and TripletLoss together.

As shown in Table 3, the models trained on Celeb-500K-
2R outperform the models trained on other datasets by a large
margin. To be specific, the accuracy of Celeb-500K-2R is
0.8 percentage higher and VR@FAR=0 is more than 35 per-
centage higher than those with the models trained on CASIA-
WebFace and CelebFace. Further, the accuracy of Celeb-
500K-2R is still significantly higher and VR@FAR=0 is more
than 1.5 percentage higher than those with MS-Celeb-1M
which contains around 5M images from 70K persons.

Table 3. Comparisons with other state-of-the-art methods and
different training datasets on the 6K LFW pairs [22].

Method Acc on LFW VR@FAR=0

VGG [16] 97.27% 52.40%
CenterLoss [13] 98.70% 61.40%

CASIA-WebFace 98.40% 60.95%
CelebFace 98.68% 63.75%
MS-Celeb-1M 99.25% 96.72%

Celeb-10K 97.50% 45.02%
Celeb-10K+CenterLoss 98.45% 60.83%
Celeb-10K+TripletLoss 98.50% 60.08%
Celeb-500K-2R 99.33% 98.27%
Celeb-500K-2R+CenterLoss 99.37% 98.30%
Celeb-500K-2R+TripletLoss 99.25% 98.35%

Since the performance on the 6K LFW pairs [22] is sat-
urated, we report the VR@FAR=10−5 of different methods
on randomly selected 500K pairs of LFW in Table 4, which
shows larger performance gains of Celeb-500K-2R. Specifi-
cally, the verification rate of Celeb-500K-2R is around 5 per-
centage higher than that of MS-Celeb-1M and more than 45
percentage higher than those of CASIA-WebFace and Celeb-
Face. Therefore, Celeb-500K-2R is very suitable for practical
applications, which require a high verification rate at an ex-
tremely low false alarm rate.

Table 4. Verification rates at a 10−5 false alarm rate of differ-
ent methods on the randomly selected 500K LFW pairs.

Method VR@FAR=10−5

VGG [16] 21.07%
CenterLoss [13] 35.89%

CASIA 36.23%
CelebFace 39.58%
MS-Celeb-1M 79.01%

Celeb-10K 25.38%
Celeb-10K+CenterLoss 36.42%
Celeb-10K+TripletLoss 37.85%
Celeb-500K-2R 83.58%
Celeb-500K-2R+CenterLoss 84.26%
Celeb-500K-2R+TripletLoss 83.79%

4.3. Limitation of current metric learning methods

Many metric learning methods have been proposed to im-
prove the performance of face recognition. Their positive
influence is significant on CASIA-WebFace and CelebFace.
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However, their efficacy on larger datasets is not verified. Con-
sequently, we train baselines with different metric learning
methods on both Celeb-10K and Celeb-500K-2R to investi-
gate this issue. As illustrated in Table 3 and Table 4, metric
learning methods do significantly improve the performance
for Celeb-10K, while they have little performance gain when
we train the models on Celeb-500K-2R.

The limitation of metric learning methods lies on their
working mechanism. In particular, metric learning methods
usually work as a regularizer on the second last fc layer, while
SoftmaxLoss works on the last fc layer which maps feature
vector to an one-hot classifier vector. When the dataset has
several thousand identities such as CelebFace and Celeb-10K,
the number of parameters of the second last layer is of the
same order of that of the last layer. Thus the metric losses can
significantly regularize the model. On the other hand, Celeb-
500K-2R contains 356K identities, enlarging the number of
parameters of the last fc layer to be around 30 times of that of
the second last layer. This makes the regularization of metric
losses negligible. Therefore, more effective metric learning
methods need to be developed aiming at the last fc layer.

4.4. IN vs AINEI

To study the impact of IN and AINEI on face recognition,
we conduct two experiments. First, baselines are trained on
the subsets of Celeb-500K-2R with the same IN but different
AINEI. As shown in Table 5, the increase of AINEI improves
the performance by 4.66 percentage when IN is fixed at 10K,
but improvement disappears when IN increases to 100K and
356K.

Table 5. Results on LFW using models trained on subsets of
Celeb-500K-2R consisting of different AINEI but fixed IN.

#Images #Identities Acc on LFW VR@FAR=0

50K 10K 97.50% 55.11%
100K 10K 98.20% 57.67%
500K 10K 98.45% 59.77%

500K 100K 99.25% 96.58%
1M 100K 99.33% 96.70%
5M 100K 99.25% 96.72%

5M 356K 99.37% 98.35%
10M 356K 99.33% 98.42%
25M 356K 99.37% 98.40%

Second, we train the baselines on datasets with differ-
ent IN but fix the number of total images, to get rid of the
influence of the total dataset size. Therefore, when we in-
crease IN of a dataset, AINEI does not keep unchanged but
decreases. Though AINEI decreases, the performance gain
of VR@FAR=0 is still 37 − 39 percentage high as shown in

Table 6, after increasing IN from 10K to 100K. This perfor-
mance gain is around eight times of that promoted by AINEI
increase (4.66 percentage) in Table 5. However, when IN is
further increased to 356K, the model does not converge, be-
cause of too small AINEI.

The results of Table 5 and Table 6 show the importance of
keeping a large IN or inter-identity variation when developing
a large scale training dataset. The experimental results indi-
cate that images from different persons contain more infor-
mation than those from the same person. On the other hand,
AINEI or intra-person variation should not be too small con-
sidering for model convergence. According to our experience,
a most appropriate training dataset for a high face recognition
performance should consist of as a large IN as possible while
a 10− 20 AINEI is sufficient.

Table 6. Results on LFW using models trained on subsets of
Celeb-500K-2R consisting of different IN but fixed number
of images.

#Images #Identities Acc on LFW VR@FAR=0

500K 10K 98.20% 57.67%
500K 100K 99.25% 96.58%
500K 356K - -

1M 10K 98.45% 59.77%
1M 100K 99.25% 96.58%
1M 356K - -

5. CONCLUSION

In this paper, we propose a training dataset for face recogni-
tion named Celeb-500K, which contains 50M images from
500K celebrities. After standardizing the images and clean-
ing the labels, we obtain Celeb-500K-2R, which contains
25M aligned face images from 356K celebrities. We achieve
the state-of-the-art performance and beat all the other public
datasets based on this cleaned dataset along with a simple
baseline network. Further, we reveal two important observa-
tions for future study on face recognition. First, the current
metric learning methods do not have the expected perfor-
mance gains on dataset with a large IN. Second, for a large
scale face recognition, the increase of intra-identity variation
brings a much more significant performance gain than simply
increasing intra-identity variation.
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