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Abstract

In recent years, Large language models (LLMs)001
have emerged as powerful knowledge bases.002
Despite increasing adoption, little is known003
about their true capabilities. We evaluate the004
strengths and weaknesses of the state-of-the-art005
in LLMs when identifying additional context in006
dialogue. We define additional context as infor-007
mation supplied by the user that is not directly008
asked of them. We specifically evaluate GPT-4009
and its ability to recognize such information.010
While GPT-4 can accurately identify additional011
information in some sentences, it fails to iden-012
tify additional context more than 22% of the013
time. By understanding these limitations, we014
can remain aware of pitfalls and harness LLMs015
within the scope of their abilities.016

1 Introduction017

Large language models (LLMs) are tools capable018

of producing believable text and perform well on019

a variety of tasks. As the field of natural language020

processing develops, the adoption of LLMs has021

become more widespread. One existing application022

of LLMs is in the use of dialogue agents, which are023

agents that converse with a human user. Use cases024

for dialogue agents are vast and constantly evolving025

(Teixeira and Dragoni, 2022). Automated technical026

support, online customer service, and reservation027

booking systems are just a few of many uses for028

dialogue agents.029

In the dialogue setting, we define additional user030

context as information provided by the user that is031

important to retain but is not the response to the032

question asked. In Figure 1, we can see the dia-033

logue agent query the user, asking how many peo-034

ple they need a reservation for. The user provides035

the answer to the question, but they also provide a036

bit more – they’ve indicated dates that they will be037

out of town. What we refer to as additional context038

is in red. While it might seem trivial for humans039

Figure 1: An example conversation between an agent
(solid line) and a user (dashed line). The user’s first
response includes additional context, highlighted in red.

to retain this information, this is not the case for 040

many structured dialogue agents. 041

Retaining additional context in the case of di- 042

alogue agents is particularly important for goal- 043

oriented conversations. Goal-oriented conversa- 044

tions have, as the name suggests, a goal that is 045

trying to be achieved during the conversation. Re- 046

solving an issue with online technical support is an 047

example of a goal-oriented conversation – that is, 048

there is an outcome of the conversation that needs 049

to be satisfied. To achieve such goals, detailed infor- 050

mation is required from an individual. This requires 051

a turn-based conversation with question-answering 052

to extract the required information. If a dialogue 053

system ignores additional context from the user, 054

they have the potential to miss out on valuable in- 055

formation. Additionally, ignoring this information 056

could make conversations longer if they are seeking 057

information by asking another question when the 058

answer was already supplied earlier on in the con- 059

versation. Disregarding this additional context, as 060

is evident further on in the conversation in Figure 1, 061

can lead to conversation goals not being resolved. 062
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Ultimately, users can become dissatisfied, feel like063

they aren’t being heard, and have a generally poor064

experience if we do not pay attention to additional065

context. For this reason, we explore the current ca-066

pabilities of LLMs at identifying additional context067

in dialogue settings.068

While this may seem like an inconsequential ex-069

ample, as we see dialogue agents becoming more070

popular in detail-oriented domains where customer071

trust and satisfaction is paramount, such a banking,072

it is imperative that we understand if, how, and073

when LLMs fail. Therefore, we have conducted074

this work seeking to understand how well the cur-075

rent state-of-the-art LLM can identify and extract076

the additional user context. Concretely, we explore077

three research questions:078

• RQ1: Can GPT-4 extract additional context079

from a question-answer pair?080

• RQ2: How does zero-shot, one-shot and few-081

shot prompting impact model performance?082

• RQ3: If additional context can be extracted,083

can values be extracted from the result?084

To answer these research questions, we use the085

current state-of-the-art language model, OpenAI’s086

GPT-4 (OpenAI, 2023), and evaluate how it per-087

forms on a variety of additional context extractions.088

As we aim to explore its current abilities, we forgo089

any fine-tuning and only perform zero-shot training090

tasks. Based on the Multi-WOZ (Eric et al., 2019)091

dataset, we have constructed a testing dataset con-092

taining agent questions and user responses with093

varying sentence structures and degrees of addi-094

tional context. We explore the impacts of zero-shot,095

one-shot, and few-shot prompting on GPT-4 using096

this testing dataset. As a follow-up task, we evalu-097

ate how GPT-4 performs at assigning the identified098

information to slots (variables). Overall, we found099

that GPT-4 performs well on simple tasks, but as100

language becomes more nuanced, difficulties arise101

in accurately identifying which information was102

offered as an answer to the question and which103

information is provided as additional context. In104

summary, our work makes the following contribu-105

tions:106

• A testing dataset containing query-response107

text with labelled additional user context.108

• An analysis of how GPT-4 performs at addi-109

tional context extraction with zero-shot train-110

ing and different shot prompting schemes.111

2 Background & Notation 112

2.1 Dialogue Agents 113

Dialogue agents are computer systems designed to 114

converse with a human in natural language. Goal- 115

oriented dialogue systems (sometimes referred to 116

as task-oriented) are dialogue systems that look to 117

achieve a specific outcome (Jurafsky and Martin, 118

2017). Turn-based dialogue is used to fill slot val- 119

ues that are relevant to achieving a goal. Slots can 120

be thought of as variables that need values assigned 121

to them. For example, the goal of booking a ho- 122

tel could require slot values for dates, number of 123

guests, room size, and location. Possible slot val- 124

ues for the number of guests might be any number 125

from one to five. 126

2.2 Large Language Models 127

LLMs are transformer-based models that can gen- 128

erate natural language. Recent years have shown 129

significant growth in LLMs and their use cases. In 130

the context of dialogue systems, LLMs are used 131

as a natural language generation component (Teix- 132

eira and Dragoni, 2022). While a number of LLMs 133

exist, the current state-of-the-art is GPT-4 from 134

OpenAI (OpenAI, 2023). While GPT-4 performs 135

well on some human tasks, it still suffers from the 136

same issue as its predecessors: it can make up or 137

‘hallucinate’ information (OpenAI, 2023). Prompt- 138

ing is used to generate output from LLMs. X-Shot 139

in terms of prompting refers to the number of ex- 140

amples given before the task. So a one-shot task 141

includes one example in the prompt. 142

2.3 MultiWOZ Dataset 143

The MultiWoz dataset is freely available under the 144

MIT license and contains task-oriented, human- 145

human conversations (Budzianowski et al., 2018). 146

The dataset contains seven domains: Attraction, 147

Hospital, Police, Hotel, Restaurant, Taxi, and Train 148

(Budzianowski et al., 2018). These domains con- 149

tain a total of 25 slots to fill, as well as a combined 150

total of 4510 potential slot values (Budzianowski 151

et al., 2018). The authors provide three exam- 152

ple use cases of dialogue state tracking, dialogue- 153

context-to-text generation, and dialogue-act-to-text 154

generation, however these are not the only use cases 155

(Budzianowski et al., 2018). This dataset has seen 156

multiple iterations (Ramadan et al., 2018; Zang 157

et al., 2020), and our research builds on MultiWOZ 158

2.1 (Eric et al., 2019). 159
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3 Approach160

To answer our research questions, we first construct161

a dataset of question-answer pairs across three sin-162

gle domain and three dual domain tasks. Dual163

domain tasks include two topics, rather than just164

one in the single domain. Using this data, we then165

look to achieve two tasks. In Task 1, we look to166

extract additional context from the conversation. In167

Task 2, we use the extracted information from Task168

1 to fill slot values.169

3.1 Dataset170

We constructed a preliminary dataset of questions171

and responses that include varying degrees of ad-172

ditional user context across multiple domains. We173

base our domains and slot values on the MutliWOZ174

2.1 dataset (Eric et al., 2019). The following sec-175

tion outlines the domains used, sentence templates,176

and the aggregating of the final dataset.177

3.1.1 Domains178

We divided our templates into two domain types:179

single domain and dual domain. The single do-180

main includes three domains: Hotel, Restaurant,181

and Train. These domains were selected from the182

2.1 version of the MultiWOZ dataset (Eric et al.,183

2019) as they center around a similar topic (travel),184

and because they are approachable to most users.185

Restaurant dialogue tasks have the goal of book-186

ing a reservation at based on preferences. Hotel187

dialogue tasks focus on booking a hotel based on188

preferences. Finally, Train dialogue tasks look to189

book train travel based on user preferences. Each190

domain has a set of associated slots that are rel-191

evant to achieving its goal. Table 1 summarizes192

the slots for each individual domain. Similar to193

the domains themselves, these slots were adapted194

from the MultiWOZ 2.1 dataset (Eric et al., 2019).195

Explained further in Section 3.1.2, each slot also196

has possible values it can take on from the same197

dataset (Eric et al., 2019).198

The dual domain templates contain pairings199

of the domains from the single domain category:200

Hotel-Train, Restaurant-Hotel, and Restaurant-201

Train. The dual domain goals are a combination202

of both single domain goals. For example, the203

Restaurant-Hotel domain has the goal of booking204

both a restaurant and hotel based on user wants.205

Similarly, each dual domain’s slots are a combina-206

tion of the single domain’s slots. So, Hotel-Train’s207

slots are the union of Hotel slots and Train slots.208

Domain Slots

Hotel

hotel_area
hotel_book_day

hotel_name
hotel_pricerange

hotel_people
hotel_stars
hotel_stay

Restaurant

restaurant_booking_time
restaurant_food_types

restaurant_day
restaurant_names
restaurant_people

Train

train_arrive_by
train_day

train_departure
train_destination

train_leave_at
train_people

Table 1: Single domains with their associated slot values.
For dual domain slots, combine both lists.

In total, we have six domains spanning two do- 209

main types: Hotel, Restaurant, Train, Hotel-Train, 210

Restaurant-Hotel, and Restaurant-Train. 211

3.1.2 Templates 212

For each of the six domains outlined above, we 213

construct ten template sentences. Each of the ten 214

templates is a user’s response to a direct question. 215

In constructing the templates for the single domain 216

domains, we focused on three different cases of 217

additional context appearing in these templates. In 218

the first (base) case, the user answers the question 219

directly and does not provide additional context. 220

In the second case, the user answers the question 221

directly and provides a single piece of additional 222

context. In the third case, the user does not answer 223

the question directly but does provide a single piece 224

of additional context. 225

In constructing the templates for the dual domain 226

domains, we ignore the notion of no context or all 227

context as this is captured in the single domain 228

experiments. Here, we are more concerned with 229

how combining two different domains can impact 230

the distinction between main information and ad- 231

ditional context. In all dual domain templates, the 232

main information and additional context belonged 233

to different domains. 234

When creating templates for all six domains, we 235

also varied the number of sentences and where the 236

additional context appears in the sentence. Some 237

templates are composed of two sentences: one for 238

the main information and one for the additional con- 239

text. Other templates are composed of only one sen- 240
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Question Template # Sentences Reverse?
How many people is
the reservation for?

I need to book a table for restaurant_people,
I’ll be available restaurant_day.

1 no

What type of cuisine
would you like to eat?

I’d like to eat some restaurant_food_types cuisine.
I’d also like to check out restaurant_names while I’m here.

2 no

When would you like to
book your reservation for?

restaurant_names is our usual hangout,
but let’s change up the time to restaurant_day.

1 yes

What day would you like
to book the reservation on?

We’re actually going to be restaurant_people
people now. Let’s book for restaurant_day.

2 yes

What time would you like
to dine?

Normally I eat at restaurant_names. no main, just context

When would you like to
book your reservation?

I’d like to eat at restaurant_booking_time. just main, no context

Table 2: Sample templates with their associated question from the Restaurant domain. Slot names are italicized.

tence where the main information and additional241

context are (optionally) joined by a connective. To242

determine if the order in which information appears243

affects GPT-4’s ability to discern additional context244

from the main information, we vary whether the245

main information comes before or after the addi-246

tional context. Table 2 shows templates of each of247

the described types.248

We chose to create templates rather than com-249

plete sentences to control for slot values impacting250

results. If we use multiple templates filled with251

different slot values, we can be more confident that252

the sentence structure is impacting results rather253

than the specific slot value. For each template,254

the slots were filled in five different ways to give255

five different sentence variants. To fill sentences,256

each template contains slot names as placeholders.257

These slot names are then matched to a list of vari-258

able names present in the MultiWOZ dataset. We259

ensured no identifying details were present in the260

slot values and removed any values listed as ‘don’t261

care’. A random value is selected for each slot262

in the template. Figure 2 shows an example of a263

template and two possible filled variations.264

Figure 2: A sample template from the train domain with
two possible, randomly selected slot values.

3.1.3 Final Dataset265

The final dataset consists of 300 question responses266

using 60 templates spread evenly across the six do-267

mains. The initial question and slot values are 268

recorded, and ground truths for the main infor- 269

mation and additional context are included. The 270

number of sentences (1 or 2) used in a template is 271

recorded, as well as whether the additional context 272

comes before or after the main information (re- 273

versed or not reversed). As we are not conducting 274

any training or fine-tuning, a dataset of 300 data 275

points is appropriate, and we need not worry about 276

keeping training and testing data separate. 277

We constructed the dataset in Python using 278

Pandas (Wes McKinney, 2010; pandas develop- 279

ment team, 2020) and built-in string functions. We 280

felt it was important that the dataset is structured 281

so that it can remain dynamic for future research. 282

Adding additional templates for each domain is 283

as simple as appending a line to a master template 284

spreadsheet, and from there, you can repopulate the 285

slots with a script. This allows for additional inter- 286

esting use cases to be added as templates for further 287

experimentation, as this dataset is not an exhaus- 288

tive list. All materials used for this work, including 289

dataset, prompts, code, and documentation, are 290

available on GitHub at https://github.com/1. 291

3.2 Task 1: Extracting Additional Context 292

For this task, GPT-4 is given a question-answer 293

conversation from our dataset. It is asked to extract 294

what was the main information queried from the 295

user and what was added as additional context. 296

In our work, we experimented with a variety 297

of prompts to perform zero-shot, one-shot, and 298

few-shot extraction. A key feature of our prompt 299

exploration is ensuring that the answer produced 300

is a direct subset of the dialogue given. That is, 301

1Repository name has been redacted to maintain author
anonymity.

4

https://github.com/


GPT-4 may not paraphrase the answer and must302

provide a direct quote. This ensures answers are303

verifiable and attempts to combat a well-known304

issue with LLMs: their tendency to hallucinate305

(OpenAI, 2023).306

For zero-shot extraction, the task is outlined, and307

the conversation is given. No examples are pro-308

vided. For both one-shot and few-shot, the task309

is outlined, and the conversation is given, but ex-310

amples are also included. These examples show311

a handful of ways that additional context may be312

present and extracted. We picked a domain for this313

example that was independent of our domains to314

avoid skewing results in favour of one domain or315

another. Figure 3 shows an example of one of the316

three prompts used. zero-shot prompting is identi-317

cal to one-shot but does not include examples. It318

does, however, include instructions for answer for-319

matting. few-shot prompting is identical one-shot320

prompting but includes two additional examples.321

All prompts are given in Appendix A.322

Figure 3: One shot prompting used to extract additional
context.

3.3 Task 2: Slot Assignment323

The second task was created to determine if GPT-4324

is capable of assigning the main information and325

additional context to the slot values present. The326

second task follows the first and is dependent on its327

results. There are two cases for the results: either328

the main information and additional context were329

extracted correctly, or they were not. 330

In the case that GPT-4 successfully completed 331

Task 1, the result was passed to GPT-4 with the 332

possible slots and asked to map the available infor- 333

mation to matching slots. In the case that GPT-4 334

did not complete Task 1 successfully, the correct 335

answer was manually produced from ground truth 336

and then passed to GPT-4 with the possible slots 337

and asked to map the information to the slots. In 338

both cases, only one filled instance from each of the 339

templates is selected. Without loss of generality, 340

we select the first filled instance of each template, 341

giving a testing set of 60 instances. The prompt 342

used is included in Figure 4, and it intentionally 343

did not mention that there were more slots than 344

information presented. 345

Figure 4: The follow-up prompt used in Task 2 for slot
filling.

4 Evaluations 346

Our experiments were conducted on a machine 347

running Ubuntu 22 with 8 CPU cores, 300GB 348

of RAM, and a single NVidia A40 GPU ac- 349

celerator. In Task 1 and Task 2, GPT-4 was 350

used with the default parameters (temperature=1, 351

max_tokens=256, top_p=1, frequency_penalty=0, 352

presence_penalty=0). Following Task 1, each in- 353

stance was manually observed and classified as 354

correct or incorrect. Results were aggregated first 355

by single domain or dual domain and then further 356

sorted by individual domain. We grouped templates 357

where at least one instance was incorrect. Finally, 358

we manually classified correct or incorrect results 359

from Task 2. 360

4.1 Results 361

To gain insights into how GPT-4 performs at ex- 362

tracting additional context, we use our results from 363
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Figure 5: Number of successful versus unsuccessful additional context extractions for each prompting technique
(zero-shot, one-shot, few-shot), separated by domain.

Task 1 and Task 2 performed on our dataset to364

answer our research questions below.365

RQ1: Can GPT-4 extract additional context366

from a question-answer pair?367

To answer RQ1, we look to the results from Task368

1. Figure 5 summarizes the results across the six369

domains. In the worst-case scenario (Hotel, zero-370

shot), the additional context was only successfully371

extracted in 31 of 50 instances or 62% of the time.372

In the best case scenario(s) (Restaurant one-shot,373

Restaurant-Hotel one-shot, and Restaurant-Train374

one-shot), the additional context was successfully375

extracted in 45 of 50 instances or 90%. Overall,376

across the six domains and three different prompt-377

ing styles, the additional context was identified378

successfully 698 of 900 instances2, or 77.56%.379

We then view our results from the perspective of380

templates rather than individual-filled instances. In381

both single domain and dual domain, there were382

21 template types (of 30 total) where additional383

context was identified 100% of the time by all three384

prompting types. There were nine templates where385

at least one instance was incorrect.386

In Table 3, we have summarized all templates387

that had at least one instance where additional con-388

text could not be identified (or was misidentified).389

2300 filled templates multiplied by three outputs (one each
for zero-shot, one-shot, and few-shot).

As expected, we do not see any single domain base 390

cases in Table 3 where no additional context was 391

offered, just the direct answer to the question. This 392

reinforces that GPT-4 is able to identify the main 393

information in a sentence successfully. 394

Working down the list in Table 3, the first three 395

templates are all missing main information and are 396

just additional context. These are the only three 397

templates of this type, that is, a 0% success rate 398

when the question topic is ignored. This suggests 399

difficulties in cases where the question wasn’t an- 400

swered by the user, or that prompting with this type 401

of example should be included. 402

We can see from the second column in Table 3 403

that the majority of templates that were not success- 404

fully identified were composed of a single sentence. 405

Another pattern that emerges is that a large number 406

of templates are reversed; that is, the additional 407

context comes before the main information. Look- 408

ing at the combination of the two, we see most of 409

misclassifications happen when it is a single, re- 410

versed sentence. Of the 60 templates, there are 16 411

single, reversed sentences. In the misclassified sen- 412

tences in Table 3 there are 10. While GPT-4 does 413

not misclassify additional context in every single, 414

reversed sentence, the results suggest that this style 415

of sentence poses the greatest challenge. 416

Overall, our results suggest that while GPT-4 can 417

extract additional context successfully, it struggles 418
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Template Number of
Sentences Reversed? # Correct

Zero-Shot One-Shot Few-Shot
We need to go on train_day. 1 no 0 0 0
Normally I eat at restaurant_names. 1 no 0 0 0
There’ll be hotel_people of us. 1 no 0 0 0
train_people of us need to get to hotel_name. 1 no 0 0 0
train_people of us will be traveling there and
restaurant_people of us will be eating.

1 no 0 0 0

We need to be there by train_arrive_by on train_day. 1 yes 0 0 0
The train_people of us want to go to train_destination. 1 yes 0 0 0
We’re looking for something hotel_pricerange for
hotel_stay nights.

1 yes 0 0 0

We need to check-in on hotel_book_day, let’s book for
restaurant_day.

1 yes 0 0 0

We want to stay for hotel_stay days and we need tickets
for train_day.

1 yes 0 0 0

I’m craving restaurant_food_types so let’s head to
train_departure.

1 yes 0 0 4

Since we’d like to eat at restaurant_names I’d prefer the
hotel_area area of the city.

1 yes 0 2 5

We’re getting here hotel_book_day and staying for
hotel_stay days.

1 no 0 4 4

My go to spot is restaurant_names, but it’s closed. How
about we try restaurant_food_types cuisine.

2 no 1 4 0

We check-in on hotel_book_day. Let’s arrive by
train_arrive_by.

2 yes 1 4 5

We’d like to stay in the hotel_areas part of the city, so a
reservation at restaurant_names would be nice.

1 yes 2 5 5

Since I’d like to stay at the hotel_name, I’m looking for
something hotel_pricerange.

1 yes 4 3 5

To make our dinner reservation at
restaurant_booking_time I want to arrive by
train_arrive_by.

1 yes 4 3 5

Table 3: All templates that were misclassified by GPT-4 at least once.

with certain types of sentences more than others.419

In particular, single sentences, when the additional420

context appears before the main information. Dif-421

ficulties also arise when the question is ignored,422

but other information is offered up by the user. We423

explore how prompting affects these results below.424

RQ2: How does zero-shot, one-shot, and425

few-shot prompting impact model426

performance?427

By observing the graphs shown in Figure 5, we428

can begin to understand how prompting affects per-429

formance to answer RQ2. There are differences430

between zero-shot, one-shot and few-shot in all do-431

mains except for Train. When you observe individ-432

ual data points, in most cases, it is consistent across433

all prompting shots. I.e., either all correct or all434

incorrect. Indeed, only 8 of 60 templates showed435

any variation between prompting types. These are436

all shown in the later half of Table 3.437

Overall, in the 40 3 instances where there were438

38 templates * 5 variations = 40 instances

differences in results based on prompting , zero- 439

shot prompting produced correct results 12 times 440

(30%), one-shot produced correct results 25 times 441

(62.5%), and few-shot produced correct results 33 442

times (82.5%). There is a clear indication that 443

more examples increases performance for these 444

8 instances. This suggests that robust examples 445

are necessary to exact additional context in some 446

instances. 447

RQ3: If additional context can be extracted, 448

can values be extracted from the result? 449

Finally, we look to the results of Task 2 to answer 450

RQ3. Table 4 shows the aggregated results. Over- 451

all, only 12 of the 60 instances were incorrect, or 452

a 20% failure rate. Interestingly, in the single do- 453

main, all 21 templates that were correctly classified 454

in Task 1, were also correctly assigned to variable 455

names in Task 2. This was not the case for success- 456

ful templates in the dual domain, where only 13 457

of 21 had correct variable assignments. The most 458

common error was attributing value to the wrong 459
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Type Right Task 2 Wrong Task 2 Total

Right Task 1 Single 21 0 21
Dual 13 8 21

Wrong Task 1 Single 7 2 9
Dual 7 2 9

Total 48 12 60

Table 4: Results for Task 2, based on success in Task 1,
separated by either single domain or dual domain type.

domain. For example, Hotel, Restaurant, and Train460

all have a variable for the number of people.461

For both single domain and dual domain, the462

unsuccessful templates from Task 1, were still able463

to have the correct variable assignment the majority464

of the time, given that the correct main information465

and additional context were provided. Based on466

the results from RQ1, we are curious if sentence467

structure may play a role here. In general, we can468

say that given correct answers from Task 1, GPT-4469

can assign slot values from a sentence. However,470

its overall success rate is 80%.471

4.2 Discussion472

Overall, we observed that GPT-4 has some pro-473

ficiency in extracting additional context from474

question-answer conversations. However, it is lim-475

ited. Single sentences, especially when the addi-476

tional context appears before the main information,477

are most troublesome. GPT-4 is also capable of478

assigning portions of the sentence to fill slot values479

based on extracted main information and additional480

context. Results from RQ1 and RQ2 also suggest481

that increasing the type and number of prompts482

used can impact performance. However, this leads483

to issues in collecting a large number of examples484

with coverage of the response space. Issues arise485

also when assigning variables to more than one486

domain at once. We expect similar results if we487

extend the number of domain combinations.488

We are operating in a space where assumptions489

have largely constrained possible sentences. We490

assume that, at most, one piece of additional in-491

formation is added. This may not always be the492

case for real human behaviour. We have also not493

accounted for wider variation in English fluency,494

formality, and brevity (or verbosity) in these sen-495

tences. Lastly, we have assumed a small number of496

slots per task; more complex real-world tasks could497

contain more slots to fill and relaxing these assump-498

tions could lead to a decrease in performance.499

5 Related Work 500

Context is a familiar notion in dialogue agents. 501

However, its definition and use differ from our 502

work. We see the term context crop up for back- 503

ground information on a task, or existing knowl- 504

edge of a user (Wei et al., 2018; Suresh et al., 2022; 505

Guo et al., 2017). Our work narrows the notion 506

of context to other information required from the 507

goal that is offered by the agent in response to a 508

query. Extracting additional context could, in turn, 509

expand the existing context base for a given user. 510

Larson et al. look at implicit information given 511

by a user in conversation and its privacy concerns 512

(2021). This differs from our work, as we explore 513

information explicitly offered by the user that is 514

relevant to the goal. Perhaps the most related to our 515

work, OrchestraLLM is a routing framework com- 516

bining task-specific small language models with an 517

LLM to outperform LLM-only based approaches 518

on task-oriented dialogue (Lee et al., 2023). This 519

differs from our approach as the authors do not 520

specifically consider how additional information 521

may be handled. 522

6 Summary 523

6.1 Conclusions 524

In this work, we explored how GPT-4 performs 525

at extracting additional context in question-answer 526

pairs. We have developed a preliminary dataset 527

and prompted GPT-4 to both extract additional con- 528

text and assign slot values. We found that while 529

additional context can be extracted with 77.56% 530

accuracy, when the direct question is not answered 531

or in single sentences where the additional infor- 532

mation comes before the answer, GPT-4 struggles. 533

Slot filling tasks can be completed with 80% ac- 534

curacy. As we move from the travel sector into 535

more sensitive domains, our tolerance for error de- 536

creases. If individuals or companies choose to use 537

LLMs in chatbots, we must be aware of the risks of 538

models such as GPT-4. While general success has 539

been shown, we risk losing information in the other 540

22.44% of cases. Missing important additional con- 541

text in the medical sector, for example, could have 542

significant consequences. 543

6.2 Ethical Considerations and Broader 544

Impact 545

Any research surrounding LLMs must take into 546

account the ethical concerns of using such models. 547

While some may see this work as a reason to use 548
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LLMs, given greater than 75% accuracy, our goal549

is to present a cautious lens over the use of LLMs550

in the dialogue setting.551

Extracting additional information that does not552

relate to the topic at hand can have security im-553

plications. Larson et al. discuss in their work the554

possible privacy threats that come when implicit in-555

formation is extracted from users, especially when556

users are unaware that additional information that557

they have given is relevant (2021). In our work, we558

focus explicitly on additional context that is still559

relevant to dialogue-goal. However, it is possible560

that understanding how additional context can be561

extracted by LLMs (at least with some success)562

could lead to malicious activity and extracting im-563

plicit information the user never intended to pro-564

vide. Finally as with all research conducted on or565

using LLMs, we are subject to the inherent bias566

in the scraped internet data used for GPT-4’s train-567

ing (OpenAI, 2023). As we are using a black box568

model, it is unclear how bias in this model has569

affected this work, or future extensions or applica-570

tions of this work.571

7 Limitations572

With increasing use and hype surrounding the use573

of LLMs, we believe it is important to understand574

where their performance suffers. Our goal in this575

work is to establish a preliminary baseline in the576

performance of GPT-4 on additional context ex-577

traction. However, we understand that a number578

of limitations exist in our work. By understanding579

our limitations, we hope that we, as well as other580

researchers, can build upon these results to develop581

a more concrete picture of how LLMs perform on582

a wide range of goal-oriented dialogue tasks.583

An obvious limitation of our work is that it584

has been conducted only in English by two En-585

glish first-language authors. The idea of additional586

context extends beyond English and results from587

applying a similar task in other languages would588

be a huge improvement that we are not properly589

equipped to take on. This also calls into question590

ethical concerns about the types of training data591

used for large language models. Tasks performed592

well in English may not be performed well in other593

languages that make up a smaller proportion of the594

training dataset used for GPT-4. Exploring this595

task in various languages could shine a light on the596

language bias inherent in LLMs.597

In a similar vein, our templates used colloquial598

English, again developed by researchers whose first 599

language is English. We do not fully explore how 600

different fluency, vernacular, and writing patterns 601

can impact results. Differences in spelling and 602

formality have not been taken into consideration in 603

this work and could impact the results. Some users 604

may be overly brief when conversing with dialogue 605

agents; this has also not been incorporated in the 606

templates. 607

The templates created are not an exhaustive list 608

of possible sentence structures that include addi- 609

tional context. While we have a basic knowledge of 610

connectives and clause structure, consultation with 611

an expert in syntax could provide more template 612

possibilities that have not initially been considered. 613

Knowing that we do not have a complete list of 614

possible sentences, we have factored this limitation 615

into our work by structuring our code so that new 616

templates can be easily added and tested. 617

We have also not compared our results across 618

other LLMs. While GPT-4 is considered the cur- 619

rent state of the art, comparison to other LLMs 620

would provide a more robust picture of the current 621

landscape of LLM ability. 622
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A Appendix A 695

The following sections include the full prompts used as well as all template sentences. 696

A.1 Prompts 697

Figure 6: Zero shot prompt used.

Figure 7: One shot prompt used.
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Figure 8: Few shot prompt used.

Figure 9: Follow up prompt used

A.2 Templates698

Tables 5 and 6 on the following page show the templates for the single domain and the dual domain699

respectively. The second column gives the question asked and the template in column three is the response.700

Column four shows the number of sentences and column five indicates whether or not it is reversed.701
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Domain Question Template # Sentences Reverse?

Restaurant
How many people is
the reservation for?

I need to book a table for restaurant_people,
I’ll be available restaurant_day.

1 no

Restaurant
What type of cuisine
would you like to eat?

I’d like to eat some restaurant_food_types cuisine.
I’d also like to check out restaurant_names while I’m here.

2 no

Restaurant
When would you like
to book your reservation for?

We’re actually going to be restaurant_people
people now. Let’s book for restaurant_day.

2 yes

Restaurant
What day would you like
to book the reservation on?

restaurant_names is our usual hangout, but let’s
change up the time to restaurant_day.

1 yes

Restaurant
Do you have a specific
restaurant in mind?

My go to spot is restaurant_names, but it’s closed.
How about we try restaurant_food_types cuisine.

2 no

Restaurant
How many people is the
reservation for?

I need to book a table for restaurant_people,
I’ll be leaving town restaurant_day.

1 no

Restaurant
What type of cuisine would
you like to eat?

I was hoping to eat some traditional
restaurant_food_types cuisine while I’m here. I’ve heard
restaurant_names is great.

2 no

Restaurant
What time would you like
to dine?

Normally I eat at restaurant_names. 1 no

Restaurant
What type of cuisine do you
like?

I’m dining with a group of restaurant_people tonight.
Depending on who I’m with, I normally go for
restaurant_food_types.

2 yes

Restaurant
When would you like to book
your reservation?

I’d like to eat at restaurant_booking_time. 1 no

Hotel
How many people will be
staying?

There’s going to be hotel-people of us arriving on
hotel_book_day.

1 no

Hotel What day will you arrive?
We want to show up on hotel_book_day. I think
we need to book for hotel_stay nights.

2 no

Hotel
Do you have a preference for
the area the hotel is in?

Because we’ll be staying for hotel_stay, I’d prefer
to be in the hotel area.

1 yes

Hotel
How long are you planning
on staying for?

We’re looking for something hotel_pricerange for
hotel_stay nights.

1 yes

Hotel
Do you have a specific hotel
in mind?

There’ll be hotel-people of us. 1 no

Hotel What is your pricerange?
Since I’d like to stay at the hotel_name, I’m looking
for something hotel_pricerange.

1 yes

Hotel
How many people are going
to be staying?

It’ll be hotel_people people. I’d like to stay at a
hotel_stars star hotel.

2 no

Hotel
Would you like the hotel to
have a specific number of
stars?

We’d prefer if it had hotel_stars, however what’s
more important is that we’re in the hotel_area
part of the city.

1 no

Hotel
Which area would you like
to stay in?

We’d prefer the hotel_area part of the city. 1 no

Hotel When are you getting here?
We’re getting here hotel_book_day and staying
for hotel_stay days.

1 no

Train
How many people are
travelling?

There’s train_people of us, so we need to leave
by train_leave_at.

1 no

Train When do you need to arrive by? We need to arrive by train_arrive_by. 1 no

Train What day are you travelling?
We need to be there by train_arrive_by on
train_day.

1 yes

Train Where are you leaving from?
We’re travelling on train_day. Leaving from
train_departure.

2 yes

Train Where do you want to go?
The train_people of us want to go to
train_destination.

1 yes

Train When do you want to leave?
I want to leave at train_leave_at in order to arrive
by train_arrive_by.

1 no

Train
Did you need to arrive by a
certain time?

Yeah we need to be there by train_arrive_by. There
are train_people adults travelling.

2 no

Train How many tickets do you want?
Not only do we need train_people tickets, but also
we need to leave by train_leave_at.

1 no

Train How many tickets do you need? We need to go on train_day. 1 no

Train Which day are you going?
We’re going train_day, but we don’t care when we
leave as long as we get there by train_arrive_by.

1 no

Table 5: Single domain templates.
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Domain Question Template # Sentences Reverse?

Restaurant-Hotel
How many people is
the reservation for?

There’s restaurant_people people, we’ll also need a
hotel room for the same number of people.

1 no

Restaurant-Hotel
What type of cuisine
would you like to eat?

I’m in the mood for restaurant_food_types. I also
need to book a hotel_pricerange hotel.

2 no

Restaurant-Hotel
When would you like
to book your reservation for?

We need to check-in on hotel_book_day, let’s
book for restaurant_day.

1 yes

Restaurant-Hotel
What day would you like
to book the reservation on?

I want to stay for hotel_stay days. I’d like the
reservation on restaurant_day.

2 yes

Restaurant-Hotel
Do you have a specific
restaurant in mind?

We’d like to stay in the hotel_area part of the city,
so a reservation at restaurant_names would be nice.

1 yes

Restaurant-Hotel
How many people will
be staying?

There’s hotel_people of us, we need a dinner reservation
restaurant_people as well.

1 no

Restaurant-Hotel What day will you arrive?
hotel_book_day. I want to have dinner at
restaurant_booking_time that day.

2 no

Restaurant-Hotel
Do you have a preference for
the area the hotel is in?

Since we’d like to eat at restaurant_names I’d prefer the
hotel_area area of the city.

1 yes

Restaurant-Hotel
How long are you planning
on staying for?

hotel_stay days with dinner on restaurant_day. 1 no

Restaurant-Hotel
Do you have a specific hotel
in mind?

I’d prefer hotel_name since it’s close to my favourite
restaurant restaurant_names.

1 no

Restaurant-Train
How many people is the
reservation for?

train_people of us will be traveling there and
restaurant_people of us will be eating.

1 no

Restaurant-Train
What type of cuisine would
you like to eat?

I’m craving restaurant_food_types. We’ll need train
tickets for train_people people too.

2 no

Restaurant-Train
What time would you like
to dine?

After we eat at restaurant_booking_time we need to
book a train for train_leave_at.

1 no

Restaurant-Train
What type of cuisine do
you like?

We’re getting off the train at train-destination. A
restaurant_food_types restaurant nearby would be nice.

2 yes

Restaurant-Train
When would you like to book
your reservation?

restaurant_booking_time. We need a train arriving by
train_arrive_by as well.

2 no

Restaurant-Train How many people are travelling?
We want to have dinner on restaurant_day, there’ll be
train_people of us travelling there.

1 yes

Restaurant-Train When do you need to arrive by?
To make our dinner reservation at restaurant_booking_time
I want to arrive by train_arrive_by

1 yes

Restaurant-Train What day are you travelling?
Our favourite restaurant, restaurant_names, is opening
back up so let’s go train_day.

1 yes

Restaurant-Train Where are you leaving from?
Leaving from train_departure. We want to dine at
restaurant_names.

2 no

Restaurant-Train Where do you want to go?
I’m craving restaurant_food_types so let’s head to
train_departure.

1 yes

Hotel-Train What is your pricerange?
Something hotel_pricerange. We also need a train
book on train_day.

2 no

Hotel-Train
How many people going to
be staying?

There’s hotel_people. Can I also book a train to leave
from train_departure?

2 no

Hotel-Train
Would you like the hotel to
have a specific number
of stars?

I need tickets for train_people people. We’d prefer
hotel_stars stars.

2 yes

Hotel-Train
Which area would you like to
stay in?

Our train is arriving by train_arrive_by, that means
that the hotel_area part of the city would be best.

1 yes

Hotel-Train When are you getting here?
Sometime on hotel_book_day, but we’ll need a train
for train_day.

1 no

Hotel-Train When do you want to leave?
We want to stay for hotel_stay days and we need
tickets for train_day.

1 yes

Hotel-Train
Did you need to arrive by a
certain time?

We check-in on hotel_book_day. Let’s arrive by
train_arrive_by.

2 yes

Hotel-Train Where are you going?
We’d like to go to train_destination despite being in
the hotel_area part of the city.

1 no

Hotel-Train How many tickets do you need? train_people of us need to get to hotel_name. 1 no

Hotel-Train Which day are you going?
Although we arrive hotel_book_day, I’d like to go
train_day.

1 yes

Table 6: Dual domain templates.
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