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ABSTRACT

Stochastic gradient descent (SGD) and its variants have been the dominating op-
timization methods in machine learning. Compared with small batch training,
SGD with large batch training can better utilize the computational power of cur-
rent multi-core systems like GPUs and can reduce the number of communication
rounds in distributed training. Hence, SGD with large batch training has attracted
more and more attention. However, existing empirical results show that large
batch training typically leads to a drop of generalization accuracy. As a result,
large batch training has also become a challenging topic. In this paper, we pro-
pose a novel method, called stochastic normalized gradient descent with momen-
tum (SNGM), for large batch training. We theoretically prove that compared to
momentum SGD (MSGD) which is one of the most widely used variants of SGD,
SNGM can adopt a larger batch size to converge to the e-stationary point with the
same computation complexity (total number of gradient computation). Empiri-
cal results on deep learning also show that SNGM can achieve the state-of-the-art
accuracy with a large batch size.

1 INTRODUCTION

In machine learning, we often need to solve the following empirical risk minimization problem:

1 n
in F == (W), 1
min, F(w) = ; fi(w) )
where w € R? denotes the model parameter, n denotes the number of training samples, f;(w)
denotes the loss on the ¢th training sample. The problem in (1) can be used to formulate a broad
family of machine learning models, such as logistic regression and deep learning models.

Stochastic gradient descent (SGD) Robbins & Monro| (1951) and its variants have been the domi-
nating optimization methods for solving (I)). SGD and its variants are iterative methods. In the ¢th
iteration, these methods randomly choose a subset (also called mini-batch) Z; C {1,2,...,n} and
compute the stochastic mini-batch gradient 1/B ;. V f;(w;) for updating the model parameter,
where B = |Z;| is the batch size. Existing works |Li et al.| (2014b); [Yu et al.| (2019a) have proved
that with the batch size of B, SGD and its momentum variant, called momentum SGD (MSGD),
achieve a O(1/v/T B) convergence rate for smooth non-convex problems, where 7T is total number
of model parameter updates.

With the population of multi-core systems and the easy implementation for data parallelism, many
distributed variants of SGD have been proposed, including parallel SGD Li et al.| (20144), decentral-
ized SGD|Lian et al.|(2017), local SGD|Yu et al.|(2019b)); |Lin et al.|(2020), local momentum SGD|Yu
et al.[(2019a)) and so on. Theoretical results show that all these methods can achieve a O(1/vT Kb)
convergence rate for smooth non-convex problems. Here, b is the batch size on each worker and K
is the number of workers. By setting Kb = B, we can observe that the convergence rate of these
distributed methods is consistent with that of sequential methods. In distributed settings, a small
number of model parameter updates 7" implies a small synchronize cost and communication cost.
Hence, a small T can further speed up the training process. Based on the O(1/+/T Kb) convergence
rate, we can find that if we adopt a larger b, the 7" will be smaller. Hence, large batch training can
reduce the number of communication rounds in distributed training. Another benefit of adopting
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Figure 1: The training loss and test accuracy for training a non-convex model (a network with two
convolutional layers) on CIFAR10. The optimization method is MSGD with the poly power learning
rate strategy.

large batch training is to better utilize the computational power of current multi-core systems like
GPUs|You et al.|(2017). Hence, large batch training has recently attracted more and more attention
in machine learning.

Unfortunately, empirical results LeCun et al.| (2012); Keskar et al.| (2017) show that existing SGD
methods with a large batch size will lead to a drop of generalization accuracy on deep learning
models. Figure [I] shows the comparison of training loss and test accuracy between MSGD with
a small batch size and MSGD with a large batch size. We can find that large batch training does
degrade both training loss and test accuracy. Many works try to explain this phenomenon |[Keskar,
et al.| (2017); Hoffer et al.| (2017)). They observe that SGD with a small batch size typically makes
the model parameter converge to a flatten minimum while SGD with a large batch size typically
makes the model parameter fall into the region of a sharp minimum. And usually, a flatten minimum
can achieve better generalization ability than a sharp minimum. Hence, large batch training has also
become a challenging topic.

Recently, many methods have been proposed for improving the performance of SGD with a large
batch size. The work in |Goyal et al.| (2017); [You et al.| (2020) proposes many tricks like warm-
up, momentum correction and linearly scaling the learning rate, for large batch training. The work
in|You et al.[(2017) observes that the norms of gradient at different layers of deep neural networks
are widely different and the authors propose the layer-wise adaptive rate scaling method (LARS).
The work in|Ginsburg et al.|(2019) also proposes a similar method that updates the model parameter
in a layer-wise way. Most of these methods lack theoretical evidence to explain why they can adopt
a large batch size. Although the work in|You et al.|(2020) proposes some theoretical explanations for
LARS, the implementation is still not consistent with its theorems in which both of the momentum
coefficient and weight decay are set as zeros.

In this paper, we propose a novel method, called stochastic normalized gradient descent with mo-
mentum (SNGM), for large batch training. SNGM combines normalized gradient Nesterov| (2004);
Hazan et al.|(2015));[Wilson et al.| (2019) and Polyak’s momentum technique |Polyak|(1964) together.
The main contributions of this paper are outlined as follows:

o We theoretically prove that compared to MSGD which is one of the most widely used
variants of SGD, SNGM can adopt a larger batch size to converge to the e-stationary point
with the same computation complexity (total number of gradient computation). That is
to say, SNGM needs a smaller number of parameter update, and hence has faster training
speed than MSGD.

e For a relaxed smooth objective function (see Definition , we theoretically show that
SNGM can achieve an e-stationary point with a computation complexity of O(1/e*). To
the best of our knowledge, this is the first work that analyzes the computation complexity
of stochastic optimization methods for a relaxed smooth objective function.

e Empirical results on deep learning also show that SNGM can achieve the state-of-the-art
accuracy with a large batch size.
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2 PRELIMINARIES

In this paper, we use ||- || to denote the Euclidean norm, use w* to denote one of the optimal solutions
of (1), i.e., w* € argminy, F(w). We call w an e-stationary point of F(w) if |[VF(w)|| < e. The
computation complexity of an algorithm is the total number of its gradient computation. We also
give the following assumption and definitions:

Assumption 1 (o-bounded variance) For any w, E||V fi(w) — VF(w)||? < o2 (0 > 0).
Definition 1 (Smoothness) A function ¢(-) is L-smooth (L > 0) if for any u, w,

H(w) < 6(w) + Vo(w) (- w) + ¢ [u—w|

L is called smoothness constant in this paper.

Definition 2 (Relaxed smoothness |Zhang et al.| (2020)) A function ¢(-) is (L, \)-smooth (L > 0,
A > 0)if ¢(-) is twice differentiable and for any w,

IV2(w)|| < L+ AVe(w)],

where V2¢(w) denotes the Hessian matrix of ¢(w).

From the above definition, we can observe that if a function ¢(w) is (L, 0)-smooth, then it is a
classical L-smooth function |Nesterov|(2004). For a (L, A)-smooth function, we have the following
property Zhang et al.[(2020):

Lemma 1 If ¢(-) is (L, \)-smooth, then for any u, w, « such that ||u — w|| < «, we have

Vo)l < (Lo + [Vo(w)[)e .

All the proofs of lemmas and corollaries of this paper are put in the supplementary.

3 RELATIONSHIP BETWEEN SMOOTHNESS CONSTANT AND BATCH SI1ZE

In this section, we deeply analyze the convergence property of MSGD to find the relationship be-
tween smoothness constant and batch size, which provides insightful hint for designing our new
method SNGM.

MSGD can be written as follows:
Vit = By + g, 2)
Wir1 = Wi — Vg, 3)

where g = 1/B) ;7 Vfi(w;) is a stochastic mini-batch gradient with a batch size of B, and
V41 is the Polyak’s momentum [Polyak] (1964).

We aim to find how large the batch size can be without loss of performance. The convergence rate
of MSGD with the batch size B for L-smooth functions can be derived from the work in [Yu et al.
(2019a). That is to say, when n < (1 — 3)2/((1 + 3)L), we obtain

1= , _2(1 = B)[F(wo) — F(w*)] Lno? 4L2n20?
7 ;EHVF(Wt)H < rﬂ? + 1578 + 1B
—0(25)+ O() + OlP) @

where C = T'B denotes the computation complexity (total number of gradient computation). Ac-
cording to Corollary 1 in|Yu et al.[(2019a)), we set nn = \/E/\/T = B/\@ and obtain that

1= 1 B2
T ;EIIVF(WQII < \/0(\@)“9(6)- (5)
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Algorithm 1 SNGM

Initialization: n > 0,3 € [0,1),B > 0,7 > 0,ug = 0, wy;

fort=0,1,...,7 —1do
Randomly choose B function indices, denoted as Z;;
Compute a mini-batch gradient g, = % > e, V fi(wy)s
ui 1 = fug + Hgizl\;
Wit1 = We — U415

end for

Since n < (1 —3)2/((1+ B)L) is necessary for , we firstly obtain that B < O(+v/C/L). Further-
more, according to the right term of , we have to set B such that B2/C < 1/V/C, i.e., B < C'/4,
for O(1/€*) computation complexity guarantee. Hence in MSGD, we have to set the batch size
satisfying

B< O(min{gﬂl/‘l}). (6)

We can observe that a larger L leads to a smaller batch size in MSGD. If B does not satisfy (6),
MSGD will get higher computation complexity.

In fact, to the best of our knowledge, among all the existing convergence analysis of SGD and its
variants on both convex and non-convex problems, we can observe three necessary conditions for
the O(1/¢*) computation complexity guarantee Li et al. (2014bza); [Lian et al.| (2017); [Yu et al.
(2019ba): (a) the objective function is L-smooth; (b) the learning rate 7 is less than O(1/L); (c)
the batch size B is proportional to the learning rate 1. One direct corollary is that the batch size is
limited by the smooth constant L, i.e., B < O(1/L). Hence, we can not increase the batch size
casually in these SGD based methods. Otherwise, it may slow down the convergence rate and we
need to compute more gradients, which is consistent with the observations in [Hoffer et al.| (2017).

4 STOCHASTIC NORMALIZED GRADIENT DESCENT WITH MOMENTUM

In this section, we propose our novel methods, called stochastic normalized gradient descent with
momentum (SNGM), which is presented in Algorithm E} In the t-th iteration, SNGM runs the
following update:

gt
gl
Wir1 = W — MUz, 8

(7

w1 = Bug +

where g, = 1/BY ", e, V fi(wy) is a stochastic mini-batch gradient with a batch size of B. When
B = 0, SNGM will degenerate to stochastic normalized gradient descent (SNGD) |[Hazan et al.
(2015). The u, is a variant of Polyak’s momentum. But different from Polyak’s MSGD which
adopts g; directly for updating u;1, SNGM adopts the normalized gradient g;/||g:|| for updating
uy41. In MSGD, we can observe that if g; is large, then u; may be large as well and this may lead
to a bad model parameter. Hence, we have to control the learning rate in MSGD, i.e., n < (1/L),
for a L-smooth objective function. The following lemma shows that ||u;|| in SNGM can be well
controlled whatever g; is large or small.

Lemma 2 Let {u;} be the sequence produced by @ then we have ¥t > 0,
u .
=7 8
4.1 SMOOTH OBIJECTIVE FUNCTION

For a smooth objective function, we have the following convergence result of SNGM:
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Table 1: Comparison between MSGD and SNGM for a L-smooth objective function. C denotes the
computation complexity (total number of gradient computation).

A SV E|VF(wy)| | learning rate batch size
MSGD O(J5) +0(%) -z min{¥C, c1/4}
SNGM O(54s) vh Ve

Theorem 1 Let F'(w) be a L-smooth function (L > 0). The sequence {w} is produced by Algo-
rithm[I| Then for any n > 0, B > 0, we have

2(1 = B)[F(wo) — F(w")]
nT

1 T-1

7 3 E[VE(w)| <

t=0

P
+ Ly + =2 ©)

Wik

_ _1+B
where k = a—pe
Proof 1 See the supplementary.

We can observe that different from @) which needs n < O(1/L) @) is true for any positive learning
rate. According to Theorem [T} we obtain the following computation complexity of SNGM:

Corollary 1 Let F(w) be a L-smooth function (L > 0). The sequence {w} is produced by Algo-
rithm(l} Given any total number of gradient computation C > 0, let T = [C/B],

. C(1 - p)o?
2L(1+ §)(Flwo) — F(w"))’

and

Then we have

1 8L(1 + B)[F(wo) — F(w*)]o? 1
T;EHVF ol <2f\/ e = O(577)-

Hence, the computation complexity for achieving an e-stationary point is O(1/€*).

It is easy to verify that the 7 and B in Corollary [[|make the right term of (9) minimal. However, the
71 and B rely on the L and F'(w*) which are usually unknown in practice. The following corollary
shows the computation complexity of SNGM with simple settings about learning rate and batch size.

Corollary 2 Let F(w) be a L-smooth function (L > 0). The sequence {w} is produced by Algo-
rithm|l| Given any total number of gradient computation C > 0, let T = [C/B], B = VC and

1 = +/B/C. Then we have

LEIIVF( DIl <

’ﬂ

21— B)[F(wo) — F(w)] . LO+6) . 20 i
Cl/(é)L + (1— B)2C/A + cis — O(W)'

Nl =

t

Il
<

Hence, the computation complexity for achieving an e-stationary point is O(1/€*).

According to Corollary |2| the batch size of SNGM can be set as (9(\@ ), which does not rely on
the smooth constant L, and the O(1/e*) computation complexity is still guaranteed (see Table EI)
Hence, SNGM can adopt a larger batch size than MSGD, especially when L is large.
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4.2 RELAXED SMOOTH OBJECTIVE FUNCTION

Recently, the authors in [Zhang et al.| (2020) observe the relaxed smooth property in deep neural
networks. According to Definition [2| the relaxed smooth property is more general than L-smooth
property. For a relaxed smooth objective function, we have the following convergence result of
SNGM:

Theorem 2 Let F'(w) be a (L, \)-smooth function (L > 0, A > 0). The sequence {w} is produced
by Algorithm[I|with the learning rate 1) and batch size B. Then we have

1= 2(1 — B)[F(wo) — F(w*)] do
T Z;EHVF(M)H < T +8Lm7+ﬁ, (10)

where Kk = % andn < 1/(8kA).
Proof 2 The proof is similar to that of Theorem([l| See the supplementary.
According to Theorem [2| we obtain the computation complexity of SNGM:

Corollary 3 Let F(w) be a (L, \)-smooth function (L > 0, \ > 0). The sequence {w} is produced
by Algorithm Given any total number of gradient computation C > 0, let T = [C/B], B = Ve
andn = /1/C < 1/(8k). Then we have

T—1 *
23 B Ew| < 2 ) = T

t=0

8L(1 + ) 40 1
a-prcn e = Olg)

+

Hence, the computation complexity for achieving an e-stationary point is O(1/€*).

According to Corollary [3, SNGM with a batch size of B = +/C can still guarantee a O(1/¢?)
computation complexity for a relaxed smooth objective function.

5 EXPERIMENTS

All experiments are conducted with the platform of PyTorch, on a server with eight NVIDIA Tesla
V100 (32G) GPU cards. The datasets for evaluation include CIFAR10 and ImageNet.

5.1 ONCIFARIO

First, we evaluate SNGM by training ResNet20 and ResNet56 on CIFAR10. CIFAR10 contains
50k training samples and 10k test samples. We compare SNGM with MSGD and an existing large
batch training method LARS |You et al.| (2017). We implement LARS by using the open source
code ['| The standard strategy |[He et al.| (2016)) for training the two models on CIFARI10 is using
MSGD with a weight decay of 0.0001, a batch size of 128, an initial learning rate of 0.1, and
dividing the learning rate at the 80th and 120th epochs. We also adopt this strategy for MSGD
in this experiment. For SNGM and LARS, we set a large batch size of 4096 and also a weight
decay of 0.0001. Following You et al.[|(2017), we adopt the poly power learning rate strategy and
adopt the gradient accumulation Ott et al.| (2018) with a batch size of 128 for the two large batch
training methods. The momentum coefficient is 0.9 for all methods. Different from existing heuristic
methods for large batch training, we do not adopt the warm-up strategy for SNGM.

The results are presented in Figure 2] As can be seen, SNGM achieves better convergence rate on
training loss than LARS. The detailed information about the final convergence results is presented
in Table [2] We can observe that MSGD with a batch size of 4096 leads to a significant drop of test
accuracy. SNGM with a batch size of 4096 achieves almost the same test accuracy as MSGD with
a batch size of 128. But the other large batch training method LARS achieves worse test accuracy
than MSGD with a batch size of 128. These results successfully verify the effectiveness of SNGM.

'https://github.com/noahgolmant/pytorch-lars
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Figure 2: Learning curves on CIFAR10.

Table 2: Experimental results on CIFAR10. In LARS with warm-up, we adopt the gradual warm-up
strategy and a power of 2, which is the same setting as that in (2017). In the warm-
up stage (5 epochs), the learning rate increases from 0.1 to the target (2.4 in ResNet20 and 2.8 in
ResNet56) gradually.

warm-up | initial learning rate | power | batch size | test accuracy
MSGD - 0.1 - 128 91.63%
MSGD - 0.4 - 4096 89.25%
ResNet20 LARS No 0.8 1.1 4096 90.66%
LARS Yes 24 2 4096 90.80%
SNGM No 1.6 1.1 4096 91.42%
MSGD - 0.1 - 128 93.11%
MSGD - 0.3 - 4096 88.55%
ResNets6 LARS No 0.64 1.1 4096 92.46%
LARS Yes 2.8 2 4096 92.98%
SNGM No 1.3 1.1 4096 93.12%

5.2 ON IMAGENET

We also compare SNGM with MSGD by training ResNet18 and ResNet50 on ImageNet. The stan-
dard strategy for training the two models on ImageNet is using MSGD with a weight
decay of 0.0001, a batch size of 256, an initial learning rate of 0.1, and dividing the learning rate at
the 30th and 60th epochs. We also adopt this strategy for MSGD in this experiment. For SNGM, we
set a larger batch size of 8192 and a weight decay of 0.0001. We still adopt the poly power learning
rate and the gradient accumulation with a batch size of 128 for SNGM. We do not adopt the warm-
up strategy for SNGM either. The momentum coefficient is 0.9 in the two methods. The results are
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presented in Figure [3|and Table[3] As can be seen, SNGM with a larger batch size achieves almost
the same test accuracy as MSGD with a small batch size.
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Figure 3: Learning curves on ImageNet.

Table 3: Experimental results on ImageNet.

initial learning rate | power | batch size | test accuracy
ResNet18 MSGD 0.1 - 256 69.71%
SNGM 0.8 2 8192 69.65%
MSGD 0.1 - 256 75.710%
ResNetS0 | snGM 0.8 2 8192 75.42%

6 CONCLUSION

In this paper, we propose a novel method called stochastic normalized gradient descent with mo-
mentum (SNGM), for large batch training. We theoretically prove that compared to MSGD which
is one of the most widely used variants of SGD, SNGM can adopt a larger batch size to converge
to the e-stationary point with the same computation complexity. Empirical results on deep learning
also show that SNGM can achieve the state-of-the-art accuracy with a large batch size.
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A APPENDIX

A.1 PROOF OF LEMMA 1

The proof follows [Zhang et al.[(2020). We put it here for completeness. For any u, w, let r(x) =
z(u—w)+w,p(x)=|Vo(r(z))|, [0, 1]. Then we have

0,1
plz) = Vé(r( |f|\/ Hy(r(9)r (9)dy + Vo(r(0))]

o / Hy(r(4))(u — w)dy + Vo(w)|
<fu—w| / | Ho(r(w)dy + V()]
o / (L + NIVo(rm) )y + [Vo(w)]

0
x
~La+ |Vo(w)| + 2o [ plu)dy.
0
According to Gronwall’s Inequality, we obtain

p(z) < (Lo + [[Vé(w)l[)e*
A.2 PROOF OF LEMMA

According to ([7), we have

laeri | <Bllue|l +1
<Blu_1]|+ B +1

SBH_IHUO”+ﬁt+ﬂt_1+"'+]—

1
< -

S
A.3 PROOF OF THEOREM/[I]

Letz; = wy + %(wt — wy_1), then we have w11 = w; — nug—zn + B(wy —wy_1) and

1
Zt41 :thJrl - th
Zy — no_ 8t
1— B lgell”
Using the smooth property, we obtain
L 2
F(2e11) <F(z;) — —1—VF(z,)T & T
-5 lel " 201-5)
Ln?
:F —_—
n T Bt T 8t
— ——|[(VF(z;) — VF(w + (VF(w
Ui L? U
< — _ _
<F(z¢) 1 _BHgtH + 21— p)2 T _B[LHZt will + IVF(wy) —gell]  (11)

Since w1 — wy = B(wy — wi_1) — 18t/ ]|g:||, we obtain

Iweer = will < Blwe = wea ||+ < 1.

B

10
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Hence, ||w; —w;_1|| <n/(1 - 3) and

12 — wll = %Ilwt —wiaf < (1€775)2 (12)
Combining the above equations, we obtain
(1—B)[F(z¢) — F(2e+1)] Ln Lpn
< VF — g

Since ||[VF(w)|| < [|[VF(w:) — g¢]| + ||g¢]|, we obtain

(1= B)[F(zt) — F(ze+1)] Ln LpBn
[VE(w)|| < , + 50— 5) + e +2||[VE(wy) — |-

Using the fact that E||VF(w;) — g¢|| < /v B and summing up the above inequality from ¢ = 0 to
T — 1, we obtain

1 2(1 — B)[F(wo) — F(w*)] 20
7 2 EIVF(wl < T Len+

A.4 PROOF OF THEOREM[2|

Letz, = w; + %(wt — wy_1), then we have w; 11 = w; — 7]“2—:” + B(wy —wy_1) and

1
Zi41 :ﬁwﬂrl - ﬁWt
1 gt
=—|wy — +B(we —wiq)] — ——w
T g™ Mg T Wl
N S N -
1-p 1-8""7 1-5ell
n 8t
=7z — —— —.
1Bl
Using the Taylor theorem, there exists &; such that
U r & |Hr(E)ln®
F(z <F(z;) — ——VF(z +
( t+1) ( t) ]-_ﬂ ( t) ||gtH 2(1_5)2
n [Hr (&) n”
:F —_—— —
n T 8t T 8t
———[(VF(z;) — VF(w — + (VF(w) — . (13)
T (V) = VE ) g+ (V) =8 g

Let ¢y(w) = (VF(w) - VF (wt))Tug—:H. Using the Taylor theorem, there exists (; such that
[Ve(ze)| =[e(We) + Vb (G) (ze — wi)| = [V (Ge) (2 — we)
<I[Hp (Ce)ll|ze — wel. (14)
Combining (I3) and (T4), we obtain
(A= A)F () = Flzern)] | [1Hr(E)lln

n 2(1-0)
+ (1Hp (G| 12e — wel| + [VF(wy) — gil])- (15)

Since Wi — wy = S(wy — wi_1) — 18/ ||t ]|, we obtain

gl <

Iwisr = well < Bllwe = weall 40 < 17

11
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Hence, |w; — wi_1] < n/(1 — ) and
Bn
(1-p)*

|z — wil| = [we — w1 < (16)

1-p

Combining (I3) and (I6), we obtain

(A= BF(ze) = Flzerd)] | [ HrE)ln | IHr (G5
U 2(1-5) (1-p5)

+IVE(we) — gell.

Since [|[VE (wy)|| < |[VF(w¢) — gl + |lg/|, we obtain

gl <

Bn
(1-5)2

(1= B)[F(z) = Flasn)] | 1
IV F(w)| < I e+

+ 2 VF(wi) — gell.

1Hp ()l

Next, we bound the two Hessian matrices. For convenience, we denote x = % Since ||z; —
wil < Bn/(1 - B)* and
1241 = Wil <[|Ze1 — 2zl + ||z — wi|
1 B
<n( + )
1-5 (1-p)?
<K

1
<77
—A
we obtain
[Hr(Co)ll < L+ (L+ M[VE(w)l)e,
[Hr ) < L+ (L+AVE(w)|)e.
Then we obtain

|[VE(w)| < (1 = B)[F(2zt) — F(zt41)]

n Bn
+ [2(1 — 5 + = W][L + (L + \|VE(wy)|)e]

n
+ 2||VF(wy) — gl
0= BF (z1) — F(z4+1)]

+4rn[L 4+ A|[VF(w,)|]

3

+ 2||VF(wy

Since 4 \xkn < 1/2, we obtain

2(1 - B)[F(2) — F(ze21)]
U]

Summing up the above inequality from ¢ = 0 to 7' — 1, we obtain

1 2(1 — B)[F(wo) — F(w")] 40
;IEHVF wy)| < 7779 +8Lm]+ﬁ.

where 17 < g1 and we use the fact that E||VF (w¢) — g < o/VB.

~

—g-

IVE(w)|| < + 8Len + 4|V (wy) — gill.

A.5 PROOF OF COROLLARY ]

Letz = 2(1 — B)[F(wo) — ], ¥y = Lk, z = 20. Then we have

xB zyB zyB aczZ
ot T Y +— L V2= .

The equal sign works if and only ifn=+/Bz / Cy, B=/Cz22/( / 4xy). Then we obtain

1 8L(1 + B)[F(wo) — F(w*)]o?
T;EHVFwt |<2\f\/ 1 p)1C .

12
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A.6 PROOF OF COROLLARY 2]
By plugging T = [C/B], B = +/C and n = {/1/C into @), we obtain the result.
A.7 PROOF OF COROLLARY 3]

By plugging T = [C/B], B = v/C and = {/1/C into 1i we obtain the result.

13
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