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Abstract001

In this paper, we introduce a novel and excit-002
ing task: the automated generation of linguistic003
puzzles. We focus on puzzles used in Linguis-004
tic Olympiads for high school students. We005
present results from a series of experiments006
using Large Language Models (LLMs), both007
with and without explicit reasoning capabili-008
ties, applying a range of prompting techniques.009
Automating puzzle generation—even for rela-010
tively simple puzzles—holds promise for ex-011
panding interest in linguistics and introducing012
the field to a broader audience. We also explore013
the use of LLMs for solving linguistic puzzles,014
analyzing their performance across various lin-015
guistic topics. We demonstrate that LLMs out-016
perform humans on most puzzles types, except017
for those centered on writing systems, and for018
the understudied languages. This finding high-019
lights the importance of linguistic puzzle gen-020
eration as a research task: such puzzles can021
not only promote linguistics but also support022
the dissemination of knowledge about rare and023
understudied languages.024

1 Introduction025

Large Language Models (LLMs) are used for both026

technical and creative tasks. In this work, we027

investigate LLMs’ ability to generate and solve028

linguistic puzzles designed for high school-level029

competitions, such as the International Linguistics030

Olympiad (IOL)1 and national contests. We argue031

that studying linguistic puzzles informs our un-032

derstanding of both the technical capabilities and033

creative potential of LLMs.034

Solving linguistic puzzles combines logical035

thinking as well as a creative approach to problem-036

solving. According to the IOL’s site: ‘The compe-037

tition challenges participants to analyze the gram-038

mar, structure, culture, and history of different lan-039

guages and to demonstrate their linguistic abilities040

through puzzles and problem-solving challenges.”041

1https://ioling.org/

The IOL and several national Linguistic 042

Olympiads make their puzzles publicly available 043

for future participants to practice. Prior work has 044

attempted to analyze the complexity of linguistic 045

puzzle-solving task (Radev et al., 2008; Bozhanov 046

and Derzhanski, 2013; Şahin et al., 2020). 047

The puzzle generation process is creative and 048

exciting, but also tedious, often requiring the ex- 049

pertise of high-caliber linguists to ensure puzzle 050

validity. The challenge is compounded by the lack 051

of formal criteria for evaluating the quality of a 052

linguistic puzzle. In our project, we use the work 053

of (Gleason, 1955; Zaliznyak, 1963; Zhurinsky, 054

1993) as a foundation for developing formal crite- 055

ria that can serve as a starting point for automatic 056

linguistic puzzle generation. 057

Before proceeding to the puzzle generation pro- 058

cess, we describe existing collections of linguistic 059

puzzles. In Section 3, we present the LINGOLY 060

benchmark (Bean et al., 2024), which consists of 061

puzzles created for the United Kingdom Linguistics 062

Olympiad (UKLO).2 LINGOLY spans six linguistic 063

topics: phonology, morphology, syntax, semantics, 064

number systems, and compound problems. Ad- 065

ditionally, we introduce a supplementary set of 066

puzzles focusing on various writing systems. 067

To better understand the nature of linguistic puz- 068

zles, we examine the puzzle solving process. In 069

Section 4, we present results from applying LLMs 070

(with and without explicit reasoning capabilities) to 071

puzzles across a range of linguistic topics. Our eval- 072

uation shows that newer, reasoning-enabled LLMs 073

frequently outperform general-purpose LLMs. Fur- 074

thermore, both types of LLMs outperform human 075

solvers in most linguistic topics, with the notable 076

exception of puzzles focused on writing systems. 077

This finding enables a deeper investigation into the 078

reasoning capabilities and limitations of LLMs. 079

In Section 5, we describe our attempt to incor- 080

2https://www.uklo.org/
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porate principles from the theory of linguistic puz-081

zle design into LLM prompts for the purpose of082

generating new puzzles. We conduct a series of083

experiments in which LLMs are tasked with the084

novel challenge of linguistic puzzle generation.085

Creating high-quality puzzles requires a blend of086

expertise, scientific insight, and creativity. More-087

over, evaluating the quality of generated puzzles088

is a non-trivial task, as only a small number of lin-089

guists have experience in puzzle design. Since the090

generated puzzles are intended for use in linguis-091

tic Olympiads, we rely on input from linguistics092

Olympiad participants to help develop the evalua-093

tion procedure.094

2 Related Work095

LLMs have demonstrated efficiency across a vari-096

ety of tasks (Minaee et al., 2024). For text-related097

tasks, such as understanding and analysis, genera-098

tion and transformation, and conversational tasks,099

LLMs often outperform traditional pre-trained lan-100

guage models (Zhou et al., 2024). Pre-trained on101

diverse text data, LLMs have proven successful102

in solving problems such as SQL query genera-103

tion (Pornphol and Chittayasothorn, 2024), soft-104

ware testing (Bayrı and Demirel, 2023), and math-105

ematical problem-solving (Matzakos et al., 2023).106

Additionally, LLMs are effectively used for cre-107

ative tasks, including short story writing (Yuan108

et al., 2022) and text adjustment based on user109

preferences (Ouyang et al., 2022).110

OpenAI claims that their o1 model that in-111

cludes reasoning capabilities “ranks in the 89-th112

percentile on competitive programming questions113

(Codeforces), places among the top 500 students in114

the US in a qualifier for the USA Math Olympiad115

(AIME), and exceeds human PhD-level accuracy116

on a benchmark of physics, biology, and chem-117

istry problems (GPQA).”3 However, when using118

a different benchmark for Math Olympiad prob-119

lems, namely 2025 USAMO4 problems, Petrov at120

el. (2025) claim that “current LLMs are inadequate121

for rigorous mathematical reasoning tasks, high-122

lighting the need for substantial improvements in123

reasoning and proof generation capabilities.”124

Giadikiaroglou et al. (2024) provide a survey125

for puzzle solving approaches that use LLMs’ rea-126

3https://openai.com/index/
learning-to-reason-with-llms/

4https://artofproblemsolving.com/wiki/index.
php/United_States_of_America_Mathematical_
Olympiad

soning. According to this survey LLMs excel at 127

generating human-like text, but struggle with prob- 128

lems requiring deeper linguistic understanding and 129

reasoning beyond surface-level patterns. Linguis- 130

tics puzzles are not analyzed within this survey. 131

LLMs are successfully used for question gen- 132

eration given a short story (Yao et al., 2022) or 133

given a query path in the knowledge graph con- 134

structed from the input text (Wang et al., 2020). 135

Both methodologies are evaluated using a gold 136

standard human-generated set of questions against 137

which the generated questions are compared. 138

In our work, we focus on linguistic puzzles 139

designed for Linguistic Olympiads (Radev et al., 140

2008). Most of these puzzles fall into two types: 141

Rosetta Stone and Match-up. Rosetta Stone puz- 142

zles are typically bilingual and consist of sets of 143

corresponding words or phrases from different lan- 144

guages or writing systems, with most correspon- 145

dences explicitly provided. The Xhosa puzzle 146

(App. A, Fig. 1) is an example of a Rosetta Stone 147

puzzle. Match-up puzzles feature sets of words or 148

phrases in multiple languages or writing systems 149

without given correspondences; participants must 150

infer the mappings themselves. The Waama puzzle 151

(App. A, Fig. 2) illustrates this type. Participants 152

are generally better prepared to solve Rosetta Stone 153

puzzles than other types (Bozhanov and Derzhan- 154

ski, 2013). Şahin et al. (2020) apply various meth- 155

ods to automatically solve Rosetta Stone-type lin- 156

guistic puzzles. 157

3 Linguistic Puzzles Collection 158

3.1 UKLO Puzzles in LINGOLY Dataset 159

For our initial experiments, we use a subset of 160

the UKLO linguistic puzzles5 assembled into the 161

LINGOLY benchmark (Bean et al., 2024). While 162

there are other linguistics puzzles datasets (Şahin 163

et al., 2020; Chi et al., 2024), and many national 164

linguistic competition post their puzzles and so- 165

lutions online, the UKLO organizers, in addition 166

to the puzzles and their solutions, list several at- 167

tributes describing their puzzles. These attributes 168

include: puzzle difficulty, linguistic topic (writ- 169

ing system, morphology, etc.), question format 170

(Rosetta Stone, Match-up, etc.), language family, 171

and other attributes. Bean et al. (2024) describe the 172

application of LLMs to solving the puzzles from 173

the LINGOLY benchmark and show that LLMs out- 174

perform humans on several types of linguistic puz- 175

5https://www.uklo.org/past-exam-papers/
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zles, however they also notice: “in absence of mem-176

orisation, true multi-step out-of-domain reasoning177

remains a challenge for current language models.”178

Currently, UKLO lists 220 puzzles for the com-179

petitions held between 2010 and 2024. LINGOLY180

contains 90 out of these 220 puzzles. Each puzzle181

contains “a preamble, which gives general back-182

ground on the language in question; a context,183

which provides required background to solve the184

puzzle, such as example translations; and ques-185

tions, which are sometimes further divided into186

subquestions.” Most UKLO puzzles contain sev-187

eral questions. App. A, Fig. 3 contains the prob-188

lem 2024 UKLO puzzle regarding the Warlpiri lan-189

guage. This puzzle contains two questions, each190

of which has subquestions (problems). LINGOLY191

contains 1,133 problems for 90 UKLO puzzles.192

LINGOLY contains UKLO puzzles of five diffi-193

culty levels (from easiest to most difficult): Break-194

through (Br), Foundation (Fn), Intermediate (Int),195

Advanced (Adv), and Round_2 (R2). The six lin-196

guistic topics covered in LINGOLY are: Phonology197

(Ph), Semantics (Se), Morphology (Mo), Numbers198

(Nu), Compounding (Co), and Syntax (Sy).6 Also,199

each UKLO puzzle has information about the corre-200

sponding score (percent) that indicates the average201

participants’ scores on the problem. “A high score202

of 90% indicates that, on average, students scored203

90% on that particular question”.7 If a puzzle is204

cross-listed for different difficulty levels, a separate205

score is provided for each of the difficulty levels.206

The percentage scores are normalized as different207

puzzles have different maximum scores. Puzzle208

questions can consist of several parts. For example,209

the 2024 Warlpiri puzzle (App. A, Fig. 3) consists210

of two questions with a combined possible score of211

5 points. The 2021 Waama puzzle (App. A, Fig. 2)212

contains one question with a maximum possible213

score of 10 points. The answers provided by UKLO214

contain the point distributions for the solutions. We215

use these point distributions to evaluate the ability216

of OpenAI’s o1 to solve puzzles.217

Table 1 contains the distribution of the LINGOLY218

puzzles across two dimensions: linguistic topic and219

difficulty. Table 1 contains the number of puzzles,220

rather than the combined number of questions for221

all the puzzles. Several puzzles are used for two222

groups of participants, and thus, have two levels223

of difficulty, each of which has a separate average224

6In the charts and tables presented in this paper, we use
the listed abbreviations when referring to difficulty and topic.

7https://www.uklo.org/technical-information

Ph Se Mo Nu Co Sy
Br 7 1 7 1 0 3
Fn 10 4 16 1 0 11
Int 6 4 15 1 1 8
Adv 9 4 18 4 2 7
R2 8 6 13 2 2 13

Table 1: Distribution of the LINGOLY puzzles across
linguistic topic (Ph, Se, Mo, Nu, Co, Sy) and difficulty
dimensions (Br, Fn, Int, Adv, R2).

score assigned to them. Also, several puzzles cover 225

more than one linguistic topic. For example, the 226

Warlpiri puzzle (App. A, Fig. 3) has two difficulty 227

scores (its Breakthrough score is 41% and its Foun- 228

dation score is 45%); and it covers two linguistic 229

topics: morphology and phonology. Such puzzles 230

are counted several times in Table 1: once for each 231

difficulty level/linguistic topic. 232

3.2 UKLO Writing Systems Puzzles 233

In this work, in addition to the LINGOLY puzzles, 234

we use the UKLO puzzles that focus on deciphering 235

writing systems. The UKLO website lists 41 such 236

puzzles, five of which combine writing systems 237

with another linguistic topic. Among the 36 puz- 238

zles that focus solely on writing systems, five lack 239

participants’ performance data. Therefore, in this 240

project, we use the remaining 31 puzzles, which 241

exclusively focus on writing systems and include 242

participant performance scores for evaluation. 243

The UKLO puzzles that deal with writing sys- 244

tems contain a variety of inscriptions, symbols, or 245

images as questions (App. A, Figs. 5, 6). These 246

puzzles cannot be parsed into a text format that is 247

used in LINGOLY. Thus, we split these puzzles into 248

2 PDF files: one – for the puzzle preamble, context, 249

and the questions associated with this puzzle, and 250

the other one – with the answer key, solution, grad- 251

ing instructions, and the answers explanation. Each 252

page of the first PDF file (puzzle preamble, context, 253

and questions) is converted into image files. These 254

image files are submitted to LLMs. 255

4 Using LLMs to Solve Linguistic Puzzles 256

4.1 Experiments on the LINGOLY dataset 257

Bean et al. (2024) use 11 state-of-the-art general- 258

purpose LLMs to solve LINGOLY puzzles. These 259

LLMs are: Llama 3 8B and 70B (Dubey et al., 260

2024), Mixtral 8x7B (Jiang et al., 2024), Aya 23 261

35B (Aryabumi et al., 2024), Gemma 7B (Team 262

3
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Ph Se Mo Nu Co Sy
H C O H C O H C O H C O H C O H C O

Br 50 74 88 69 - 91 44 92 89 78 92 100 * * * 46 - 98
Fn 54 80 82 46 77 81 47 46 71 41 - 100 * * * 53 81 81
Int 57 45 69 37 44 57 54 45 67 22 - 0 47 - 100 61 55 76
Adv 45 58 68 31 26 53 48 50 67 18 8 26 32 42 65 42 59 66
R2 37 25 31 33 42 58 44 25 49 16 16 50 16 24 2 47 30 51

Table 2: Average Scores by Linguistic Subject and Difficulty Level on the LINGOLY Benchmark. H - The
average human performance reported on the UKLO website; C - The best exact match scores of the Claude Opus
model reported by Bean et al. (2024); O - The exact match score for the OpenAI o1. ‘*‘ corresponds to 0 in Table 1
meaning that there are no LINGOLY puzzles of this type. ‘-‘ corresponds to the cases where LLM does not produce
a result giving the linguistic puzzle of the corresponding linguistic topic/difficulty level.

et al., 2024b), Llama 2 70B (Touvron et al., 2023),263

GPT-4o (Hurst et al., 2024), GPT-4 (Achiam et al.,264

2023), GPT-3.5 (Brown et al., 2020), Claude265

Opus (Anthropic, 2024), Gemini 1.5 Pro (Team266

et al., 2024a), and Command R+ (Cohere, 2024).267

For our experiments, we use OpenAI’s o1.8 We268

aim to investigate if the reasoning capabilities of269

OpenAI’s o1 enhance the puzzle solving perfor-270

mance. We evaluate the performance of OpenAI’s271

o1 ability to solve linguistic puzzles by using the272

actual scoring instructions listed on the UKLO puz-273

zle sheets. We use the LINGOLY benchmark to274

compare the ability of OpenAI’s o1 (LLM with rea-275

soning) to solve linguistic puzzles and compare our276

results with the results obtained by using general-277

purpose LLMs without reasoning.278

The UKLO website reports one performance279

score per puzzle, without splitting this score per280

question. Bean et al. (2024) report one average281

score across all the questions for all the puzzles of a282

particular topic/difficulty level pair. When running283

OpenAI’s o1 we use the exact match evaluation284

metric and average OpenAI’s o1 scores computed285

for a particular topic/difficulty level pair. The exact286

match metric counts only the exact answers corre-287

sponding to the exhaustive UKLO answer. Based288

on the results reported by Bean et al. (2024), the289

LLM without reasoning that produces the best ex-290

act match results is Claude Opus.291

As per Table 1, LINGOLY does not contain Be-292

ginner and Foundation puzzles for the Compound-293

ing topic. In several cases, LLMs do not pro-294

duce any results. Often, these are the cases when295

there is only one puzzle of a particular linguistic296

topic/difficulty level pair (see the Numbers topic for297

Beginner, Foundation, and Intermediate difficulty).298

8https://cdn.openai.com/
o1-system-card-20241205.pdf

Table 2 contains the results for human partici- 299

pants based on the scores provided by the UKLO 300

website (H), the best exact match results by Claude 301

Opus (C); and the exact match results that we get 302

by running OpenAI’s o1 LLM with the reasoning 303

capability (O). All the presented scores are aver- 304

age scores computed for topic/difficulty level pairs 305

across the puzzles used in LINGOLY. Following 306

the LINGOLY notation, the average numbers are 307

integers. We round all the numbers (average hu- 308

man performance and average OpenAI’s o1 perfor- 309

mance) down to integers using the floor function. 310

In Table 2 we demonstrate that there is a signifi- 311

cant improvement in the performance of the LLM 312

with reasoning (OpenAI’s o1) as compared to the 313

previous versions of general-purpose LLMs. 314

4.2 Performance Analysis for OpenAI’s o1 315

LINGOLY Puzzles 316

Out of the 19 puzzles for which OpenAI’s o1 pro- 317

vides 100% correct solution, only 3 puzzles are 318

of Advanced difficulty level and 1 puzzle is from 319

Round 2, which is the most difficult level. The 320

rest of the correctly solved puzzles are from lower 321

difficulty levels. The languages on which the rea- 322

soning model does well are primarily those that are 323

well-known and have vast resources, e.g. Italian, 324

Japanese, Turkish, Finnish, etc. We believe that 325

perfect scores are achieved based on the LLMs’ 326

access to vast corpora for these languages. Thus, 327

the question arises if LLMs (both with and with- 328

out reasoning) solve linguistic puzzles, or merely 329

provide translations based on their knowledge of 330

the language used in the puzzle without even at- 331

tempting to solve the puzzles based on the context 332

provided on the puzzle sheet. 333

According to our observation, LLMs (including 334

OpenAI’s o1) do not perform well on the puzzles 335
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that require deep puzzle context understanding. For336

example, for the Maonan puzzle (App. A, Fig. 7)337

OpenAI’s o1 gets 0%. The puzzle’s context con-338

tains clues about the use of different words for339

male/female. Using this information is necessary340

for solving the puzzle. Thus, we conclude: Ope-341

nAI’s o1 cannot fully use its reasoning capabilities342

within unfamiliar settings. Also, LLMs perform343

badly on the puzzles based on the poor-resourced344

languages: Wik-Mungkan (App. A, Fig. 4) is spo-345

ken by 1,650 speakers; Ngkolmpu (App. A, Fig. 8)346

is spoken by about a hundred people.347

For the Match-Up puzzles, where OpenAI’s o1348

fails to come up with an answer, the output is of-349

ten organized in perfect alphabetical (or numeric)350

order. During the evaluation, we assign 0 to such351

ordered answers produced by OpenAI’s o1, even if352

some answers are accidentally matched correctly.353

This situation occurs in five puzzles. The diffi-354

culty levels for these puzzles are: two puzzles of355

Round 2 (App. A, Figs. 4, 7); two puzzles of the356

Advanced (App. A, Figs. 8, 9); and one puzzles of357

Foundation/Intermediate level (App. A, Figs. 10).358

4.3 Experiments on the Linguistic Puzzles359

Dealing with Writing Systems360

As stated in Section 3.2, in our work, we use an361

additional linguistic topic that is not covered in the362

LINGOLY benchmark: Writing Systems. Puzzles363

on Writing Systems explore language representa-364

tion through written symbols or scripts and exam-365

ine how languages are visually encoded and how366

writing conventions function.367

To solve 31 UKLO puzzles that are centered368

solely around writing systems we use OpenAI’s369

o1 and one of the models without reasoning, GPT-370

4o. GPT-4o is among the 11 LLMs used by Bean371

et al. (2024) and is the second-best performing372

model losing only to Claude Opus. We do not use373

the best-performing Claude Opus due to its output374

token length limit, which occasionally results in the375

LLM not solving all the questions in the puzzle.376

Table 3 contains information about the num-377

ber of UKLO Writing System puzzles split by the378

difficulty score; the average percentage scores by379

participants, GPT-4o, and OpenAI’s o1. On aver-380

age, OpenAI’s o1 outperforms GPT-4o. Out of 31381

writing systems puzzles, OpenAI’s o1 outperforms382

GPT-4o in 9 cases, while GPT-4o outperforms Ope-383

nAI’s o1 in 4 cases. Moreover, humans outperform384

both LLMs on difficult puzzles.385

# of Puzzles H 4o o1
Br 8 47.5 48.5 55.9
Fn 12 51.3 49.4 55.4
Int 13 45.8 40.7 42.3

Adv 12 27.6 21.6 22.9
R2 5 45.2 15.6 24.5

Table 3: Comparison of Scores for the Writing Sys-
tem Puzzles by Difficulty Level. H - The average
human performance reported on the UKLO website; 4o
- The exact match score for the GPT-4o on the Writ-
ing System puzzles; o1 - The exact match score for the
OpenAI’s o1 on the Writing System puzzles.

4.4 Performance Analysis for GPT-4o and 386

OpenAI’s o1 on the UKLO Writing 387

System Puzzles 388

For the hardest problems (three highest difficulty 389

levels) people do outperform LLMs. 390

When analyzing the solutions provided by both 391

GPT-4o and OpenAI’s o1, we confirm our hypoth- 392

esis from the previous section: whenever possible, 393

LLMs rely on their knowledge of the language 394

rather than make inferences based on the puzzle 395

context. For example, one of the 2015 puzzles in- 396

volves the Georgian alphabet (App. A, Fig. 6). In 397

this puzzle, participants must match location names 398

written in Georgian with their English equivalents. 399

To do it participants should match Georgian letters 400

with their Latin (English) counterparts. GPT-4o cor- 401

rectly performs this matching and, for the Georgian 402

word , produces the expected answer: 403

Sakartvelo. In contrast, OpenAI’s o1 outputs Geor- 404

gia. While Georgia is technically correct—since 405

Sakartvelo is the Georgian name for the country of 406

Georgia9—it is not the answer that can be deduced 407

from the puzzle context, nor the one intended by 408

the puzzle’s authors. Given that GPT-4o produced 409

the expected answer, we hypothesize that OpenAI’s 410

o1 initially arrived at Sakartvelo but then leveraged 411

its knowledge of Georgian and converted it to Geor- 412

gia. Notably, both models answered the remaining 413

questions in this puzzle correctly. Thus, when solv- 414

ing linguistic puzzles, OpenAI’s o1 does not rely 415

solely on the puzzle context but rather incorporates 416

its broader knowledge of the language. 417

To test the hypothesis that whenever possible 418

LLMs rely on their knowledge of the language run 419

an additional experiment: we create a new puzzle 420

for the Greek alphabet following the 2015 Geor- 421

9https://en.wikipedia.org/wiki/Georgia_
(country)
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gian alphabet puzzle structure. This Greek puzzle422

(App A, Tbl. 5) has a Rosetta Stone-style context423

where Greek locations, written in all capital letters,424

are listed with their translations. The task is to425

translate the Greek word ΕΛΛΑΔΑ. We use capi-426

tal letters for Greek words in this puzzle to avoid us-427

ing the notation for stress that is mandatory for the428

Greek words written in small letters. The answer429

provided by OpenAI’s o1 is the following: “ Elláda430

(the modern Greek word for Greece).” While in431

contrast to the Georgian example, the LLM pro-432

duces the correct answer, the presence of the ex-433

planation that Elláda can be used for the name of434

the country instead of Greece clearly demonstrates435

that answer is obtained given the knowledge of the436

Greek language rather than purely deduced from437

the puzzle context. Moreover, the provided answer438

contains the information about the stressed syllable,439

however, the puzzle context does not contain any440

examples of stress for either of the languages.441

5 Linguistic Puzzles Generation442

In this section, we discuss the task of linguistic443

puzzle generation using LLMs. To the best of our444

knowledge, this is the first attempt to automatically445

generate Olympiad-level linguistic puzzles.446

Generating interesting puzzles for linguistic447

competitions is a challenging task. Puzzles used in448

competitions should be solvable without requiring449

any external knowledge beyond the puzzle context.450

In this work, we demonstrate that current state-451

of-the-art LLMs can generate puzzles that are not452

necessarily on the Olympiad-level, but can be used453

for smaller, preliminary competitions, or for pro-454

viding an easy starting point for those who see such455

linguistic puzzles for the first time.456

Before proceeding to the experiment where we457

apply LLMs to linguistic puzzle generation, we458

first describe the theory behind what constitutes a459

good linguistic puzzle. While puzzle generation460

is undoubtedly a creative task, formal rules should461

be applied to assess the generated puzzle. In this462

work, we focus solely on evaluating whether the463

generated linguistic puzzles are valid or not. We464

do not assess their creativity.465

5.1 Theory of Linguistic Puzzles466

Since 1965, annual competitions for high school467

students focused on solving linguistic puzzles have468

been held in Moscow. The first collections of self-469

contained linguistic puzzles are described in (Glea-470

son, 1955; Zaliznyak, 1963). One key feature of 471

these puzzles is that no external knowledge is re- 472

quired to solve them. 473

Alfred Zhurinsky is one of the founders of lin- 474

guistic competitions. According to Zhurinsky 475

(1993), when considering what makes a good lin- 476

guistic puzzle, linguists should refer to research on 477

Gestalt Psychology. Based on this research, the 478

important characteristics of linguistics puzzles are: 479

– accessible solution; 480

– self-contained nature of the puzzle statement; 481

– the puzzle should be meaningful according to 482

the solver’s life experience; 483

– there should be multiple ways to approach the 484

puzzle solution where only one of those approaches 485

leads to the correct solution. 486

Zhurinsky was among the first to not only define 487

the characteristics of a linguistic puzzle suitable for 488

competition but also to describe three criteria for 489

eliminating linguistic puzzles that are not valid: 490

(1) the puzzle is formulated in a way that it contains 491

parasitic solutions: logically plausible solutions 492

that are incorrect given the language for which the 493

puzzle is created; 494

(2) the description of the linguistic phenomenon 495

discovered as part of the puzzle solution contains 496

inconsistencies or lacks clarity; 497

(3) the puzzle solution cannot be described by the 498

material available in the puzzle context. 499

The linguistic puzzles that can be invalidated 500

based on the three criteria above should be avoided 501

by the authors who create linguistic puzzles. Those 502

puzzles that are used in the International and Na- 503

tional Linguistics competitions are valid puzzles. 504

5.2 Linguistic Puzzles Generation 505

Puzzle generation is a creative task. However, we 506

focus on testing whether LLMs can generate valid 507

puzzles. Evaluating the creativity of the generated 508

puzzles is beyond the scope of this work. 509

For puzzle generation, we use puzzles from LIN- 510

GOLY, the Gestalt Psychology puzzle principles, 511

and Zhurinsky’s criteria for invalid puzzles. Ac- 512

cording to Table 1, LINGOLY contains the most 513

questions for the morphology topic. Therefore, 514

we focus on generating morphology puzzles. As 515

training examples, we use four UKLO morphology 516

puzzles from Rosetta Stone and Breakthrough-level 517

categories that are part of LINGOLY. The generated 518

puzzles should include not only questions but also 519

their corresponding answers and explanations. To 520

achieve this, we extend the LINGOLY puzzle sheets, 521
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which contain a preamble, context, and questions,522

by adding solutions and solution explanations.523

We use GPT-4o and OpenAI’s o1 LLMs to gen-524

erate new morphology puzzles along with their525

solutions. The input generation process mirrors the526

one we used to evaluate the Writing System puz-527

zles: we convert the UKLO puzzle files into images.528

In this experiment, in addition to the puzzle pream-529

ble, context, and questions, we also use the puzzle530

solutions and their corresponding explanations.531

LLMs are tasked with generating the complete532

linguistic puzzle: preamble, context, questions, so-533

lutions, and explanations. We use two LLMs: GPT-534

4o and OpenAI’s o1; and three settings:535

Zero Shot: the prompt consists of Gestalt psychol-536

ogy principles and Zhurinsky’s criteria, and tasks537

the LLM with creating similar puzzles;538

One Shot: the prompt consists of Gestalt psychol-539

ogy principles, Zhurinsky’s criteria, and one LIN-540

GOLY morphology puzzle to demonstrate the puz-541

zle structure the LLM should generate. LLM’s task542

is to generate similar puzzles;543

Few Shot: the prompt consists of Gestalt psychol-544

ogy principles, Zhurinsky’s criteria, and four LIN-545

GOLY morphology puzzles as examples. LLM’s546

task is to generate similar puzzles.547

For all settings, the puzzles are written in En-548

glish. Three languages that are the focus of the549

generated puzzles are Greek, Gujarati, and Span-550

ish. The choice of languages is driven by the goal551

of testing the generation procedures across a di-552

verse set of languages. Two LLMs, GPT-4o and553

OpenAI’s o1 are used for the puzzle generation.554

In total, we generate 18 puzzles that can be found555

in Appendix B. All these 18 puzzles follow the556

standard format: preamble (a short fact sheet about557

the language), context (Rosetta Stone examples558

used to deduce answers to the questions), questions,559

answers, and explanations. However, the puzzles560

generated using the Zero Shot setting, without561

an example puzzle, do not include the preamble562

and therefore lack a brief description of the puzzle563

language.564

For the One Shot setting, the example puzzle is565

the Lithuanian puzzle from UKLO 2018 (App. A,566

Figs. 11 and 12). The structure of this puzzle’s567

context is a conversation among friends. Thus,568

all puzzles generated for the One Shot setting are569

conversation among several friends. One generated570

puzzle (OpenAI’s o1 Few Shot Gujarati) contains571

a mistake: incorrect handling of Gujarati negation,572

and thus, is not a valid puzzle.573

5.3 Analysis of the Generated Puzzles 574

The task of linguistic puzzle generation is a novel 575

task, thus there does not exist a procedure that can 576

be used to evaluate the validity and quality of the 577

generated puzzles. To develop the evaluation proce- 578

dure, we rely on the expertise of two accomplished 579

linguistic Olympiad participants. Each of these ex- 580

perts gets five puzzles: two truncated UKLO puz- 581

zles (Q1.1 for the Swedish puzzle (App. A, Fig. 13); 582

Q2.1 for the Kabyle puzzle (App. A, Fig. 14)) and 583

three generated puzzles (GPT-4o / One-shot / Gu- 584

jarati; OpenAI’s o1 / One-shot / Greek; GPT- 585

4o / Few-shot / Spanish). Out of these five puzzles, 586

only one puzzle (Gujarati) is written in non-Latin 587

characters. We ask our evaluators not to spend not 588

more than 15 minutes on each of the puzzles. 589

We ask our evaluators to try to solve these puz- 590

zles; specify if they are sure that the solution is 591

correct; estimate the difficulty level for the puzzle; 592

describe the puzzle features that made the solution 593

easy or difficult. We ask our annotators to specify 594

their level of knowledge of the puzzle language. 595

Both evaluators solved the Swedish and Kabyle 596

puzzles correctly. Both evaluators have only cur- 597

sory knowledge about the Swedish language struc- 598

ture and no knowledge of Kabyle. The Kabyle 599

problem is labeled as beginner level by both evalu- 600

ators, while Swedish is labeled as beginner-level by 601

one, and intermediate-level by the other evaluator. 602

Both evaluators solve the GPT-4o / Few- 603

shot / Spanish puzzle correctly. Both evaluators 604

specify that they have a working knowledge of 605

Spanish, and mark the puzzle as beginner level. 606

Both evaluators attempt to solve the OpenAI’s 607

o1 / One-shot / Greek puzzle and get partial solu- 608

tions. Neither of the evaluators have a prior knowl- 609

edge of Greek, and thus, are not confident in the 610

correctness of the solution. The evaluators label 611

the puzzle as intermediate or advanced. 612

Both evaluators attempt to solve the GPT- 613

4o / One-shot / Gujarati puzzle, providing partially 614

correct solutions but claiming the lack of certainty 615

in the correctness of the solution. The evaluators do 616

not have a prior knowledge of Gujarati and labels 617

the puzzle advanced. 618

Following the evaluators’ comments on the puz- 619

zle solving experience, we categorize the generated 620

puzzles into four groups: puzzles that ask for the 621

repetition of examples from the context; puzzles 622

that are invalid because they cannot be solved us- 623

ing only the information from the preamble and 624

7



Issue Model Greek Gujarati Spanish

CR
4o 1 1 1
o1 f -

EK
4o 0 0,f 0
o1 1 1 1

VP
4o f - f
o1 0 0 0,f

IC
4o - - -
o1 - f -

Table 4: Categorization of issues in various settings
for GPT-4o and OpenAI o1 in Gujarati, Spanish,
Greek. CR - Context Repetition, EK - External Knowl-
edge is Required, VP - Valid puzzle, IC - Incorrect
Context; 0 - Zero-shot, 1 - One-shot, f - Few-shot

context; valid puzzles. Table 4 summarizes the dis-625

tribution of the 18 generated puzzles across these626

four groups.627

5.4 Context Repetition Puzzles628

As shown in Table 4, all three GPT-4o One Shot629

puzzles, and the Greek OpenAI’s o1 Few Shot puz-630

zle do not require any analysis of the puzzle context.631

Rather, their questions request the repetition of the632

examples used in the puzzle context. Here is the633

Greek OpenAI o1 Few Shot puzzle (App.B):634

Greek (Roman Script) English
o antras the man
i gynaika the woman
o paidi the child
o mikrós antras the small man
i mikrí gynaika the small woman
to mikró paidi the small child

635

The questions generated for this puzzle ask the636

participant to translate into Greek (in Roman script)637

the following four English phrases: (1) The small638

woman; (2) The small man; (3) The child; (4) The639

small child. The solutions for all these questions640

are presented verbatim in the puzzle context.641

5.5 External Knowledge642

All three Zero Shot GPT-4o puzzles and all three643

One Shot OpenAI’s o1 puzzles (App.B) are invalid644

according to the third criterion listed by Zhurinsky:645

solving them requires external language knowledge.646

For example, the GPT-4o Zero Shot Spanish puz-647

zle lists only Spanish adjectives. However, the648

questions ask for the translations of noun phrases,649

which require knowledge of Spanish articles and650

nouns.651

5.6 Valid Puzzles 652

Several generated puzzle can be marked as easy. 653

However, this outcome is promising as it suggests 654

LLMs’ potential to generate valid puzzles. Here 655

is an example of the context and questions for the 656

Spanish OpenAI’s o1 Few Shot puzzle (App.B). 657

658
Spanish English
El niño es alto. The boy is tall.
La niña es alta. The girl is tall.
Los niños son altos. The boys are tall.
Las niñas son altas. The girls are tall.
El maestro es amable. The (m.) teacher is kind.
La maestra es amable. The (f.) teacher is kind.

659

The question asks to translate four English sen- 660

tences into Spanish: (1) The boys are kind; (2) The 661

girl is tall; (3) The (female) teacher is tall; (4) The 662

girls are kind. The solution can be deduced from 663

the presented puzzle context. 664

One observation from Table 4 is that, in most set- 665

tings, the puzzles generated for all three languages 666

by a particular setting fall into the same group. One 667

possible conclusion is that, at present, LLMs gen- 668

erate puzzles in a language-independent manner. 669

However, for the task of linguistic puzzle genera- 670

tion, language independence is a disadvantage, as 671

the most interesting puzzles are those that capture 672

the unique peculiarities of different languages. 673

6 Conclusion 674

We analyze the performance of LLMs for solv- 675

ing and generating linguistic puzzles. For the 676

novel task of linguistic puzzle generation, LLMs 677

are not yet capable of producing Olympiad-level 678

puzzles. However, we demonstrate that under cer- 679

tain prompt settings, LLMs can generate valid, al- 680

beit relatively simple, puzzles. We consider this a 681

promising result for this novel, exciting task. 682

Our findings indicate that modern LLMs with 683

reasoning capabilities (e.g., OpenAI’s o1) outper- 684

form humans in solving puzzles related to phonol- 685

ogy, morphology, compounding, syntax, semantics, 686

and number systems. However, for puzzles fo- 687

cused on deciphering writing systems, OpenAI’s 688

o1 surpasses humans only at the two lowest dif- 689

ficulty levels, while humans outperform LLMs at 690

the three higher difficulty levels. Notably, LLMs 691

perform better on puzzles where they can rely on 692

their existing language knowledge rather than their 693

problem-solving abilities. 694
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7 Limitations695

We identify four main limitations in the puzzle696

generation procedure described in this paper and697

believe these limitations are interdependent.698

First, the number of puzzles in the LINGOLY699

benchmark, on the ILO website, and on national700

linguistic Olympiad websites is relatively small701

for an LLM to reliably learn the rules of puzzle702

generation. A larger dataset is needed to develop703

a more robust puzzle-generation procedure. The704

more effective this procedure becomes, the more705

usable puzzles it can produce.706

Second, in this project, we focus solely on gener-707

ating beginner-level morphology puzzles. As noted708

in Section 4, an LLM’s performance varies depend-709

ing on the linguistic topic and difficulty level of710

the puzzle it is solving. It is possible that puzzle711

generation is similarly influenced by the linguistic712

topic. Additionally, our experiments are limited to713

generating puzzles for only three languages.714

Third, in this work, we evaluate only the validity715

of the generated puzzles, that is, whether they can716

be solved using only the provided puzzle context.717

While we note that the valid generated puzzles tend718

to be easy, there is no formal evaluation method719

to assess their difficulty or creativity. We see cre-720

ativity assessment as a major bottleneck in the task721

of linguistic puzzle generation. On the one hand,722

evaluating creativity is inherently subjective.723

Fourth, we believe that the creativity of valid lin-724

guistic puzzles can best be judged by expert puzzle725

creators. However, the number of such experts is726

very limited.727
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A Appendix A: Examples of the UKLO895

Linguistic Puzzles896

Xhosa puzzle: UKLO, 2024

Figure 1: The Xhosa puzzle was used in UKLO in
2024. This puzzle has two difficulty scores: its score
for the Foundation participants is 58% and its score
for the Intermediate participants 81%; its linguistic
topic is morphology; its type is Rosetta; its language
family is Atlantic–Congo, Bantu; its Author is Babette
Verhoeven.
https://www.uklo.org/wp-content/uploads/
2024/04/2024_R1_4-Xhosa.pdf

Waama puzzle: UKLO, 2021

Figure 2: The Waama puzzle was used in UKLO in
2021. This puzzle has two difficulty scores: its score
for the Breakthrough participants is 42% and its score
for the Foundation participants 54%; its linguistic topic
is Syntax; its type is Match-up; its language family is
Atlantic–Congo, Gur; its Author is Aleka Blackwell.
https://www.uklo.org/wp-content/uploads/
2022/05/2021_3-Waama.pdf
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Warlpiri puzzle: UKLO, 2024

Figure 3: The Warlpiri puzzle was used in UKLO in
2024. This puzzle has two difficulty scores: its score
for the Breakthrough participants is 41% and its score
for the Foundation participants 45%; its linguistic topic
is a combination of morphology and phonology; its
type is Pattern; its language family is Pama-Nyungan;
its Author is Mary Laughren.
https://www.uklo.org/wp-content/uploads/
2024/04/2024_R1_2-Warlpiri.pdf

Wik-Mungkan puzzle: UKLO, 2022

Figure 4: The Wik-Mungkan puzzle was used in
Round 2 of UKLO in 2022. Its score for participants
is 28%; its linguistic topic is Compounding; its type is
Match-up; its language family is Pama-Nyungan; its
Author is Ryan Chi.
https://www.uklo.org/wp-content/uploads/
2022/05/2022_R2_2_Wik-Mungkan.pdf
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Ditema puzzle: UKLO, 2019

Figure 5: Ditema puzzle was used in UKLO in 2019.
This puzzle has two difficulty scores: its score for
the Foundation participants is 28%, its score for the
Intermediate participants is 51%; its linguistic topic is
writing system; its type is Rosetta; its language family
is Atlantic–Congo, Bantu; its author is Michael Salter.
https://www.uklo.org/wp-content/uploads/
2022/05/2021_4-Ditema.pdf

Georgian puzzle: UKLO, 2015

Figure 6: The Georgian puzzle was used in UKLO in
2015. This puzzle has two difficulty scores: its score
for the Breakthrough participants is 71%, its score for
the Foundation participants is 79%; its linguistic topic
is writing system; its type is Match-up; its language
family is Kartvelian; its Author is Daniel Rucki.
https://www.uklo.org/wp-content/uploads/
2022/05/2015_2.-Georgian.pdf
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Maonan puzzle: UKLO, 2024

Figure 7: The Maonan puzzle was used in Round 2
of UKLO in 2024. Its score for participants is 5%;
its linguistic topic is a combination of Semantics and
Compounding; its type is Match-up; its language family
is Kra-Dai; its Author is Daniel Titmas.
https://www.uklo.org/wp-content/uploads/
2024/03/2024_R2_5-Maonan.pdf

Ngkolmpu puzzle: UKLO, 2021

Figure 8: The Ngkolmpu puzzle was used in UKLO
in 2021. Its difficulty level is Advanced. Its score
for participants is 35%; its linguistic topic is numeric
system; its type is Match-up; its language family is
Yam; its Author isSimi Hellsten.
https://www.uklo.org/wp-content/uploads/
2022/05/2021_A3-Ngkolmpu.pdf
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Mazateco puzzle: UKLO, 2022

Figure 9: The Mazateco puzzle was used in UKLO
in 2022. Its difficulty level is Advanced. Its score
for participants is 37%; its linguistic topic is Syntax;
its type is a combination Match-up and Rosetta; its
language family is Otomanguean; its Author is Michael
Salter.
https://www.uklo.org/wp-content/uploads/
2022/05/10_Adv_UKLO-2022-Mazateco_
You-Know-How-To-Whistle-Dont-You_
Complete-Script.pdf

Maltese puzzle: UKLO, 2022

Figure 10: The Mazateco puzzle was used in UKLO in
2022. This puzzle has two difficulty scores: its score
for the Foundation participants is 58%, its score for the
Intermediate participants is 79%; ; its linguistic topic is
a combination Phonology, Syntax, and Morphology;
its type is a combination Match-up and Rosetta; its
language family is Afro-Asiatic, Semitic; its Author is
Michael Salter.
https://www.uklo.org/wp-content/
uploads/2022/06/4_UKLO-2022-Maltese_
A-Dogs-Breakfast_-Complete-Script.pdf
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Lithuanian puzzle (preamble and context)

Figure 11: The Lithuanian puzzle was used in UKLO
in 2018.This puzzle has two difficulty scores: its score
for the Breakthrough participants is 40%, its score
for the Foundation participants is 53%; its linguistic
topic is a combination of morphology and syntax; its
type is Rosetta; its language family is Indo-European,
Balto-Slavic; its Author is Babette Verhoeven.
https://www.uklo.org/wp-content/uploads/
2022/05/2018_2-Lithuanian.pdf

Lithuanian puzzle (questions): UKLO, 2018

Figure 12: The Lithuanian puzzle was used in UKLO
in 2018.This puzzle has two difficulty scores: its score
for the Breakthrough participants is 40%, its score
for the Foundation participants is 53%; its linguistic
topic is a combination of morphology and syntax; its
type is Rosetta; its language family is Indo-European,
Balto-Slavic; its Author is Babette Verhoeven.
https://www.uklo.org/wp-content/uploads/
2022/05/2018_2-Lithuanian.pdf
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Swedish puzzle: UKLO, 2022

Figure 13: The Swedish puzzle was used in UKLO in
2022. Its difficulty level is Breakthrough. Its score for
participants is 38%; its linguistic topic is Morphology;
its type is Rosetta; its language family is Indo-European,
Germanic; its Author is David Hellsten.
https://www.uklo.org/wp-content/
uploads/2022/05/1_UKLO-2022-Swedish_
The-Pink-Pig-is-Pink_-Complete-Script.pdf

Kabyle puzzle: UKLO, 2022

Figure 14: The Kabyle puzzle was used in UKLO in
2021. This puzzle has two difficulty scores: its score
for the Breakthrough participants is 44%, its score for
the Foundation participants is 51%; ; its linguistic topic
is a combination Syntax and Morphology; its type is
Rosetta; its language family is Afro-Asiatic, Semitic;
its Authors are Kazune Sato, Simi Hellsten.
https://www.uklo.org/wp-content/uploads/
2022/05/2021_2-Kabyle.pdf
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Greek puzzle, parallel to the Georgian puzzle:897

UKLO, 2015 example898

Greece is a country in Southern Europe. Its lan-899

guage is, of course, called Greek, and is written900

in a special alphabet which contains 24 characters.901

Greek distinguishes between small and capital let-902

ters; however, in this problem, all the letters are903

capital letters. Here are the names of some loca-904

tions written in the Greek alphabet.905

Word 6 is the Greek name for Greece (which,906

incidentally, doesn’t sound anything like our907

‘Greece’), but the others are names of regions. Your908

clue to the alphabet is that the first five names are909

listed, in a different order, here: Ikaria, Arta, Kala-910

mata, Pisidia, Kea.911

Greek English
1 ΑΡΤΑ Arta
2 ΙΚΑΡΙΑ Ikaria
3 ΚΑΛΑΜΑΤΑ Kalamata
4 ΚΕΑ Kea
5 ΠΙΣΙΔΙΑ Pisidia
7 ΕΛΛΑΔΑ

Table 5: Greek Example.

Your job is to fill i the gap in the table.912
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B Appendix B: Examples of the913

Generated Linguistic Puzzles914

B.1 Puzzles Generated by GPT-4o915

B.1.1 GPT-4o, Zero-shot, Greek916
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B.1.2 GPT-4o, Zero-shot, Gujarati917
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B.1.3 GPT-4o, Zero-shot, Spanish918
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B.1.4 GPT-4o, One-shot, Greek919
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B.1.5 GPT-4o, One-shot, Gujarati920
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B.1.6 GPT-4o, One-shot, Spanish921
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B.1.7 GPT-4o, Few-shot, Greek922
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B.1.8 GPT-4o, Few-shot, Gujarati923
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B.1.9 GPT-4o, Few-shot, Spanish924
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B.2 Puzzles Generated by OpenAI’s o1925

B.2.1 OpenAI’s o1, Zero-shot, Greek926
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B.2.2 OpenAI’s o1, Zero-shot, Gujarati927
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B.2.3 OpenAI’s o1, Zero-shot, Spanish928
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B.2.4 OpenAI’s o1, One-shot, Greek929

31



B.2.5 OpenAI’s o1, One-shot, Gujarati930
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B.2.6 OpenAI’s o1, One-shot, Spanish931
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B.2.7 OpenAI’s o1, Few-shot, Greek932
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B.2.8 OpenAI’s o1, Few-shot, Gujarati933
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B.2.9 OpenAI’s o1, Few-shot, Spanish934
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