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ABSTRACT

We study the type of solutions to which stochastic gradient descent converges when
used to train a single hidden-layer multivariate ReLU network with the quadratic
loss. Our results are based on a dynamical stability analysis. In the univariate
case, it was shown that linearly stable minima correspond to network functions
(predictors), whose second derivative has a bounded weighted L' norm. Notably,
the bound gets smaller as the step size increases, implying that training with a
large step size leads to ‘smoother’ predictors. Here we generalize this result to
the multivariate case, showing that a similar result applies to the Laplacian of the
predictor. We demonstrate the tightness of our bound on the MNIST dataset, and
show that it accurately captures the behavior of the solutions as a function of the
step size. Additionally, we prove a depth separation result on the approximation
power of ReLU networks corresponding to stable minima of the loss. Specifically,
although shallow ReLU networks are universal approximators, we prove that
stable shallow networks are not. Namely, there is a function that cannot be well-
approximated by stable single hidden-layer ReLU networks trained with a non-
vanishing step size. This is while the same function can be realized as a stable
two hidden-layer ReLU network. Finally, we prove that if a function is sufficiently
smooth (in a Sobolev sense) then it can be approximated arbitrarily well using
shallow ReLL.U networks that correspond to stable solutions of gradient descent.

1 INTRODUCTION

Neural networks (NNs) have been demonstrating phenomenal performance in a wide array of fields,
from computer vision and speech processing to medical sciences. Modern networks are typically
taken to be highly overparameterized. In such setting, the training loss usually has multiple global
minima, which correspond to models that perfectly fit the training data. Some of those models are
clearly sub-optimal in terms of generalization. Yet, the training process seems to consistently avoid
those bad global minima, and somehow steer the model towards global minima that generalize well.
A long line of works attributed this behavior to “implicit biases” of the training algorithms, e.g.,
(Zhang et al., 2017; Gunasekar et al., 2017; Soudry et al., 2018; Arora et al., 2019).

Recently, it has been recognized that a dominant factor affecting the implicit bias of gradient descent
(GD) and stochastic gradient descent (SGD), is associated with dynamical stability. Roughly speaking,
the dynamical stability of a minimum point refers to the ability of the optimizer to stably converge to
that point. Particular research efforts have been devoted to understanding linear stability, namely the
dynamical stability of the optimizer’s linearized dynamics around the minimum (Wu et al., 2018; Nar
& Sastry, 2018; Mulayoff et al., 2021; Ma & Ying, 2021). For GD and SGD, it is well known that a
minimum is linearly stable if the loss terrain is sufficiently flat w.r.t. the step size 7.

Concretely, a necessary condition for a minimum to be linearly stable for GD and SGD is that the
top eigenvalue of the Hessian at that minimum point be smaller than 2/7 (see Sec. 2). Although this
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(a) Small step size (n = 0.001) (b) Medium step size (n = 0.01) (c) Large step size (n = 0.1)

Figure 1: Larger step size leads to smoother prediction function. We train a single hidden-layer
ReLU network on a regression task with two-dimensional data, depicted by red points. The different
panels show the predictor function f obtained when training with different step sizes.

condition only characterizes the linearized dynamics, it has been empirically shown to hold in real-
world neural-network training (Cohen et al., 2020; Gilmer et al., 2022). The linear stability condition
turns out to have a strong effect on the nature of the network that is obtained upon convergence, both
in terms of the end-to-end predictor function (Mulayoff et al., 2021), and in terms of the way this
function is implemented by the network (Mulayoff & Michaeli, 2020).

Mulayoff et al. (2021) studied how linear stability affects a single hidden-layer univariate ReL.U
network, when trained with the quadratic loss. They showed that in this setting, stable solutions of
SGD with step size 1 correspond to functions f satisfying

|1 @lste < 2 -5, m

where f denotes the network input-output function, and g is a weight function that depends only
on the training data. This result implies that for univariate shallow ReLU networks, SGD is biased
towards ‘smooth’ solutions'. Moreover, the larger the step size 7, the smoother the solution becomes.

In this paper, we study the stable solutions of single hidden-layer ReLU networks with multidimen-
sional inputs, trained using SGD and the quadratic loss. Particularly, in Sec. 3 we generalize the
result of Mulayoff et al. (2021) to the multivariate setting. As it turns out, the natural extension of (1)
involves the Radon transform of the Laplacian of the predictor function, A f (see Thm. 1). However,
we show this result can also be interpreted in primal space as

| ar@lp(e)ae < < - 5. @

where p is some weighting function. Thus, stable solutions of SGD in the multivariate case also
correspond to smooth predictors (i.e., functions whose Laplacian has a small weighted L! norm).
The larger the step size, the smoother the function becomes. Figure 1 illustrates this phenomenon.

Additionally, we study the approximation power of single hidden-layer ReLU networks corresponding
to stable minima. It is well known that shallow ReLU networks can approximate any continuous
function over a compact set (Pinkus, 1999). However this does not imply that SGD can stably
converge to such approximations. If there exist functions whose approximations are all unstable, then
this property may be of limited practical interest. In Sec. 4 we prove that every convergent sequence
of stable networks has a limit function that also satisfies the stability condition (Thm. 1). Building on
this, we prove a depth separation result. Specifically, we show that there exists a function that does
not satisfy the stability condition for any positive step size. Namely, it cannot be stably approximated
by a single hidden-layer ReL.U network trained with a non-vanishing step size. Yet, the same function
can be realized as a two hidden-layer ReLU network corresponding to a stable minimum. Moreover,
in Sec. 5 we show that if a function is sufficiently smooth (Sobolev) then it can be approximated
arbitrarily well using single hidden-layer ReLU networks that correspond to stable solutions of GD.

Finally, in Sec. 3.3 and 6 we demonstrate our results. Particularly, we illustrate how our stable minima
characterization (Thm. 1) can be used to predict certain properties of the solution. For example, for

'In a slight abuse of terms, in this paper we say a function is ‘smooth’ if some weighted L' norm of its
second derivative is bounded.
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certain isotropic data (e.g., Gaussian), we show that a large step size tends to increase the biases of all
neurons. We also demonstrate on the MNIST dataset the tightness of our stability bound, and that it
predicts well the dependence of the stability and generalization performance on the step size.

2 BACKGROUND: MINIMA STABILITY OF SGD

In this section we give a brief survey on minima stability. Let us consider the problem of minimizing
an empirical loss using SGD. We are interested in the typical regime of overparameterized models. In
this setting, there exist multiple global minimizers of the loss. Yet, SGD cannot stably converge to
any minimum. The stability of a minimum is associated with the dynamics of SGD in its vicinity.
Specifically, a minimum is said to be stable if once SGD arrives near the minimum, it stays in its
vicinity. If SGD repels from the minimum, then we say that it is unstable.

Formally, let £; : R? — R be differentiable almost everywhere for all j € [n]. Here we consider a
loss function £ and its stochastic analogue,

I R 1
L£(0) = > 45(0) and Lu(6) =5 > (0, 3)
J=1 JEB:
where ‘B, is a batch of size B sampled at iteration ¢. We assume that the batches {8, } are drawn
uniformly from the dataset, independently across iterations. SGD’s update rule is given by

011 =0, — UVﬁt(at), 4)
where 7 is the step size. Analyzing the full dynamics of this system is intractable in most cases.
Therefore, several works studied the behavior of this system near minima using linearized dynamics

(Wu et al., 2018; Ma & Ying, 2021; Nar & Sastry, 2018; Mulayoff et al., 2021), which is a common
practice for characterizing the stability of nonlinear systems.

Definition 1 (Linear stability). Let 8" be a twice differentiable minimum of L. Consider the linearized
stochastic dynamical system

01=0,—1 (vﬁt(e*) £ V2L,(07)(0; — 9*)). )
Then 0 is ¢ linearly stable if for any 0y in the e-ball B.(0™), we have limsup E[||0; — 6%||] < e.
t—o0

Namely, a minimum is ¢ linearly stable if once 6, enters an -ball around the minimum, it ends up at
a distance no greater than € from it in expectation. Under mild conditions, any stable minimum of the
nonlinear system is also linearly stable (Vidyasagar, 2002, p. 268). We have the following condition.
Lemma 1 (Necessary condition for linear stability (Mulayoff et al., 2021, Lemma 1)). Consider
SGD with step size 1, where batches are drawn uniformly from the training set, independently across
iterations. If 0" is an ¢ linearly stable minimum of L, then

Amax (V2L(87)) < % ©)

This condition states that stable minima of SGD are flat w.r.t. the step size. Although this result was
proved for the linearized dynamics, it was observed to hold also in practice, where the full nonlinear
dynamics apply. Particularly, much empirical evidence on real-world neural-network training (Cohen
et al., 2020; Gilmer et al., 2022) points out that GD and SGD converge only to linearly stable minima,
i.e., minima satisfying (6). More on dynamical stability and its interaction with common practices
(e.g., learning rate decay, absence of € and B in Lemma 1 result, etc.) in App. A.

3 LARGE STEP SIZE BIASES TO SMOOTH FUNCTIONS

Consider the set of multivariate functions over R? that can be implemented by a single hidden-layer
ReLU network with k neurons,

]-"ké{f:]Rd—HR

k
f@) =3 wPo (27w +blV) + b<2>} : )
i=1

where o (-) denotes the ReLU activation function. Each f € Fj is a piecewise linear function with

at most k knots”. Given some training set {x;, y; }?:1, we are interested in functions that globally

2A “knot’ is a boundary between two pieces (i.e., intersection between hyperplanes). See Fig. 2 for illustration.
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minimize the quadratic loss®

>

(f(z) — )" (8)

1

1
2n 4

j
Definition 2 (Solution). A function f € Fy, is a ‘solution’ if L(f) =0, i.e., f(x;) =y; Vj € [n].

L(f) = o

n

We focus on the overparameterized regime (kd > n) in which there exist multiple solutions. We
want to study the properties of solutions which correspond to stable minima of SGD. However, a key
challenge is that any solution f € Fy, typically has infinitely many different parameterizations. In
other words, there are various parameter vectors
92 (HT nHT nHT (2)T T (d+2)k+1

2 [T L T T T ] eR : )
that can implement the same function f. Different parameterizations correspond to different minima,
which may have different Hessian eigenvalues. Therefore, for a given step size 7, some parameteriza-
tions of f may be stable while others may not. Thus, to determine whether SGD can stably converge
to a solution f, we need to check whether there exists some stable minimum @, which corresponds to
a parametrization of f. We therefore use the following definition.

Definition 3 (Stable solution). A solution f € Fy, is said to be stable for step size 1 if there exists a
minimum 0 of the loss that corresponds to f, where 8 is linearly stable for SGD with step size 1.

The next theorem characterizes stable solutions using the Radon transform R (see App. C) and the
Laplace operator A. Particularly, we use the inverse of the dual Radon transform, (R*)_l, and
interpret A f in the weak sense, i.e., as a sum of weighted Dirac delta functions (see App. D).

Theorem 1 (Properties of stable solutions). Let f be a linearly stable solution for SGD with step
size 1. Assume that the knots of f do not coincide with any training point. Then

1 1
1fllr,q < 1 (10)
where |||\, is the stability norm, defined as
g ® [ IR AS] (0.0 g(o. Bids(o) (an
“1y

and g(v,b) £ min (§(v,b), §(—v, —b)) is a non-negative weighting function, with g given by

A T T T T 2
3(v,0) 2 PX(X v > bE [X v — b‘X 0> b} H]E [X’X v> b} H Y1 (12
Here X is a random vector drawn from the dataset’s distribution (i.e., sampled uniformly from {x;}).

This theorem, whose proof is provided in App. E, shows that the step size constrains the stability norm
of the solution. Notably, the constraint becomes stricter as the step size increases. Before interpreting
this result, let us note that although it depends only on the step size, other hyper-parameters (e.g.,
batch size, initialization) may potentially improve the bound. Yet, as we discuss in App. A, the effect
of other hyper-parameters seems secondary in practical settings. The implications of Thm. 1 can be
understood in primal space and in Radon space. In the following, we discuss both interpretations and
give examples.

3.1 PRIMAL SPACE INTERPRETATION

Theorem 1 is stated in Radon space, which may be difficult to interpret. However, in some cases it
can also be interpreted in primal space, by deriving an alternative form for the stability norm || - ||z -

Specifically, in App. G we show that if g is piecewise continuous and L!-integrable*, then for
all f € F, and p = R~'g we have’

Il = [ 187(@)lp(e)da. (13)

3We focus on MSE loss for simplicity, but the results can be extended to other loss functions, see App. J.
*Which is true, for example, when the training set is finite.
>This integral should be interpreted in the distributional sense (see App. G for details).
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Figure 2: Illustration of the stability norm. Panel (a) depicts an interpolating function f. Panel (b)
displays the absolute value of the Laplacian of f, i.e., |A f|. Here the color codes the amplitude of
the delta functions. Panel (c) presents the weight function p. The stability norm is the weighted sum
of line integrals of p, according to |A f|.

In this presentation of the stability norm, p is not necessarily non-negative. Nevertheless, all its
hyper-plane integrals are non-negative, since Rp = g > 0. Thus, the stability norm can be interpreted
as a non-negative linear combination of hyper-plane integrals of p along the knots of f. This is
visualized in Fig. 2. Hence, Thm. 1 combined with (13) implies that the larger the step size 7, the
smoother the solution becomes.

3.2 RADON SPACE INTERPRETATION

Another interesting interpretation of Thm. 1 can be derived in Radon space. First, let us examine
how the weight function g(v, b) behaves as a function of b. For every fixed v, the function g(v, -)
has a finite support, [min;{a v}, max;{x v}]. Moreover, g(v, -) typically has most of its mass
concentrated around the center of the distribution of the projected data points {asz'u}, and it decays
towards the endpoints (see e.g., Fig. 3).

Next, let us interpret how the term (R*)~1A f behaves. For a single hidden-layer ReLU network,
(R*)~LAf is a sum of Dirac deltas. Specifically, as shown in (Ongie et al., 2020), if f is a function
of the form f(z) = Zle a;o(v] x —b;) + c with ||v;||2 = 1 for all i € [K], then (see App. F.3)
k
(R)TAF =" aib(u, 1), (14)
i=1

where A f is the (distributional) Laplacian of f, and d(,, ;) denotes a Dirac delta centered at (v, b) €
S%=1 x R. We can thus define a parameter space representation for the stability norm as (see App. F.3)

k
So £ " lail g (vi,by). (15)
i=1

Generally, this parametric representation of the stability norm satisfies || f|| , < Se, where equality
happens whenever the ReLLU knots of the representation do not coincide (i.e., there is one Dirac
function for each ReLU unit). Yet, this parametric view of the stability norm also obeys (see App. F.3)

Se < 1 1 (16)
n 2
Hence, larger step sizes 7 push S to be smaller, and from (15) we see that |a;| will tend to be small.
Also, since g(v, -) typically decays towards the boundary of its support, this pushes the neurons’
biases, b;, away from the center of the distribution. The resulting effect is that the predictor function f
becomes flatter, especially near the center of the distribution. This is illustrated in Figs. 1 and 4(b).

3.3 EXAMPLES

Earlier we introduced two interpretations for the stability norm ||-|| o ,+ one in primal space, which
uses the weight function p, and one in Radon space, which uses the weight function g. In this section,
we compute g and p for two toy examples, for which (13) holds.

5
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Figure 3: Visualization of g of Thm. 1 and p of (13) for two toy examples. (a), (b) Two data points
1 = (1,0) and &2 = (—1,0). (c),(d) Two dimensional Gaussian data, i.e., X ~ N (0, I).

Example 1: Two data points in R%.  Assume the dataset contains two points: &1 = (1,0) and
2 = (—1,0). In this case we can analytically calculate g and p (see App. H.1). Figure 3 depicts these
functions. Here, p has singularities at 1, 5 and at the origin. Yet, despite these singularities, all
line integrals of p are finite and thus the expression [, |A f[() p()dx is well-defined. Moreover,
while p takes negative values, all its line integrals take positive values.

Example 2: Isotropic distribution. Suppose the data is isotropically distributed, i.e., P(X Ty > b)
does not depend on the direction of v. Thus g is independent of v, which implies that p = R™1g
is a radial function. In App. H.2 we give an analytic expression for g for any isotropic distribution.
In the special case of X ~ A(0, I), g(v, -) decays monotonically with b, and thus, as discussed in
Sec. 3.2, large step sizes will tend to increase the biases of all neurons. Additionally, we show in
App. H.2 that for 2D data, p is positive and strictly decreasing in ||x||, and it satisfies the asymptotics
p(z) = O(log(||z]|)) as ||z|| — 0, and p(z) = O(||z|~!) as ||z|| — oo. Figure 3 visualizes g
and p for two dimensional Gaussian data.

4 STABILITY LEADS TO DEPTH SEPARATION

Single hidden-layer neural networks are universal approximators, i.e., they can approximate arbitrarily
well any continuous function over compact sets (Pinkus, 1999). However, some of these approxi-
mations may correspond to unstable minima that are virtually unreachable by training via SGD. To
understand what is the effective approximation power of neural networks, we need to identify the
class of functions that have stable approximations. We have the following (see proof in App. I.1).

Proposition 1. Let X be the interior of the convex hull of the training points, and f : X — R be any

Sfunction. Suppose there exists a sequence of single hidden-layer ReLU networks { fi. } with bounded

stability norm that converges to f in L* over X. Then || f|| o 18 finite, and klim 1fellzy = I fllz.q
’ —00 ’ ’

Let { f} be a convergent sequence of stable solutions with a growing number of knots, i.e., Vf;, €
Fi : |fellr, < 1/m—1/2 (see Thm. 1). Then, by the proposition above we have that the
limit function f also satisfies this inequality. Therefore, the effective class of functions that can
be approximated arbitrarily well by single hidden-layer ReLU networks includes only continuous
functions f that satisfy the stability condition || f|| , < 1/n —1/2. As the step size decreases,
more functions satisfy this condition, suggesting that more functions can be stably approximated
by single hidden-layer ReLU networks. Surprisingly, there exists at least one continuous function p
that has ||p||, , = oo and therefore does not satisfy the stability condition for any positive step size
(see proof in App. 1.2). Therefore from Prop. 1 and Thm. 1, this function cannot be approximated
arbitrarily well by single hidden-layer ReL.U networks trained with a non-vanishing step size.

Proposition 2. Assume the input dimension d > 2, and let p(x) = o(1— ||x||1). Suppose the support
of p is contained in the interior of the convex hull of the training points. Then ||p|| 5 g = 00

Intriguingly, this function does have an implementation as a finite-width two hidden-layer network,
p(z) = o(1 — Z?Zl(a(:ci) + o(—=x;))), which is a stable solution for a fixed step size. Indeed,
in App. .3 we demonstrate that for an appropriate choice of 1, GD is able to converge to this
implementation. Thus, we have a depth separation result: the function p cannot be approximated
by stable minima of one hidden-layer networks trained with a non-vanishing step size, yet with two
hidden-layers, GD can converge to this function with a fixed step size.
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S5 SHALLOW NETWORK APPROXIMATIONS OF SMOOTH FUNCTIONS

In Sec. 4 we showed that stable single-hidden layer ReL.U networks are not universal approximators.
In this section we give an approximation guarantee under smoothness assumptions. That is, we show
that if a function is sufficiently smooth, then it can be approximated arbitrarily well using single
hidden-layer networks that correspond to stable solutions of GD.

Let W2+11(R?) denote the weighted Sobolev space of all functions whose weak partial derivatives up
to order d+1 are bounded in a weighted L'-norm ||-||1 ., with weight function w(z) := R*[1+b|] ().

Let || - [[yya+1. (ra) denote the corresponding Sobolev norm
d+1
1 lyasrn gay = 1Flw + D D 10°F]], 0 (17)
k=1|8|=k
where 3 is a multi-index. For technical convenience, we restrict ourselves to odd input dimensions d
only. Our results use the “R-norm” || - |z introduced by Ongie et al. (2020) (see Sec. 7 for details),

and the stability norm || - ||z 5 with a different weight function § defined below (see proof in App. L).

Proposition 3. Assume d is odd and let f € WItLL(RY). Then, there exists a sequence of

single hidden-layer ReLU network functions { fi,} such that fi, € Fy converges to f in L' over

any compact subset K C RY, i.e., klim Ji [fe(x) — f(x)|de = 0, and satisfies the bounds
—00

[frllr + [ frllg 5 < caq

§(v,b) =P <XTv > b) \/E [(XT’U — b)2

and cq 5 is a constant depending on d and § but independent of f. Here X is drawn uniformly at
random from the dataset.

|f||W5+1,1(Rd)f0r all k, where

XTv> b] \/1 +E {HX||2‘XTU > b}, (18)

This proposition shows that for any f € W2+1:1(IR?) there exists a sequence of single hidden-layer
ReLU network approximations {fi} for which {[|fx[|=} and {{|fx|| ;} are bounded. To prove
that these functions can have stable parameterizations for GD, we need to show that if both the
stability norm and R-norm are bounded (a function space property), then there exists a corresponding
minimum with bounded sharpness® in parameter space. To this end, we derive an upper bound on
the minimal sharpness of a solution f among its different parameterizations in terms of the stability
norm and the R-norm (see proof in App. K).

Lemma 2. Let f € Fy, be a solution for which the knots do not coincide with any training point.
Then there exists an implementation 0" corresponding to f such that

2 * . 2
s (22(6°)) < 142l 44 (Il + 108, 191 ) 3/ A (Z) 1+ E [IX)
(19)
Here X is drawn uniformly at random from the dataset, and X x is the covariance matrix of X.

Combining Prop. 3 and Lemma 2 we get that any f € W2+1:1(R?) can be approximated arbitrarily
well by a sequence of stable solutions for GD with a fixed step size 7).

Theorem 2. Suppose the input dimension d is odd, and let f € W11 (R®). Then, there exist > 0
and a sequence of single hidden-layer ReLU network functions { fi.} such that fi, € F, converges
to f in L' over any compact subset K C R%, and every fy, is stable for GD with step size 1.

This theorem state that any sufficiently smooth function can be stably approximated in the limit of
infinitely many neurons. We can also use Lemma 2 to guarantee the stability of solutions in the finite
case. Since A\pax < 2/7 is a sufficient condition for stability in GD, we have the following.

Theorem 3. Let f € Fj, be a solution for which the knots do not coincide with any training point. If

. 1 1
g+ 2 (16l + int, 19 @) Awe () 1+ E[IXI] < 2= 50 20)

then f is a stable solution for GD with step size 1.

Theorem 3 complements Thm. 1, as it gives a sufficient condition for stability in function space.

SNote that for GD, 7 < 2/Amax is a necessary and sufficient condition for linear stability.
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Figure 4: Validating the bounds on synthetic data. We trained a two-layer ReLU network on a
regression task with synthetic data using GD (see Sec. 6). Panel (a) depicts the sharpness of the
minima to which GD converged, as a function of the step size 7. As 7 increases, the minima get
flatter in parameter space (yellow curve), which translates to smoother predictors in function space
(purple curve). Panel (b) shows the norm of the bias vector b as a function of the step size. Here we
see that the bias vector grows with the step size, as the predictor function gets smoother.

6 EXPERIMENTS

We now demonstrate our theoretical results. We start with a regression task on synthetic data. Here,
we drew n = 100 pairs (z;,y;) in R?° x R from the standard normal distribution to serve as our
training set. We fit a single hidden-layer ReLU network with k = 40 neurons to the data using GD
with various step sizes (runs were stopped when the loss dropped bellow 10~2). For each minimum *
to which GD converged, we computed the loss’ sharpness, Ayax(V2£(0*)), and our lower bound on
the sharpness, 1 4+ 2 || f |R , (Lemma 3 in the appendix). Additionally, we numerically determined
the sharpness of the flattest implementation for every solution. Figure 4(a) depicts the results for this
experiment. The red line marks the border of the stable region, which is 2 /7. Namely, (S)GD cannot
stably converge to a minimum whose sharpness is above this line. The dashed yellow line shows the
sharpness of the minima to which GD converged in practice. As can be seen, here GD converged at
the edge of stability (the two lines coincide), a phenomenon discussed in (Cohen et al., 2020). The
blue curve is the sharpness of the flattest implementation of each solution (see App. A), while the the
purple curve is our lower bound. We see that our bound is quite tight (blue vs. purple). Furthermore,
as the step size increases the minima get flatter in parameter space (yellow curve), which translates to
smoother predictors in function space (purple curve). Additionally, we see from Fig. 4(b) that the
norm of the bias vector b increases with the step size, as our theory predicts (Sec. 3.2).

Next, we present an experiment with binary classification on MNIST (LeCun, 1998) using SGD. In
this experiment we used n = 512 samples from two MNIST classes, ‘0’ and ‘1°. The classes were
labeled as y = 1 and y = —1, respectively. For the validation set we used 4000 images from the
remaining samples in each class. We trained a single hidden-layer ReLU network with £ = 200
neurons using SGD with batch size B = 16, and the quadratic loss. To perform classification at
inference time, we thresholded the net’s output at 0. We ran SGD until the loss dropped below 10~8
for 2000 consecutive epochs. Figure 5(a) shows the same indices as in the previous experiment.
Here we see again that as the step size increases, the minima get flatter in parameter space (yellow
curve), which translates to smoother predictors in function space (purple curve). Figure 5(b) shows
the classification accuracy on the validation set, where we see that the network generalizes better as
the step size increases, as past work showed, e.g., (Keskar et al., 2017). More experiments in App. N.

7 RELATED WORK

Dynamical stability analysis was applied to neural network training in several works. In particular,
Nar & Sastry (2018) analyzed Lyapunov stability of one hidden-layer ReLU networks without bias.
They proved a bound on the network’s output which depends on the step size and training data
and implies that the network’s output should be smaller for training samples with larger magnitude.
Mulayoff & Michaeli (2020) characterized the flattest minima for linear nets and showed that these
minima have unique properties. Yet, in their setting all minima implement the same input-output
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Figure 5: Validating the bounds on MNIST. We trained a single hidden-layer ReLLU network for
binary classification on two classes from MNIST using SGD (see Sec. 6). Panel (a) depicts the
sharpness versus the step size 7. Here as 1) increases, the minima get flatter in parameter space (yellow
curve), which translates to smoother predictors in function space (purple curve). Panel (b) shows the
performance on the validation set. Here the trained model generalizes better as the step size increases.

function. Thus, their results only show that SGD is biased toward certain implementations of the
same function, whereas our result shows that SGD is biased toward certain functions.

Wau et al. (2018) proved a sufficient condition for dynamical stability of SGD in expectation using
second moment. Ma & Ying (2021) extended their result by showing a necessary and sufficient
condition for dynamical stability in higher moments. In addition, the authors combined this condition
with the multiplicative structure of neural nets to prove an upper bound on the Sobolev seminorm
of the model’s input-output function at stable interpolating solutions. Their upper bound extends to
deep nets, yet it depends on the norm of the first layer of the network, which in general can be large.

Mulayoff et al. (2021) characterized the stable solutions of SGD for univariate single hidden-layer
ReLU networks with the square loss. Our Thm. 1 is the natural extension of (Mulayoff et al., 2021,
Thm. 1) to the multivariate case. To prove it, we combine the proof technique of lower bounding the
top eigenvalue of the Hessian, used by Mulayoff et al. (2021), with the Radon transforms analysis used
by Ongie et al. (2020). Combining these techniques is not a priori trivial, since Radon transform was
not used before for Hessian analysis. Also, it required several subtle steps that are not encountered in
the univariate setting nor in (Ongie et al., 2020) (e.g., working with the inverse of the dual Radon
transform to obtain the primal space representation).

Ongie et al. (2020) studied the space of functions realizable as infinite-width single hidden-layer
ReLU nets with bounded weights norm. Their settings assumes explicit regularization, i.e., min-norm
solution, whereas here we derived our results for SGD without regularization, via implicit bias. On
the technical level, they introduced the “R-norm” || - ||z that is closely related to the stability norm.
Particularly, || - || = || - ||=,g- for g = 1 the constant 1 function. They proved similar results of depth
separation and approximation guarantees, shown here in Secs. 4-5. More related work in App. B.

8 CONCLUSION

Large step sizes are often used to improve generalization (Li et al., 2019). This work suggests an
explanation to this practice. Specifically, we showed that large step sizes lead to smaller stability norm
and thus can bias towards smooth predictors in shallow multivariate ReLU networks. We find the
smoothness measure depends on the data via specific functions g or p, and exemplify their properties.
Moreover, we studied the approximation power of ReLU networks that correspond to stable solutions.
Although shallow networks are universal approximators, we proved that stable solutions of these
networks are not. Namely, there is a function that cannot be well-approximated by stable single
hidden-layer ReLU networks trained with a non-vanishing step size. Yet we showed that the same
function can be realized as a stable two hidden-layer network, leading to a depth separation result.
This result can explain the success of deep models over shallow ones. Finally, we gave approximation
guarantees for stable shallow ReLU networks. In particular, we proved that any Sobolev function can
be approximated arbitrarily well using GD with single hidden-layer ReLU networks.
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A ADDITIONAL DISCUSSION

The independence of Lemma 1 and Theorem 1 on the batch size B. Theorem 1 relies on
Lemma 1 (see App. E), which was proved in (Mulayoff et al., 2021). This lemma states that if a
minimum 0* is linearly stable for SGD with batch-size B, then the Hessian H of the loss at 8* must
satisfy Amax(H) < 2/n, where 7 is the step-size. Importantly, this necessary condition holds true for
any batch size B, and thus Theorem 1 is independent of B. We note, however, that the precise stability
threshold of SGD might depend on B, yet the important points to notice are: (1) Here all we need is
a necessary condition, and Lemma 1 provides a simple bound that holds for any B. (2) Empirical
evidence shows that there is not much room for improvement upon this batch-size-independent bound
in real-world settings. Specifically, for practical batch sizes, the gap between 2/7 and the stability
threshold of SGD is often very small (see Fig. 5 in our paper and Figures 2-3 in (Gilmer et al., 2022)).

The proof of Lemma 1 is actually quite short and easy to follow (see (Mulayoff et al., 2021, App. II)).
The idea is that if 8™ is an ¢ linearly stable minimum, then by definition we have

limsup E[||0; — 6™||] < e, (21)
t—o0

where {60;}22,, are governed by the linearized stochastic dynamics given in Eq. (5). Using Jensen’s
inequality, for all ¢ > 0 we get ||E[0;] — 0 || < E[||8; — 67||]. Thus,

limsup ||E[8;] — 0”| < limsupE[||0; — 6"||] < e. (22)
t—o0o t—oo

Note that under the linearized dynamics, {E[6;]}?2,, are precisely GD steps. Therefore, we have that
if @™ is linearly stable for SGD, then it must be linearly stable also for GD. Now, a well-known fact is
that 8 is linearly stable for GD if and only if Apax (H) < 2/n . This is how we get the necessary
condition in Lemma 1, which does not depend on the batch size.

The independence of Lemma 1 and Theorem 1 one. Lemma 1 states that a necessary condition
for a twice differentiable minimum to be ¢ linearly stable is A ax (VQ,C(H*)) < 2/7. That is, the
condition does not depend on € which might seem not intuitive. However, the reason Lemma 1 does
not depend on ¢ is because it refers to linear stability, opposed to non-linear dynamical stability.
In linear stability for twice-differentiable minima, all we care about is the second-order Taylor
approximation of the loss at the minimum. In see previous paragraph we explained that Lemma 1
gives a necessary condition through reduction to GD. Now, when applying GD on a quadratic loss
(with a PSD matrix), for any € > 0 only one of two things can happen:

1. Either 30y € B.(0") : limsup [|@; — 8" || = +o0 (unstable for any € > 0),
t—o00

2. orV0g € B.(0) : limsup ||@; — 0| < |8 — 07|| < & (stable for any £ > 0).
t— o0

In any outcome, the result does not depend on ¢, and therefore € does not appear in the result of
Lemma 1. Note that for non-differentiable minima, € does affect linear stability in GD, however
Lemma 1 only refers to twice-differentiable minima.

Theorem 1 is based on Lemma 1, and therefore does not depend on . Yet, beyond this technical
reasoning, it is important to note that here we consider interpolating solutions. For those solutions,
the global minimum of the loss is also a global minimum w.r.t. each data sample (;,y;) separately.
Therefore, despite the stochasticity of SGD, every step points towards a global minimum. This implies

that if the stability criterion is satisfied, then SGD converges to the minimum (lim sup E[||0; — 6™ ||] =
—00

¢
0) and if it is not satisfied, then SGD repels from the minimum (lim sup E[||@; — 6 ||] = oo for the
t—o0

linearized dynamics). This is also seen in simulations where models are overfit to training data using

SGD, e.g., (Ma et al., 2018b). Particularly, in our simulations the loss always converged to 0 when it

converged (we arbitrarily decided to stop each run when the loss dropped below 10~®). In the general

case of non-interpolating solutions, the expected final distance to the minimum in mini-batch SGD

(limsup E[||@; — 6™||]) can be a strictly positive finite number, and therefore in those cases ¢ does
t—o0

play a role.
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Large step size training and warmup. While Theorem 1 applies to any positive step size, it is
most interesting when considering large step sizes. High learning rates are standard practice, as
they are associated with good generalization (Li et al., 2019). However, there are cases, e.g., large
initialization, in which high learning rate might cause the training to diverge. In these cases, a learning
rate warmup is applied, enabling training with large step sizes.

Learning rate decay. Practitioners often work with learning rate schedule, which typically reduces
the step size toward the end of training. In this scenario, 2 /7 can be quite high at the end, making
Theorem 1 loose. Here, empirical evidence shows that when reducing the step size at a late stage,
the sharpness of the obtained minimum is often still controlled by the initial step size, e.g., Figs. 1
and 3 in (Gilmer et al., 2022). Moreover, although learning rate decay is a popular technique, there
are other popular training schemes in which the learning rate is not reduced, e.g., (Smith et al., 2018).
Lastly, as for the depth separation results (Sec. 4) and the approximation results (Sec. 5), they apply
for any fixed positive step size. In other words, the learning rate decay does not affect these results.

Initialization independent results. Our results are independent of the initialization. In the past it
was shown that initialization can have large effect on which minimum GD converges under certain
conditions. However, this do not contradict our results, as explained below.

For very small step sizes, the GD trajectory follows that of gradient flow (GF). Under certain
conditions, e.g., infinite width or vanishing initialization, it was shown that the network does not
change much on the evolution trajectory of GF. In this case, the initialization dominates the properties
of the obtained solution. This is known as kernel regime or Neural Tangent Kernel (NTK) regime
(Jacot et al., 2018; Chizat et al., 2019). However, for practical step sizes and standard initialization,
recent work (Cohen et al., 2020) showed that GD typically deviates from the GF trajectory, while
entering the Edge of Stability regime. This occurs when the stability threshold is achieved during
training, i.e., Amax(V2L(0;)) > 2/n for some ¢ > 0. In this case, GD converges to a different
minimum than GF, i.e., GD escapes the NTK regime. Similar behavior was shown also for SGD
(Gilmer et al., 2022).

Theorem 1 Proofidea. Theorem 1 is a result of two properties of twice-differentiable minima. First,
we show in Lemma 3 in the appendix that these minima satisfy Apax(V5L) > 142 || fllg 4 Second,
we know from Lemma 1 that stable minima satisfy Amax(V2L) < 2/7. Together, these properties
imply that 2/n > 1 + 2| f||%_,. from which we get the result of the theorem, || || , < 1/n—1/2.
Note that twice-differentiable minima correspond to functions whose knots do not coincide with any
training point. Although we prove our result only for such functions, we observed that in practice the
condition )\maX(Vgﬁ) < 2/n is always met around minima to which SGD converges (see Sec. 6 and
the next paragraph). For full derivation of the theorem see App. E.

Theorem 1 assumption and minima that are not twice-differentiable. Theorem 1 assumes that
the knots of f do not coincide with any training point. This assumption is done for technical simplicity,
that is to ensure the minimum is twice-differentiable. In practice, we observed that usually only a
small fraction of the knots coincide with training points. For example, in our MNIST experiment we
had only 30 training points coinciding with knots of f (out of n = 512 training points and & = 200
neurons). Note that the twice-differentiability assumption in Theorem 1 is required for Lemma 1 to
hold as Theorem 1 invokes Lemma 1. However, we observed that in practical settings, Lemma 1 still
applies in settings where the assumption is violated. This can be appreciated by the red curve upper
bounding the orange curve in Figs. 4(a) and 5(a). Namely, despite the fact that the minima are not
always twice-differentiable in our experiments, the stability criterion for SGD is still observed to be
upper bounded by 2/1).

It is possible to extend the analysis to minima that are not twice-differentiable by using the same
method as in (Mulayoff et al., 2021). However, this makes the analysis much more complex.

The meaning of min A\, in figures 4(a) and 5(a). The curve min \,,x shows the sharpness of
the flattest implementation of each solution f. In more detail, as discussed earlier, Theorem 1 is a
result of two properties of twice-differentiable minima. On the one hand, we know from Lemma 1
that stable minima satisfy Ayax(V3L) < 2/7. On the other hand, Lemma 3 in App. E asserts that
these minima satisfy Amax(VaL) > 1 + 2||f||r,. Note that each function f € Fj has multiple
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implementations, i.e., different minima in parameter space which all correspond to f. These minima
can have different sharpness. Here, we can look at the best implementation, i.e., a solution to
min Apax, where the minimum is taken over all loss’ minima {6} that implement f. Overall, given a
minimum 6 with a corresponding function f, we have

142 fllR.g < Min Apax(VEL) < Amax (VL) < 2/7. (23)

These inequalities give us the result of Theorem 1, 1 + 2| f||z,4 < 1/1 — 1/2. To understand the
tightness of each part of our analysis, we added to the plots A ,x and min Ay,.x. In both figures,
Amax (VL) equals or just below 2/7, a phenomenon known as edge of stability (Cohen et al., 2020).
Additionally, min A\pax (V2L) is close to 1 + 2| f||»4 in these experiments. Yet, Figure 4 shows
that )\max(Vgﬁ) can be quite larger than min )\max(vgﬁ), meaning that there exists a far flatter
minimum that implements the same function. This fact was used by Dinh et al. (2017) to show that

sharp minima can generalize.

B ADDITIONAL RELATED WORK

Implicit bias. A long line of works studied the implicit bias of the training procedure in an attempt
to better understand generalization in overparameterized models. For the classification setting, in the
case of linear prediction function, linearly separable data, and exponentially tailed loss functions (e.g.,
logistic and exponential), Soudry et al. (2018) showed that GD converges in the direction of the SVM
solution. This result was later extended to linear fully connected and convolutional neural networks
(Gunasekar et al., 2018b; Ji & Telgarsky, 2019a), more loss functions (Nacson et al., 2019b; Ji &
Telgarsky, 2021), SGD optimization algorithm (Nacson et al., 2019c¢), other generic optimization
methods (Gunasekar et al., 2018a), non-separable data (Ji & Telgarsky, 2019b), and homogeneous
prediction functions (Nacson et al., 2019a; Lyu & Li, 2020; Ji et al., 2020). However, all those results
do not depend on the step size, except for the requirement that it be sufficiently small.

Another line of works studied the implicit bias in the context of linear models with quadratic loss such
as matrix factorization (Gunasekar et al., 2017; Li et al., 2018; Arora et al., 2018; 2019; Belabbas,
2020; Eftekhari & Zygalakis, 2021; Gidel et al., 2019; Ma et al., 2018a; Woodworth et al., 2020;
Azulay et al., 2021). However, all of these works relied on either small or infinitesimal step size
(i.e., gradient flow). Thus, they do not capture how the step size affects the implicit bias. Moreover,
they assumed a manifold property (Azulay et al., 2021). As pointed out by Razin & Cohen (2020)
and Vardi & Shamir (2021), these assumptions do not always apply. In contrast, our result is based
on a stability condition of SGD, which depends on the step size and does not require the manifold
assumption.

How the step size affects the implicit bias. To investigate the implicit bias of the step size, Barrett
& Dherin (2021) and Smith et al. (2021) suggested using a modified loss. Under this modified loss,
gradient flow approximates the trajectory of (S)GD on the original loss. However, the step size should
be sufficiently small for the approximation to hold true. Moreover, the induced regularization term
this method yields is expressed in terms of the model’s parameters. Additionally, this term increases
linearly with the step size and vanishes at any stationary point.

Radon transform analysis of shallow networks. Radon transform analysis has previously been
used in studies of the approximation capabilities of single hidden-layer neural networks with bounded
activation functions (Carroll & Dickinson, 1989; Ito, 1991), and more general activation functions in
the ridgelet framework (Candes & Donoho, 1999; Candes, 1999). More recently, Sonoda & Murata
(2017) used ridgelet transform analysis to study the approximation properties of two-layer neural
networks with unbounded activation functions, including the ReLU.

Parts of this work extend results by Ongie et al. (2020), which defined a similar Radon-domain
seminorm (the “R-norm”) to determine the space of functions realizable as an infinite-width single
hidden-layer ReLU networks with square-summable weights. Parhi & Nowak (2021) proved a
representer theorem for single hidden-layer ReLU networks using the R-norm. Finally, an L? version
of the R-norm is used by Jin & Montifar (2020) to describe the function space implicit bias of
training a single hidden-layer ReLU network using gradient descent in the neural tangent kernel
regime.
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C THE RADON TRANSFORM

For a function f : R? — R, the d-dimensional Radon transform R f is the collection of all integrals
of f over (d — 1)-dimensional affine hyperplanes in R?. Every hyperplane can be parametrized by a
pair (v,b) € ST~! x R, where v is a unit normal to the hyperplane and b € R is its distance from the
origin. Therefore, the Radon transform R f is the function over (v,b) € S?~! x R given by

7€f(v,b)é:j[ f(@)ds(@), (24)
vl xe=b

where ds(z) represents integration with respect to the (d — 1)-dimensional surface measure on
the hyperplane v« = b. Note that the Radon transform is an even function, i.e., Rf(v,b) =
Rf(—v, D), since (v, b) and (—v, —b) describe the same hyperplane.

The dual Radon transform R* maps functions defined on S~ x R to functions on R? by
R*¢ (x) é/ ¢ (v,v"z)ds(v) (25)
gd—1

for all z € R?, where ds(v) represents integration with respect to the (d — 1)-dimensional surface
measure on the unit sphere S¢~1.

The Radon transform and its dual are invertible over spaces of smooth functions via the inversion
formulas:

R = yy(—A) T R, (26)

(R*) ™! = wR(-A) T, 27)

where the fractional Laplacian operator (—A)% is defined by application of a ramp function in
Fourier domain (i.e., multiplication by ||w||~! in Fourier domain), and

1

2(2m)t (28)

Yd =

is a dimension dependent constant.

These transforms may be extended to spaces of distributions (e.g., Dirac deltas) in a standard way
(Ludwig, 1966; Helgason, 1999), which we summarize in App. D. Important for this work is the
distributional dual inverse Radon transform (R*)~!, which maps a distribution defined over Euclidean
space R? to a distribution in Radon domain S¢~! x R.

D DISTRIBUTIONAL FRAMEWORK

Let f : R? — R be any locally integrable function. Then its Laplacian A f can be interpreted as a
tempered distribution, meaning that A f is defined via the duality pairing

L0 2 (A0 = [ F(@) Apla)do, 9)

where ¢ is any Schwartz test function on R, j.e., a smooth function such that the function and its
partial derivatives of all orders have sufficiently fast decay at infinity; denote this space of functions
by S(RY). For example, if f consists of a single ReLU unit, i.e., f(x) = o(v "2 — b) such that
|lv|| = 1, then it is easy to show Af = §(v @ — b), meaning (Af, ) = f{w:va:b} o(x)de =
Re(v,b). In other words, A f is the distribution given by evaluation of the Radon transform of a test
function at the point (v,b) € S¥~! x R.

Next, we describe how to understand the operator (R*)~! in a distributional sense. Let Sz (S?~! x R)
denote the image of Schwartz functions S(R?) under the classical Radon transform R. The space
SH (S xR) is characterized in (Ludwig, 1966; Helgason, 1999); it is the space of all even Schwartz
functions defined on S¢~! x R that additionally satisfy some moment conditions’. It is also shown

"Specifically, for all positive integers k, the function v — fb cr &(v, b)b"db needs to be a homogeneous
polynomial in v of degree k.
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by Ludwig (1966) that the classical inverse Radon transform R~ is a linear homeomorphism of
Su (S x R) onto S(R?). Therefore, we may define its distributional transpose (R ~1)* = (R*) !
applied to any tempered distribution & by

(R*)"'h,¢) = (h,R""¢) (30)

for all ¢ € Sy(S?~1 x R). Note that (R*)~1h is a distribution belonging to S}, (S?~1 x R), the
topological dual of S (S~ 1 x R).

Returning to the example where f is a single ReLU unit, i.e., f(z) = o(v'x — b) with |Jv|| = 1,
then for any test function ¢ € Sy (S9! x R) we have
(R)7IAL,0) = (AFRT'¢) = [RR7'¢](v,b) = (v, b). (31)

This shows (R*) "' Af = d(,4), i.e., a Dirac delta centered at (v,b). If f(x) = Zle a;o(v] T —
b;) + ¢ is any single hidden-layer ReLU network such that |lv;|| = 1 for all ¢ = 1, ..., k, then by
linearity we have

k
(R)TIAf = aidw,p)- (32)

i=1
Finally, we may define the total variation || - ||y for any distribution o € S}, (S~ x R) by

lallrv £ sup (o, 9)|. (33)
PESH (S~ XR)

If ||a| Ty is finite, then « is a distribution of order-0. In this case, since Si(S¢~1 x R) is dense in
the space of even and continuous functions on S?~! x R that vanish at infinity, & can be extended
uniquely to an even signed measure on S~ x R, and ||a||1v is equal to the total variation norm
of a.

E PROOF OF THEOREM 1

In the proof of the theorem we use the following lemma (for the proof of this lemma see Appendix F).

Lemma 3 (Top eigenvalue lower bound). Let f € Fy, be a twice-differentiable minimizer of the loss
function, then

Amax (VL) > 1+2|fllz., (34)

where ||-|| ., denotes the stability norm.

Let f € Fj be a stable solution of the loss function. Then, according to Definition 3, there exists a
linearly stable minimum point @ € R(?+2)*+1 gyuch that the network at this minimum implements f.
Due to the fact that the knots of f do not contain any training point, we have that 0 is a twice-
differentiable minimum. From Lemma 1, since 0 is a twice differentiable stable minimum then

2
Amax (V5L) < e (35)
On the other hand, from Lemma 3 we have that
Amax (VoL) > 1+ 2||fllr, - (36)
Using (35) and (36) we get
1 1
Il <=5 (37

F PROOF OF LEMMA 3

The proof of the Lemma consists of the following steps:

1. Calculating V2L, and showing that at a global minimum it takes the form V3£ = 1 @&
(Appendix F.1).
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2. Lower bounding Amax (VL) by using

2\ _ T (o2 T _ -
Amax (Vo L) = vergrgfz)kv (VaLl)v = x| H<I> H = Dax o ||‘I>u||
(38)
and lower bounding the right hand side (Appendix F.2).
3. Simplifying the lower bound to obtain a more interpretable version which does not depend
on the specific implementation of f (Appendix F.3).

F.1 HESSIAN COMPUTATION

Recall that
1 n
=2 : (39)
j=1
where .
=3 wfo (2Tw? +5") + 5. (40)
i=1
‘We denote
T
WO = [, ] emoet o0 = 0] e
T
w® — [wf),... wfj’)} eRF, b eR (41)
and
vec (W(l)
0 — pM c R(@+2)k+1 (42)
w®
p(2

Using these notations, assuming that 8* is a twice differentiable global minimum of £, we have that
the gradient is

Vol = 13" (7 (w))— 1) Vol (). @3)
The Hessian is given by =
Vil = — z;vef (x;)Vof (z;) +ii y;) Vaf (x;)
; p=
= %ivef (@) Vof (x;) ", (44)
p

where in the last transition we used Vj € [n] : f(x;) = y; (see Def. 2). From direct calculation we
obtain

D ol(x;0
af (w® ol(z;0) @ x
vee (8w<“) w® o1 (z;0)
= Via = T
Vof (x) o <<W<1>> - +b<1>> ol:0) | (45)
Vb<2)f

where ® denotes the Hadamard product, ® represents the Kronecker product and I : R? x
R(@+2)k+1 5 10, 1}* is the activation pattern of all neurons for input , namely [I(x; 8)]; = 1 if
sr:T'wl(.l) + bgl) > 0 and [I(x;0)]; = 0 otherwise. Let us denote the tangent features matrix by
=[Vef(x1) Vof(®2) - Vof (x,)] € RUFFHHIXm (46)
Then the Hessian can be expressed as V3L = ot /m, and its maximal eigenvalue can be written as

Amax(VEL) = max v Valv = max H@T H = max f||<I>u|| 47

veS(d+2)k veSd+2)k N ucSn—1
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F.2 LOWER BOUNDING THE TOP EIGENVALUE

Continuing from the previous section’s calculation, if we take u = ﬁl, we obtain

max — ||®ul®
uES"*l n
> o1
k| a 2 2 2
1 N " o = 1 1
=1+ ﬁ Z Z wa )Zl:j’lﬂj’i + wa )]Ij’i + ZO’ (iB w( ) ‘l‘b( )>
i=1 [1=1 \j=1 j=1 j=1
. - J 2 2 2
=1+ 2 Z (wz( )) ij,l]lj,i + Z]Ij’i Z ( + b( )>
i=1 1=1 \j=1 j=1 i=1
. J 2 2
> 1+ o) Z 52)‘ Z ij,lﬂ‘,i + Z]Ij,i ZO‘ (achwZ(-l) + bl(-l)) ) (48)
i=1 j=1 j=1

=1

<.

where in (x) we used o + 3% > 2 |a3|. Let C; C {x;} be the set of training points for which the
ith neuron is active, and denote n; = |C;/|, that is

n; = Zﬂj’i' (49)

j=1
+ n? Z (33 w(l)—i-b(l))
zeC;
SICIZASI R : T, (D (1)
:1+22‘wi ’(ﬁ) n—lw;m +1 nzm;(:c w,’ +b; )

—1—&—22‘10(2’ (X €C) 2\/HIE[X|XeCi]||2+1E[XTw§1)+b§1)|XeOl},

(50)
where X is a random sample from the dataset under uniform distribution. Next, we define
Mo
e Wi pha T (51)
T

Using these notations we obtain

k
Amax (V3L) 21423 ‘wz@‘ Hw§1>H (P(X € Cy)? \/H]E (X|X eC?+1
i=1
x E [Xngl) — bV |X € Cz}
( 1+QZ ’w@)‘ Hw(l)Hg( ) b(1)>

(%) —
> 1+2Z’w§2>‘ |0 g (V.5") . (52)
=1

20



Published as a conference paper at ICLR 2023

where in (%) and () we defined, respectively,

)= (e (xTo> ) 2 [x o xTw > 8] [ [xX[xTw > o] 1.
( 13) min (§ (w,b) , g (—w, b)) . (53)
From our derivation so far, we obtain that

Amax (VL) > 1+22 0| ]| g (w",5). (54)

We denote a; = w?) ||lw il) || and the representation dependent stability norm as
Z ailg (w".6"). (55)

F.3 IMPLEMENTATION FREE LOWER BOUND

In this section, our goal is to give a simpler lower bound of the multivariate stability norm Sg, that
does not depend on the specific representation of f. Let o be the signed measure over S~ ! x

R given by v = > " | aié(ﬁ}(l) B(”)’ and whose total variation measure |a| is given by |a| =
i 074

Zf:1 |ai|5(ﬁ,(_1) E{l)) . Recall that

k k
) = Z sz('l)H wZ@)U (mTﬁ)z(‘l) - BZ('I)) +b@ = Zaio (CCT’H}Z(»I) - BE”) +b@, (56)
i=1

i=1
and thus

= R*a. (57)

Namely, A f is a weighted sum of Diracs supported on hyperplanes. From the last equation we obtain
a = (R*)~*Af. Combining these results we get that

So= [ adal=(alo)> [ |[R) 7 Ar] 0.0)]g (0.8) ds(w)db = [l

(58)
where the inequality in the third step is due to g being non-negative and the scenarios in which
multiple deltas become active at the same location, namely Ji # j : ﬂ;El) = fv;l) and 51(.1) = I_)gl).
Note that if the deltas do not align, then Sg = || f|| ,. Overall we have that

Amax (VL) > 14259 > 1+ 2| fllz,- (59)

G DERIVATION OF THE STABILITY NORM IN PRIMAL SPACE

We defined the multivariate stability norm as || f{| . , = (|(R*)~ YAf|, g)sa—1xg, Where (-, -Yga—1yp
denotes the integral inner-product on SY~1 x R. Supposing that the inverse Radon transform of g
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exists, then by purely formal reasoning we ought to have

1fllry = ((R)TAL] 9)ga 1 g
=(|(R)AF,RR ' g)u s
= (R*|(R*)"Af[, R g) g - (60)

Therefore, making the (formal) definitions |Af|z = R*|(R*)"'Af| and p = R~'g, we may also
interpret the stability norm || f|| , as the quantity

[ 1Afr@yp(e)de. o)

In the event that f and g are smooth, and g is in the range of the classical Radon transform, then
the above expression is equal to || f ||R ,- However, this is not generally the case in our setting, and
below we show how to give a more precise interpretation of this integral formula using distributional
theory. In particular, we show that when f is a finite-width ReLU network |A f|% is equal to the
total variation measure of A f (i.e., the measure-theoretic analog of the absolute value of a function).
Additionally, in the event that g does not have a classically defined Radon inverse, we show how the
integral in (61) can be interpreted using a smoothing approach.

Let f be a finite width single hidden-layer ReLU network, i.e., f € F, for some finite k. Recall that
(R*)~LAf is a finite weighted sum of Diracs in S?~! x R. Let |(R*) "' Af| be the associated total
variation measure, and define |A f|, = R*|(R*) "' Af|, where R* is the distributional dual Radon
transform. Here |Af|, is a tempered distribution given by a (positive) weighted sum of Diracs
supported on hyperplanes. For example, if f is a single ReLU unit of the form f(x) = ao(z v —b)
with ||v||2 = 1, then |Af| % is the distribution |a|&(x Tv — b), that is, for any test function ¢ we have

(1A flr B)es =lal | ol@)ds(@) = |aRo(w,b). (©2)
xTv=>b
On the other hand, treating A f* as a measure defined over a compact subset of R?, its total variation
measure |Af| is also equal to |a|§(xTv — b). The following result shows that, more generally,
when f is any finite width ReLU net then |A f|& and |A f| are equal as measures.

Proposition 4. Let f € Fy, then |Af|r = |Af| as measures defined over any compact set of R%.
Proof. Since f € F, there exists a representation of f as f(z) = Zf;l aio(v]x—b)+x q+c
where ||v;|| = 1 for all 4, a; # 0 for all 4, and (v, b;) # £(v;, b;) forall i # j (i.e., the knots of all
ReLU units are distinct®), and where k¥’ < k. Therefore, each ReLU unit in this representation of f
maps to a distinct Dirac §(,, 5,) in Radon space after applying the operator (R*)~1A, and so

k/

(R)TIAfI =) 1ailSw, b0)- (63)
i=1

Let X be any compact subset of R?, and let ¢ be any continuous test function defined over X. Then,

k/
(1AflR,¢) = ((R*)T'AF,R) =D a:|Re(vi, bi). (64)
=1

Now, we show the same equality holds with |Af| in place of |Af|r. Let I denote the set of
indices 7 such that a; > 0 and I~ denote the set of indices ¢ such that a; < 0. Define the measures
g =Y ser+ ai0(v] - —bj)and pu_ = —>". ., a; 6(v; - —b;). Observe that s, and p_ are both
positive measures whose supports only possibly intersect on a set of measure zero, and Af = p —p_.
This implies the total variation measure of A f is given by |Af| = py +pu_ = Zle |lai|s(v] - —b;).
Hence,

k/
(Afl¢) =D lailRe(vi, bi), (65)

i=1
as claimed. O
81f (vs,b;) = (v;, b;) then one of the neurons is redundant. If (v;, b;) = — (v, b;) then these units can be

combined into an affine function, which we “absorb” into the term mTq + c.
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Note, however, that when f corresponds to finite-width ReLU network, |A f| does not have finite
total variation considered as a measure defined over all R%. Due to this technicality, when p is
not compactly supported, we need to understand the integral in (61) as being with respect to the
distribution |A f|% in place of the measure |A f].

Now we show that when p = R g does not exist in a classical sense, the integral in (61) can still be
interpreted using a smoothing approach.
Proposition 5. Let f € F, and suppose g is an even, piecewise continuous L* function on S*1 x R

and let p = R™1g be its distibutional Radon inverse. Further, assume the support of |(R*) "1 Af|
does not intersect the set of points where g is discontinuous. Then || f| o is finite and

Il = [ |15 @)@, (66)
where the integral above is understood as the finite limit

where pe is a smooth approximation of p defined independently of f whose classical Radon transform
ge = Rpe exists for all € > 0, and g. — g uniformly as ¢ — 0 on any closed subset of R over which
g is continuous.

Proof. For any € > 0 let ¢. € S(S?"! x R) be a compactly supported even function acting as a
smooth approximation of the identity, i.e., for any continuous, even function h vanishing at infinity we
have ¢ * h — h uniformly as ¢ — 0, where * denotes convolution of functions on S4-1 x R. Define
ge = (@¢ * g) - Xe, Where (v, b) is a smooth cutoff function that is equal to one if [b] < 1/¢ and
rapidly decays to zero for |b| > 1/e. Observe that g, is an even Schwartz function by construction.
Furthermore, since ¢ is piecewise continuous and L' (and in particular, it vanishes at infinity), this
implies g — g uniformly over any closed set that does not intersect the set of points where g is
discontinuous. Therefore, if we let U C S%~! x R be any closed set containing the support of
|(R*)~LAf| that does not intersect the set of points where g is discontinuous (which is guaranteed
to exist since the support of |(R*) 1Af| is a finite set), then we have g. — ¢ uniformly over U.

Therefore
1fllzy = (((R)TIAS] g)sa-1xr = g%(I(R*)_lAfl7ge>Sd—lxR7 (68)

where the limit is guaranteed to exist since the finite measure |(R*)~1Af| is a continuous linear
functional over Cy(U), the space of continuous functions over U vanishing at infinity. Finally, since
ge 1s Schwartz, (Solmon, 1987, Thm. 7.7) guarantees p. = R ge exists as a C'*°-smooth function
on R? that is also integrable along hyperplanes and for which the classical Radon inversion formula
holds: Rp. = g.. Therefore, we have

1fllz,g = 21%<|(R*)71Af|,73pe>sdflxua
= 1lim(R*|(R*) " Af|, pe)ra
e—0

= 25%<|Af|727p6>Rd7 (69)
as claimed. O
The assumption made above that the support of |(R*) 1A f| does not intersect the set of points where
g is not overly restrictive. For example, this assumption holds when f corresponds to a differentiable
minimizer of the squared loss defined in terms of a finite set of training points and g is the data
dependent weighting function defined in (12). In this case, the discontinuity set of g(v, b) corresponds
to the set of hyperplanes {x : R? : Tv = b} that intersect one or more of the training points. And f

corresponds to a differentiable minimizer if and only if the hyperplanes defined by the knots of the
ReL.U units making up f (i.e., the support of |(R*)~! f|) do not intersect any training points.

H EXAMPLES OF g AND p

H.1 TwoO DATAPOINTS

For this example, it is easy to calculate that
g(v,b) = aa(|v1| = |b|), (70)
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where « is a positive constant. We compute p = R~ !g by first determining its Laplacian, Ap, then
inverting and Laplacian to recover p. First, the intertwining property of the Laplacian and the Radon
transform gives

0 0
Therefore, by the Fourier slice theorem (Helgason, 1999), for all (v, s) € S¥~! x R we have
0
$8oe0) =5 { sz | (00) @

where §{-} is the 2-D Fourier transform, and §;{-} is the Fourier transform in the b variable. For
fixed v, the function b — g(v, b) is continuous and piecewise linear with knots at 0 and £|v; |, and it
is easy to see that

%g(v,b) =a(6(b— |v1]) +6(b+ |v1]) — 26(b)), (73)
which implies
F{Ap}(sv) = B {(;;g} (v,5) = a (e*jQ’flvl‘s + ed2mlurls _ 2) . (74)
If we restrict the unit-norm vector v = (v1, va) to be such that v; > 0 and define £ = sv then we see
that z{ £ = s|v1| and &4 & = —s|v;|. Therefore, we have
F{AP}(E) = a (e € 4 oIt ), 75)

and inverting the Fourier transform gives

Ap(x) = a(0(x —x1) + d(x — x2) — 26(x)) . (76)
Finally, since ¢(x) = 5= log(||«||) is the fundamental solution of Poisson’s equation in 2D (i.e.,
Ay = §, where § is a Dirac centered at origin), we have
-
27

While each term in the sum above not absolutely integrable along lines, their sum is absolutely
integrable along lines. This is because the function ¢ — log(|¢|) is absolutely integrable over any
neighborhood of the origin, and by a multipole expansion we may show that p(z) = O(||z|~2) as
x — 00, which is also absolutely integrable along lines.

p(x) (log(|l&z — 1) + log (|| — a2|) — 21log(|l=]))- (77)

H.2 ISOTROPIC DATA DISTRIBUTION

For an isotropic data distribution, i.e., P (x "v > b) = M (b) for any v that satisfies [|v|| = 1, we
will have that

3 (0, b) =M (b) /boo M(z)dz\/(lH— M1(b)/b°° M(z)dz)2 +1 (78)

Then, from symmetry and assuming that g is decreasing in b we obtain

2
g(v,b) = M(|b]) M(z)dz <|b+ M(1|b|)/| M(z)dz) + 1. (79)

[b] bl

Note that ¢ only depends on |b| and is decreasing in |b|. Considering the parameter space representa-
tion for the stability norm

k
So = lailg(vi,bi), (80)
1=1

we can see that solutions with larger |b;], i.e., solutions which are more flat in function space, will
have smaller stability norm.
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We now characterize p = R~ !g. For simplicity, we focus on the two-dimensional setting (d = 2).
Since g(v,b) does not depend on v, we drop this dependence and simply write g(b). Note that
this implies p is a radial function. Let 5(r) denote the radial profile of p, i.e., p(x) = p(||x]||). We
additionally make the following assumptions: g(b) is twice continuously differentiable away from
the origin, and both g and its weak derivative g’ are bounded and absolutely integrable. In this case, p
has the integral formula °

. L [ _g'(b)
p(r) = - /T mdb. (81)
The assumptions on g above are sufficient to show the integrand in (81) is absolutely integrable over
[r, 00) for r > 0. Since g(]b|) is assumed to be decreasing in |b|, we have —g’(b) > 0 for all b > 0,
which shows p(r) > 0 for all » > 0. However, if g is not smooth at the origin, then ¢'(b) = O(1)
as b — 0T, and elementary analysis shows p(r) = O(log(r)) as r — 0T and p(r) = O(1/r) as
r — +00.

Finally, if we additionally assume ¢’'(b) is non-increasing for b > 0, then p(r) is strictly decreasing
for r > 0. To see this, fix any 7’ > r, and define § = r’ — r. Using the change of variables b — b — 6,
we may show
1 [ '(b+46
p(r')y = —= _g®+d) db.
TS (b4 )% —r?
Since ¢’ is assumed to be non-increasing, we have ¢’ (b + ¢) < ¢’(b) and it is elementary to show

((b+6)? —r%)~Y2 < (b — r2)~1/2 for all b > r, which shows the integrand in (82) is pointwise
strictly bounded above by the integrand in (81) for all b > r, hence p(r') < p(r).

(82)

In the case of 2D Gaussian distributed data X ~ N(0, I'), then M (b) is the complementary of the
CDF of a normal random variable: M (b) = \/% Ik boo e=b’/2db. Ttis easy to verify that the resulting

g function satisfies the above assumptions (g(b) is decreasing, twice continuously differentiable away
from the origin, both g and its weak derivative ¢’ are bounded and absolutely integrable, and ¢’ is
non-increasing). Therefore, the resulting p has the all the properties outlined above.

I DEPTH SEPARATION PROOFS

Before giving the proofs in this section we introduce some additional notation. Let X denote the
closed convex hull of the training points and X its open interior. Additionally, let Y = {(v,b) €

Sl xR:v'ax>b forsome ¢ € X }, and let Y denote its closure. Note that for any smooth
function ¢ with support contained in X, the Radon transform R¢ has support contained in Y. Finally,
for any distribution i and open set U, we let h|y denote its restriction to U.

1.1 PROOF OF PROPOSITION 1

First, we show that the convergence of a sequence of functions fj to f in L'-norm over X implies
that the sequence of distributions A fj|x converges weakly to the distribution A f|x. For all test
functions ¢ € S(X') we have

[((Afe = Af, 0) = [{(fx — £, AD)] < || fk — fllor o l|Adll e (x), (83)

where we used Holder’s inequality to achieve the final bound.  Therefore, we have
limg o0 (A fi, @) — (Af, ¢), which proves the weak convergence.

Next, we show (R*) ™LA f |y converges weakly to (R*) 1A f|y. For all test functions ¢ € Sy (Y)
we have

(R TMAf = (R)TIAf 0) = (Afi = Af, R ') (84)
Since ¢ vanishes outside Y, by the support theorem (Helgason, 1999, Corollary 2.8) we are ensured

that R~ has support contained in X, hence R 1y € S(X). The desired result now follows
immediately by weak convergence of A f|x to Af]x.

Since g has support contained in Y, this further implies that the distribution g- (R*) ™' A f; converges
weakly to the distribution g - (R*) "' Af. Finally, since || fi.||lz , = [lg - (R*)""Afy||Tv is bounded

“See Proposition 3.5.1 in (Epstein, 2007).
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by assumption, this implies each g - (R*) 1A f}, is a measure having finite total variation, hence
their weak limit g - (R*)"1Af is also a measure with finite total variation (i.e., the weak limit
of order-0 distributions that are bounded in TV-norm is also an order-0 distribution). Therefore,
[fllzy=llg- (R*)"'Af|lrv is finite, as claimed.

1.2 PROOF OF PROPOSITION 2

To show the pyramid function p has infinite stability norm, we prove that g-(R*) =1 Ap is a distribution
of order > 0, which implies

Ipllg, = sup  (g-(R*)"'Ap,¢) = +o0. (85)
ESH (SI—1XR)

First, observe that the Laplacian Ap is an order-0 distribution whose support is contained in the
unit #1-ball. This implies the distribution (R*)~*Ap, is supported on a compact set K in Radon
domain. By our assumption on the convex hull of the training points, g(v,b) > 0 for all (v,b) € K.
Since g is piecewise continuous and K is compact, this implies there exists constants c;,co > 0
such that ¢; < g(v,b) < ¢; for all (v,b) € K. Therefore, we see that g - (R*) ' Ap is an order-0
distribution if and only if (R*)~'Ap is an order-0 distribution. However, by a result in (Ongie
et al., 2020), we know (R*)_lAp has order > 0 (i.e., in the terminology of (Ongie et al., 2020),
p has infinite R-norm). Additionally, we show this by direct calculation in App. M in the case of
input dimension d = 2. Therefore, g - (R*)~*Ap must be a distribution of order > 0 and hence
|pllz,, = +oo as claimed.

[.3 STABILITY OF THE TWO HIDDEN-LAYER IMPLEMENTATION OF p(x)

Let us focus on the under-parameterized setting, in which there exists a single optimal input-output
predictor p(ax) that globally minimizes the loss. In this case, the set of all global minima corresponds
to different implementations of p(x). Under this setting, we will prove that there exists a set of
nonzero Lebesgue measure such that for any initialization inside this set, GD necessarily converges

to p(x).

To do so, we will first prove that for any minimum point 8* € R™ corresponding to an implementation
of p(x), there exists a nonzero step size 7 with which 8™ is linearly stable. Furthermore, we will
show that there exists a set l30(6’*) embedded in a subspace of dimension m — myyj, in which
any initialization converges to 8*. Here m is the number of parameters in our two hidden-layer
network, and myyy is the number of zero eigenvalues of V2L at 8*. Next, we will show that there is
a connected set of minima ©* around 8", such that the union | Jg . 7,5 () has a nonzero Lebesgue

measure.

Let us start with some minimum point 8*, which corresponds to an implementation of p(x). GD’s
update rule is

0:01 =60, —nVL(O,). (86)
Define the mapping
T(0)=6—-nVL(O). 87
Then (86) can be written as
0111 ="T(60). (88)

This equation describes the full dynamics of GD using the nonlinear mapping 7. Note that in this
representation, 8* is an equilibrium point of T, i.e., T(6") = 6*. We would like to show that it is
possible to converge to 8*. Assume there is a finite number of training samples 7, and none of them
coincide with the knots of p. Then T is differentiable in a small neighborhood of 8*. The Jacobian
matrix of 7' is

0
—T =1-nV2L(O"
and its eigenvalues are
Ai (ggT) =X (I =nV2L(0")) =1 —n\(VL(0Y)). (90)
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In this setting, the loss’ Hessian at 8 has non-negative and bounded eigenvalues. Particularly, there
exists'? a sufficiently small step size 7 that satisfies

0<|1—nX(V2L(6"))| <1, 1)

for all 7. Using the Center and Stable Manifold Theorem (Shub, 2013, Th. IIL.7), there exists a
bounded set 7;5.(6") such that

T(Tioc(07)) € Tioc(07)  and VO € T (67) - [|T(0) — 07| <0 —07[,  (92)

for some 0 < o < 1. Here 7,5.(0™) is tangent to the hyperplane that contains 8 and is spanned by
the nonzero eigenvectors of VZ£(6). Thus, assume that the initial point 8y € 7,5.(0"), then

I7(6:) — 0%|| < o' | T(6) — 67| — 0, (93)
t—o0

which shows that with any initialization in 7,5.(6"), GD’s iterations converge to 6.

Next, note that there is a neighborhood of 6* within which the set of global minima of the loss form
a smooth myy-dimensional manifold''. Let us denote this set of global minima around 8* by ©*,
and set 1) < 2/ maxgeo+ { Amax(V2L)} and limit the set ©* such that Vi : ) # 1/\;. Then, for each
minimum 6 € ©*, according to the first part of the proof, there exists a (m — myyy)-dimensional
set 7,5.(0). Now, since each 7;3.(0) is contained in a hyperplane that is orthogonal to the tangent
of ©* at 0, and the dimension of the tangent of ©* at 8" is myun, we have that the dimension of
the union of these sets, ( Jgco- Tioc(6). is m. Thus, the set | Jgc g+ T3 (0) is of nonzero Lebesgue

measure within R™ and for any initialization in | Jg g« 7;5.(8), GD converges to p(x).

J GENERAL LOSS FUNCTIONS

In this section, we discuss how our results can be extended to general loss function with a unique
finite root. Assume some general loss function

1 n
== (f(=5),u;), (94)
n =
where /(a, b) is twice differentiable w.r.t. @ and is minimized when a = b, i.e.,
9,
'(a,b) £ 55l =0 Va=b. (95)
a

Then, we can calculate the loss’ gradient

Vol =~ Ze’ (z;),y;) Vof (x;), (96)
and Hessian matrix
ViL =~ Zz” ),u;) Vo f (x;) Vof (z;)" ZE’ (z;),y;) Vaf (x;)
726” ),y;) Vo f (x;) Vof (x;)", 97)

where ("' (a,b) £ & Z(a b) and in the last transition we used f(x;) = y; and ¢'(a,a) = 0 for
alla e R.IFL (f T i),y;) = C > 0 for all training points, then we can generalize our results by
simply multlplymg the RHS of (47) by C. If not, the analysis can still be used but we need to add a
weigtning term to the stability norm which depends on the value of ¢ (f(x;), y;) for each data point.

19Specifically, any 7 such that 7 < 2/Amax(V2L(0%)) and Vi : n # 1/, satisfies this condition.
'This set corresponds to multiplying the weights of corresponding neurons within different layers by positive
factors whose product is 1.
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K PROOF OF LEMMA 2

In this section, our goal is to upper bound the top eigenvalue of the flattest implementation of a
predictor function f. Here we use notation and some derivations form App. F.1. Let q denote the top
right singular vector of ®, then

Amax (VL)

1 2
= —[|®q]|
n

2 2 2
n k n
@)

S S) e (S ee®en) + [,
i=1 f

= i=1 | i=1 \j=

NE

<.
Il
—

+
-

q;0 (%‘Twz(-l) + bf-l))

1

J

2 2
n

d n
nt ) (“’52))2 Do\ 2 wmiddis | + | 2o ails
j=1

i=1 1=1 \j=1

IN
S

1Y HwE”H o (m;w§1> _ E§”> 98)
J

2
where in the inequality we used (2?21 uj) < nforall u € S*! and substituted

99)

Let O(f) be the set of all implementations corresponding to f. Since substituting
w® = c[lwgl) bz(-l) — c{lbgl) wiz) — ciw§2) (100)

does not affect the network’s functionality f, we have

2 2
d

Do wmialii | Do ali
=1

=1 \j=1

1 : @)?
< min — [n+ (w-2
T eco(f) n 1:21 ¢

)
n 2
(S ot e i)

<.
Il
—_

2 2
n

1 k a2 d
= min — |n+ c? (w-2 )
0€0(f),c2>0 N Z ! Z

Y
i M s
I
IS
8
=
}7.
_l’_
.
%
I
IS
—
.

3

2 -
+¢; le(-l)H qjo (a:jTﬁJZ(-l) - bgl)) . (101)
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A necessary condition for optimality is that the derivative of the objective with respect to c; is equal
to zero:

2 2

d n n
2¢; (wl@))2 Z ZjSUj,lHj,i + ZC]j]Ij,i
j=1 j=1

2
) 2 [ D2 _
20;3 le(-l)H qua (w;fvgl) — bgl)) =0
j=1
w5 e (270 -5
= cf = :

(102)

2) d n I 2 n I 2
Do (g Gl )+ (252 gl
It is easy to verify that these solutions for {c;} are indeed global minima. Plugging this in, we get

min Apax (V2 E)
0€O(f)

< A2 D wmialia |+ [ Do el . (103)
j=1

=1 \j=1

Now, by Cauchy—Schwarz inequality three times we get

S g (2] @l —3V)| < llal,| 302 (2] @V —BV),
j=1

Jj=1

n 2 n
gl | <llal?d =2 1
J=1 j=1

2
Doali | <llal*d L (104)
Jj=1 j=1

Since ||g|| = 1, the right hand sides of these inequalities are independent of q. Thus, using these

inequalities to further upper bound the top eigenvalue we have

min  Amax (Vgﬁ)

0cO(f)
9 k n B d n n
< min (1423 ([l [o] |30 (a7 —57) |30 (Sa2n. ) + [
oe6(f) nia j=1 =1 \j=1 =1
=1+ — min Hw(l)H ‘wm‘ ( 51)7551)) ( x +1) 105
neegmz ; ;11° (105)

To continue upper bounding the sharpness (Amax(V2L)) of the flattest implementation, we can
consider some implementation of f. Specifically, since f € Fy, it can be represented as

kl
=> aio(v]xz—b)+ Bz h+c, (106)

i=1
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where |lv;|| = 1forall i, ||h|| = 1, a; # 0 for all 4, and (v;, b;) # £(v;,b;) forall i # j (i.e., the
knots of all ReLU units are distinct'?), and where &’ < k. Thus, we use the following implementation
of f

wgl) = Vg, bgl) = _b’ia ’U)Z(2) = Gy, b(2) =c+ /BTa (107)
for ¢ € [k'], where

1 n
~ 2% hTay (108)
n =

Additionally, if needed, we add two ReLU neurons to implement the linear component.

1) 1
'w,(v,Jrl =h b,(c,)+1 =—7, wk'+1 B,
wi), = —h, b, =7 wi, =8 (109)

Thus,

o] @ oM MY |\ 2
1+5923%2Hw | [ Z‘*(ﬂ” =57) | 22 (o +1) T

j=1

k/ n n
2

<142 S aal | o2 (@ o~ b0), | S (lal +1) 1
i=1 j=1 i=1

n

+% 18] 202 Th—T Z(||a§j||2+1) L k41

j=1
n n
181, | S 02 (=2l h+7) | 3 (sl + 1) Ligrso
j=1 j=1
<H—ZW|Z (@] vi = 02) | > (ll2sll* +1) L
= = =
4|B| - T 2 . 12
+ =y 2 (@ h =) Z@%WH) (110)
"\ i= j=1
where in the last inequality we used
max {o® (x] h—7) 0% (~2] h+7)} < (x] h—7)°, (111)

and || > +1 > 0 and thus removing the indicator term only increases the RHS of (110). Recall that
we denoted C; C {a; } be the set of training points for which the ith neuron is active, and n; = |C}|.
Then,

n

k' n

2

=3 el [ Yoo (@ vi—b) | 3 (el + 1),
i=1 j=1

j=1

W
:22|ai|% Z :c v; — b; \/;Z (Hmj||2+1>
i1

v jec; v jec;

K’

= 22 |a;|P (schi > bi) \/IE {(:c—rvi — bi)Q‘xT'ui > bz} \/IET {1 + ||:c||2‘ocT'vi > bi] (112)

i=1

1f (v;,b;) = (vj, b;) then one of the neurons is redundant. If (v;, b;) = —(v;, b;) then these units can be
combined into an affine function, which we “absorb” into the term az'h+ec.
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Additionally,
4 n n
lf'd > (@fh- T)Q\I (s * + 1) = 4181/ Var (2 Th) [T+ E 2] (13)
j=1 j=1
Define
§(v,0) =P (z v >b) \/]E [(mT'u - b)Q‘azT'v > b} \/1 +E [||zc||2‘a:Tv > b}. (114)

Then, we have

Amax (VBL) < 1+2 il (vs, 4 Var (zTh)4/1 IE
(T ax (VoL) <1+ Z\algv ) +4]8]y/Var (xTh) /1 + |ﬂf||

=1+ Q/Sd . [[(R*)"'Af] (v,b)] §(v, b)ds(v)db

+4|8]y/Var (zTh),/1+E [||a:||2}
— 142 fllg , +418ly/Var (@Th){/1+E [||m|ﬂ. (115)

VVar @Th) </ Amax(Sa). (116)

where ¥, is the covariance matrix of x. Additionally,

Note that,

k/
IVF@) = | S 0ty mov: + Bh
=1

v

ailv;m7b¢>0vi

k/
EILE
1=1
kl

=161 = > _lail [vill 172,50

i=1

k
> 18~ 3 Jail
=1

=18 [ R arfasw

=18l = Ifllx - (117)
Therefore, for any « € R4
1B < IVf(@) |+ [ fllx - (118)
Taking the tightest bound we obtain
< inf ||V . 119
81 < Ifllx + inf [IVf ()] (119)

Overall, combining (115), (116), and (119) we obtain

2L) < ) - 2
S0 Ao (VEL) <142 fllp,+4 <|f||R+£D£d ||Vf(a:)||> Amax (Za) /1 + E [HwH }
(120)
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L PROOF OF PROPOSITION 3

Let f € WAFTL1(RY). First, we show that this implies both || f||z and || f|| =4 are finite. Since we

assume d is odd (—A)(@+1)/2 f is an integral power of the negative Laplacian applied to f, hence
can be expanded as a linear combination of d + 1 order partial derivatives, and so

I=A) D2l <aa Y 1107

|Bl=d+1

Lw < adllfllygeirgay, (121)

where ag is a constant depending on d but independent of f. Therefore, ||(—A)@TD/2f||, ,,
is finite. In particular, this shows (—A)(@+1)/2 ¢ L1(R?), and so R(—A)+D/2f exists in a
classical sense. This implies have the formulas | f||r = 74| R(—A)@HV/2f|; and ||f||r.s =

Yallg - R(—A)HD/2 £, where v4 = W (see (Ongie et al., 2020, Prop. 1)).

Recall that w(z) = R*[1 + [b]](x) = ca + Call], with cq = [o, dv and (g = [a—: [v1]dw.
Therefore we have that

v = [ |80 @) w@ia
_ /SR R{| (=)@ 72|} (0,) (1 + b)) ds(w)db

I(=A)tD72

> /S o R{ed @ )] 0 sy

= /Sd_lxR [R{(-ay@rnrzr}] LEPL G0, ))ds(w)db

1+ §(v,b)
> IR {(=2) @072 £ (14 (v, b)) ds(v)db
Sd—-1 xR
=72 Cy(IflI= + £ 119, (122)
1+ o]

where Cy = inf(, p)ese-1 xR TF3(0.0) is finite and non-zero because for all v € S?~! we have
g(v,b) = O(]b]) as |b] — oo where the implied constant is independent of v. Therefore, we have

shown || ||z and || || 4 are finite as claimed.

Leta = (R*)'Af = —R(—A)@D/2f Then ||f||r = ||| is finite, and so « is an L'
function, which can be identified with a finite signed measure. Since || f||=,4 = ||§ - @|1 is also finite,
we see that &(v,b) := (1 + g(v,b)))a(v,b) is also an L' function which can be identified with a
finite signed measure. By (Malliavin et al., 1995, Thm. 6.9), this implies there exists a sequence of
finite atomic measures {dy }, such that each &y, consists of a sum of at most k Diracs, converging
narrowly'? to & with ||ax||Tv < |||]1. Define ay(v,b) = ax(v,b)/(1 + §(v,b)), which is also
an atomic measure. Then it is easy to show oy — « narrowly, as well. By Lemma 5 of (Ongie
et al., 2020), this implies there exists a sequence of single hidden-layer ReLU networks f € Fy,
converging to f pointwise. Therefore, for all k£ we have

1fkll= + 1 fkllmg = fellr146 = llarllov < llalh = [ fllra+s = 1fll= + [ fllrg  (123)

Combining this inequality with the bound on || f||= + || f||r,5 given above, we see that

Ifellr + I fellmg < Ifllr + 1fll=.g < cagllfllyarrngay, (124)

where cq 5 = ad'yng ! is a constant defined independently of f.

Finally, if K is any compact subset, the pointwise convergence of fi to f on K can be upgraded to
L'-convergence using Lebesgue’s dominated convergence theorem: by the bounds on the Lipschitz
constant of a function given in terms of the R-norm in Proposition 8 of (Ongie et al., 2020), we
have |fx(x)| < |lz||(C + || fxllr) < Bz for some constants C, B > 0, and since = — B||z||
is L'-integrable over any compact subset, the hypotheses of Lesbesgue’s dominated convergence
theorem hold.

BNamely, (o, @) — (a, @) for all continuous and bounded functions ¢ : S¥~! x R — R.
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M STABILITY NORM OF “PYRAMID” FUNCTION

Here, to provide a better understanding of the depth separation result in Proposition 2, we show by
direct calculation that the “pyramid” function in d = 2 dimensions, given by

p(x) = p(z1,22) = [1 — |21 — [22]] 1, (125)

fails to have finite stability norm. In particular, we explicitly compute (R*)~!Ap as a tempered
distribution and show it is not a finite measure (i.e., must be a distribution of order > 0), which
implies it cannot have finite stability norm under the assumptions in Proposition 2.

First, observe that Ap is linear combination of Diracs supported on finite line segments ¢, defining
the “edges” of the pyramid:

Ap(z) = cxde, - (126)
k
This means that if ¢ is any Schwartz class test function, then
(Ap(@),¢) =Y e | o@)ds(x). (127)
& k
Note that Ap(x) is a finite measure (i.e., a distribution of order zero), since
[{(Ap(z), )| < (ZI%II&I) [[6lso, (128)
k

where |{y| is the length of the line segment ¢j. See Fig. 6 below for illustration.
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(a) Pyramid function p (b) Approximation of Ap

Figure 6: Visualizations of the pyramid function p and its Laplacian - Ap.

Now we compute RAp, the Radon transform of Ap, which exists as a tempered distribution. First,
we show how to compute Rd,; where ¢ denotes a general line segment. Let ¢ is any Schwartz class
test function defined in Radon domain, then

(R, ) = /Z (R*p)(@)ds() = /e /S ol 0T @)duds(z) = /S 1 /g (v, o7 2)ds(x)dv,

(129)
where the exchange of integrals is justified by Fubini’s theorem since d; is a finite measure.
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Suppose ¢ is a vertical line segment ¢ = {(0,¢) : ¢ € [¢,d]}. Assuming v is such that vy # 0, then
the inner integral above with £ in place of /5 above simplifies as

/zgo(v,'u—rw)ds(:r,) = /cd (v, vat)dt

1 [vz|d
v2|C
1
= / @]]-Hv2|a,|v2\b](b)90(vab)db' (130)
In the event that v = 0 we have
d
/¢(v, z1)ds(x) = / ¢(v,0)dt = |d — c|$py(0) = |d — ¢[(J0, Pu)- (131)
¢ c

Therefore, we have shown

TosT Llwaleloaa) (B)  if v2 # 0,

132
1d — clo(b) if v = 0. (132)

7—\’,5@(1), b) = {

Now, consider one of line segments ¢;, coinciding with the edges of the pyramid. This can be
parameterized as ¢, = {byvi + tvé- : t € [ck,dy]|} where vy, € S!is a unit vector, by, € Ris a
constant, and vi- is orthogonal to vy,. Let 0y, is the angle such that v, = [cos(6), sin(6)], then £y,
is a rotation of the vertical line segment ¢ through the angle 0, and translation by by vy. Therefore,
by properties of Radon transforms,

'R,(sgk (0(9)7 b) = Ré@(v(ﬁ — Hk), b— bk COS(9 — ek)); (133)
where we set v(0) = [cos(0), sin()] for all € [0, 7). More concretely, we can express every slice
Rée, (v, ) as either a weighted indicator function when v # vy, which is non-zero when b is such

that the line Ly, := {x : vlx = b} intersects the line segment ¢y, or as a weighted Dirac when
v = dwy, Le.,

|sin(f — 0x)| =" if Lyg),s N £k is a singleton,
Rée, (v(0),b) = < |€k|6(b— by) if v parallel to vy, (134)
0 else.

For a fixed v(#) € S?! the set of b € R for which Loy, N Lo # 0 is always a closed interval
[avg, Bg]. Therefore, for § # ), we can write Rdg, (0,-) = |sin(f — 0x)| ™' L{a, (9,5, (6)] for some
a(0) and B (0) that vary continuously with 6.

Finally, by linearity, we obtain RAp = >, ¢, Rd,. See Figure 7 for an approximate plot of RAp.

Now we compute (R*)~1Ap. Recall that (R*)~! = KR where K = H0, is a filtering step with
‘H being the Hilbert transform applied separably in the b-variable (Helgason, 1999). For a smooth
function g,

1 > g) L,
b) = —p.v. db 135
Ho) = o [ I (135)
where p.v. indicates a principle value integral. Therefore, for any 6 # 6., we have
1
KRée, (v(0),b) = M(H(sak(e) — Mg, (0))
1 1 1
= - V. — p.V. , 136
m|sin(6 — 6;)| (p b— ar(9) P b—ﬁk(é')) (136)
and for 6 = 6;, we have
KRée, (v(0k),b) = [lx|HS (b—b) = —@p.V.L. (137)
r ’ 7r (b—bi)?

34



Published as a conference paper at ICLR 2023

-2 25
20
-1.5
15
-1
10
-0.5 5
0
-5
0.5
-10
1
-15
15 20
2 -25
0 0.5 1 1.5 2 25 3
)

angle 6 (in radians,

offset b
o
offset b

0 0.5 1 1.5 2 25 3
angle ¢ (in radians)

(a) Approximation of RAp (b) Approximation of (R*) ™" Ap

Figure 7: Visualizations of RAp and (R*)~*Ap.

Finally, by linearity of the operator R, we have

(R*)"'Ap=KRAp = > crKRGy, . (138)
k
Thus,
*\—1 _ . . -1 1 . 1
[(R*)™"Ap](v(0),b) = ; x| sin(@ — 6;)| <p.v.b ~or(0) PV 5k(9)>
-1

+ ) cxllld(0 — Ok) - p.v. (139)

b2
- (b—bg)
See Figure 7 for an approximate plot of (R*) "' Ap = KRAp. As evidenced by the plot, this density
has singularities along a 1-D manifold .S in Radon domain. This set corresponds to all lines in the
primal domain passing through the corners of the pyramid.

Finally, we show that o :== (R*)~'Ap is not a finite measure (i.e., it is not an order zero distribution).
Intuitively, this is because the “density” (v, b) is not absolutely integrable, since every 1-D angular
slice has singularities like 1/|b|. Below we prove this more formally.

To prove a cannot be an order zero distribution, we construct a family of uniformly bounded test
functions {@, }eso such that [{a, )| > p(€)||@ello, Where p(e€) is a function such that p(e) — +oo
ase— 0.

Lety > 0 be a small fixed constant less than one. For every 0 < e < -, consider the “rainbow-shaped”
subset of Radon domain 2, defined by the inequalities —v/2 < 6 < «/2 and cos(f) —e < b < cos(6)
where . In primal domain, the set corresponds to a collection of lines that nearly intersect the corner
point (1,0).

Only three terms in the sum making up (R*)~'Ap in (139) are dominant in the region €., corre-
sponding to the three line segments in the support of Ap that arise from the right-most corner of the
pyramid. Elementary calculations show these three terms are specified by the parameters:

cp=-2, 0 =7/2, B1(0) = cos(h),
ca=V2, 0y =1/4, Ba(f) = cos(f),
cs =V?2, 05 =—n/4, B3(0) = cos(6). (140)

Therefore, « is well-approximated on €2, by

= V2 V2 _ 2 v 1
Q= <|sin(9 —7/4)] + |sin(6 + 7 /4)]| | sin(6 — 7T/2)|) p. "cos(0) — b (141)
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where we omit the terms p.v. bﬁ;kl( o) and p.v. (b:blk)2 , since points in {2, are far from their singularity
set. In particular, we can show o« — & is an order zero distribution when restricted to 2 (i.e., all other
terms are locally smooth and bounded). Let g(6) be the function of  in front of the principle value
in &. Note that g(¢) > B > 0 for all § € Q. where the constant B is independent of e.

Let (60, b) be a smooth function supported in €2 such that 0 < ¢.(0,b) < 1 and p(0,b) = 1 on
the region defined by the inequalities —y/2 < 6 < /2 and cos(f) — € < b < cos(f) — €2. Then for

€

any fixed 6 € (—v/2,v/2), the integral p.v. Cf;((g)"_)bdb is bounded below by [*, $db = log(e™!).
Therefore, we have

|<a7906>| > |<6‘7906>| - |<d _aa@eH

/2 ~
>\ (Gop6.9)d8) - Clcl
—v/2
> (yBlog(e™!) = O)l|@el|oo- (142)

Since [|¢¢|lo = 1 and yBlog(e™!) — C' — 400 as € — 0T, this shows « cannot be a distribution
of order zero, i.e., it cannot be identified with a finite measure.

N ADDITIONAL EXPERIMENTS

The experiments in Sec. 6 are designed to demonstrate Theorem 1 in a diverse range of step sizes
([10~*,0.1]). Since flat minima of the loss landscape are concentrated near the origin in parameter
space, and training with small step size near flat minima is inefficient, we used large initialization
(about 10 times larger than standard methods). Here we repeat the MNIST experiment using various
initialization scales on a higher range of step sizes ([10~2,0.2]). Figure 8 presents the sharpness
curves for the different scales. For large initialization, x 10 and x 15, we get the same behavior as
depicted in Sec. 6. For small initialization, x1 and x5, the sharpness of the obtained solutions is
fixed for small learning rates up to a critical step size n*. At this threshold, the sharpness equals
2/n*, and any increment in the step size makes the minimum unstable. This pushes SGD to flatter
minima for larger step sizes, ones that satisfy the stability criterion. Here it is important to note
that for standard initialization, shown in Fig. 8(a), the threshold is well before the standard step size
of n = 0.1. Namely, this phenomenon happens using standard initialization and standard learning
rate.
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Figure 8: Sharpness vs. step size for different initialization scales. We trained a single hidden-layer
ReLU network for binary classification on two classes from MNIST using SGD (see Sec. 6 for
details). Specifically, we initialized the network using different scales, and for each scale we trained
the network using multiple step sizes. We see that as 7 increases, the minima get flatter in parameter
space (yellow curve), which translates to smoother predictors in function space (purple curve).
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