
Efficient Data Selection for Split Neural Networks

SplitNN [1] is a distributed, privacy-preserving training paradigm that partitions a model at a cut layer into a client-side1

subnetwork and a server-side subnetwork. Compared with Federated Learning (FL) [2], this design lowers on-device2

compute by keeping only a small portion of the model on each client. However, SplitNN’s communication and3

computation still scale with (i) the size of client activations at the cut layer, (ii) the placement of the cut, and (iii) the4

number of clients per round [2–4]. Devising a subset-selection technique for SplitNN to potentially overcome the5

computation and the communication constraints seem natural. Unfortunately, most existing selection schemes either6

require full-model losses/gradients [5] or rely on proxy models [6, 7], neither of which is directly available or desirable7

in SplitNN where clients do not see the server head.8

We propose a simple, generic framework that makes loss/gradient-based subset selection feasible in SplitNN by9

equipping each client with a lightweight auxiliary prediction head attached to its cut-layer output. This head produces10

local class-probability estimates and a client-local loss, enabling the client to score its own activations and select11

an informative subset to transmit. Only the selected activations are sent to the server; the server completes the12

forward/backward pass on the global head and returns gradients solely for the selected samples. Client subnetworks are13

updated with these returned gradients as in vanilla Split Learning (SL), while auxiliary heads are updated locally using14

cross-entropy on client data. Clients proceed sequentially (SL) or concurrently (SplitFed-style variants [8, 9]) without15

exposing raw data.16

For client k with local data Dk = {(xi, yi)}ni=1 and client model ck, cut-layer activations are A[n] = {ck(xi)}ni=1.17

Given budget m ≤ n, we seek a subset s = {sj}mj=1 ⊆ A[n] corresponding to data d ⊆ Dk that preserves training18

quality: min|d|=m E(x,y)[ℓ(x, y;Dk)]−E(x,y)[ℓ(x, y; d)] . Using the auxiliary head gk with probabilities P (ŷ | x; gk),19

we instantiate standard uncertainty-based criteria: least confidence fconf(x; gk) = 1−maxŷ P (ŷ | x; gk), and entropy20

fent(x; gk) = −
∑

ŷ P (ŷ | x; gk) logP (ŷ | x; gk), selecting the top-m by score (random sampling is a baseline). To21

curb outliers, we optionally drop the top 5% highest-uncertainty items before selection. The approach is criterion-22

agnostic: any client-computable loss/gradient surrogate can plug in. Let sk be the selected activations for client k. The23

server optimizes; minw Hk(w) = 1
|sk|

∑
x∈sk

ℓ(x;w), updates w via minibatch SGD, and returns gradients through24

the cut to update ck. In parallel, the auxiliary head gk is updated locally by mingk
Fk(gk) =

1
|dk|

∑
(x,y)∈dk

ℓ(x, y;gk).25

Client models are synchronized across clients as in SL.26

We validate our algorithm on CIFAR-10 dataset. By Communicating only 50% of the cut-layer activations per client27

per round, our activation-level subset selection improves test accuracy over vanilla SplitNN on both IID and non-IID28

data distributions. On IID data, our method attains 82.10% vs. 81.85% for SplitNN. On non-IID data, it reaches 81.84%29

vs. 80.82%. These gains demonstrate that we can halve the volume of intermediate activations transmitted to the server30

while maintaining or improving generalization.31

Conclusion: We propose a novel framework for subset-selection in SplitNN that uses the partial model at the client-side32

to rank the informative samples in the local dataset. An auxiliary network appended to the client-side model generates33

pseudo-predictions locally which are utilized in computing a subset-selection measure. Extensive experimentation34

and empirical results corroborates that the proposed framework efficiently selects the subset of data and reduces the35

computation and communication burden between the server and the clients.36
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