Under review as a conference paper at ICLR 2021

MIXUP TRAINING AS THE COMPLEXITY REDUCTION

Anonymous authors
Paper under double-blind review

ABSTRACT

Machine learning models often suffer from the problem of over-fitting. Many
data augmentation methods have been proposed to tackle such a problem, and one
of them is called mixup. Mixup is a recently proposed regularization procedure,
which linearly interpolates a random pair of training examples. This regulariza-
tion method works very well experimentally, but its theoretical guarantee is not
adequately discussed. In this study, we aim to discover why mixup works well
from the aspect of the statistical learning theory. In addition, we reveal how the
effect of mixup changes in each situation. Furthermore, we also investigated the
effects of changes in the parameter of mixup. Our work contributes to searching
for the optimal parameters and estimating the effects of the parameters currently
used. The results of this study provide a theoretical clarification of when and how
effective regularization by mixup is.

1 INTRODUCTION

Machine learning has achieved remarkable results in recent years due to the increase in the number of
data and the development of computational resources (Michie et al.| |1994; Bishopl 2006} |Goldberg,
2017; Deng et al., 2009; [Everingham et al.l [2010). However, despite such excellent performance,
machine learning models often suffer from the problem of over-fitting (Hawkins, [2004; Lawrence
& Giles|, [2000; Dietterichl |1995). In recent years, a concept called mixup (Zhang et all 2018) or
BC-Learning (Tokozume et al.| 2018b) has attracted attention as one of the powerful regularization
methods for machine learning models. The main idea of these regularization methods is to prepare
(&ij,5ij) = (Axi+ (1 — A)x;,Ay;i + (1 — A)y;) mixed with random pairs (x;,x;) of input vectors
and their corresponding labels (y;,y;) and use them as training data. This regularization method is
very powerful and has been applied in various fields such as image recognition (Tokozume et al.,
2018aj; Inoue,, |2018)) or speech recognition (Medennikov et al.,[2018; | Xu et al.| | 2018). Despite these
strong experimental results, there is not enough discussion about why this method works well.

In this paper, we give theoretical guarantees for regularization by mixup and reveal how regulariza-
tion changes in each setting. Our main idea is that there must be some different quantities before and
after the regularization. We focus on the Rademacher complexity and the smoothness of the convex
function characterizing the Bregman divergence, which are measures of model richness, as such a
quantity. In other words, the model’s complexity should change with the mixup regularization, and
by observing how these changes, we can theoretically clarify the effects of mixup. Furthermore, we
also investigated the effects of changes in mixup’s parameter A. This contributes to searching for
the optimal parameters and estimating the effects of the parameters currently used.

To summarize our results, mixup regularization leads to the following effects:
e For linear classifiers, the effect of regularization is higher when the sample size is small,
and the sample standard deviation is large.

e For neural networks, the effect of regularization is higher when the number of samples is
small, and the training dataset contains outliers.

e When the parameter A is close to 0 or 1, mixup can reduce the variance of the estimator,
but this will be affected by bias.

e When the parameter A has near the optimal value, mixup can reduce both the bias and
variance of the estimator.
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o Geometrically, mixup reduces the second-order derivative of the convex function that char-
acterizes the Bregman divergence.

2 RELATED WORKS

2.1 MIXUP VARIANTS

Mixup is originaly proposed by (Xu et al.,[2018). The main idea of these regularization methods is
to prepare (&;j,¥;;) = (Az;+ (1 —A)x;,Ay;+ (1 —A)y;) mixed with random pairs (x;,x ) of input
vectors and their corresponding labels (y;,y;) and use them as training data, where A ~ Beta(a, o),
for a € (0,00).

Because of its power and ease of implementation, several variants have been studied. [Verma et al.
(2019) proposed the Manifold mixup, which is a method to mix up the output of an intermediate
layer of neural networks (including the input layer) instead of the input data. Berthelot et al.|(2019)
proposed MixMatch, a heuristic method that combines the ideas of mixup and semi-supervised
learning. Puzzle Mix (Kim et al.l 2020) leverages the saliency information while respecting the
underlying local statistics of the data, and Nonlinear Mixup |Guo| (2020) relaxes the constraint of
convex combination in mixup. There are several other variants, but many are heuristic methods and
have insufficient theoretical explanations (Yun et al., 2019} |Lim et al., 2019;Sohn et al., [2020).

On the other hand, there are several theoretical analyses of the effects of mixup. |/Archambault et al.
(2019) suggested that mixup training is connected to adversarial training.

Carratino et al| (2020) have further shown that mixup amounts to empirical risk minimization on
modified points plus multiple regularization terms through a Taylor approximation.

3 NOTATIONS AND PRELIMINARIES

We consider a binary classification problem in this paper. However, our analysis can easily be
applied to a multi-class case.

Let 2" be the input space, % = {—1,+1} be the output space, and € be a set of concepts we may
wish to learn, called concept class. We assume that each input vector & € R? is of dimension d. We
also assume that examples are independently and identically distributed (i.i.d) according to some
fixed but unknown distribution D.

Then, the learning problem is formulated as follows: we consider a fixed set of possible concepts
H, called hypothesis set. We receive a sample B = (x1,...,&,) drawn i.i.d. according to D as well
as the labels (c(x}),...,c(x,)), which are based on a specific target concept ¢ € € : 2" +— #. Our
task is to use the labeled sample B to find a hypothesis kg € H that has a small generalization error
with respect to the concept c. The generalization error Z(h) is defined as follows.

Definition 1. (Generalization error) Given a hypothesis & € H, a target concept ¢ € ¢, and unknown
distribution D, the generalization error of / is defined by

R (h) = B | Li(efeto) | ()
where 1, is the indicator function of the event ®.

The generalization error of a hypothesis / is not directly accessible since both the underlying dis-
tribution D and the target concept ¢ are unknown Then, we have to measure the empirical error of

hypothesis 4 on the observable labeled sample B. The empirical error %A’(h) is defined as follows.
Definition 2. (Empirical error) Given a hypothesis & € H, a target concept ¢ € ¥, and a sample

B=(xy,...,x,), the empirical error of & is defined by
A 1 &
%(h) = E Z ]]-h(a:,-)yéc(ac,-)' 2
i=1

In learning problems, we are interested in how much difference there is between empirical and
generalization errors. Therefore, in general, we consider the relative generalization error % (h) —
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2 (h). The Rademacher complexity and the learning bound using it can be used to provide useful
information about the relative generalization error.

Definition 3. (Empirical Rademacher complexity) Given a hypothesis set H and a sample B =

(x1,...,x,), the empirical Rademacher complexity of H is defined as:
. 1 &
Ru(H) =, [sup Y oih(w:)], 3)
heH It l; l I
where o = (01,...,0,)" with Rademacher variables o; € {—1,+1} which are independent uniform

random variables.

Definition 4. (Rademacher complexity) Let D denote the distribution according to which samples
are drawn. For any sample size n > 1, the Rademacher complexity of H is the expectation of the
empirical Rademacher complexity over all samples of size n drawn according to D:

R(H) = Egop [%(H)] . )

Intuitively, this discribes the richeness of hypothesis class H.

The Rademacher complexity is a very useful tool for investigating hypothesis class H. By the
following theorem, we can quantify the relative generalization error.

Theorem 1. Given a hypothesis 4 € H and the distribution D over the input space 2", we assume

that S (H ) is the empirical Rademacher complexity of the hypothesis class H. Then, for any & > 0,
with probability at least 1 — & over a sample B of size n drawn according to D, each of the following
holds over H uniformly:

R —R(h) < R,(H)+ log 3 (5)
—_ 2m’
. . log 2

T ) < FplH)+3)[ o ©

For a proof of this theorem, see Appendix [A] This theorem provides a generalization bound based
on the Rademacher complexity. We can see that this bound is data-dependent due to the fact that
empirical Rademacher complexity SRz (H) is a function of the specific sample B.

From the above discussion, we can see that if we can quantify the change of empirical Rademacher
complexity before and after mixup, we can evaluate the relative generalization error of the hypothesis
class H. Our main idea is to clarify the effects of the mixup regularization by examining how these
Rademacher complexity changes before and after regularization. Note that we are not interested in
the tightness of the bound, but only in the difference in the bound.

4 COMPLEXITY REDUCTION OF LINEAR CLASSIFIERS WITH MIXUP

In this section, we assume that Hy is a class of linear functions:

h(w)eHg:{atl—wam | weRY, ||w||2§A}, 7
where w is the weight vector and A is a constant that regularizes the L2 norm of the weight vector.
The following theorem provides a relaxation of the Rademacher complexity of the linear classifier
by mixup.

Theorem 2. Given a hypothesis set Hy and a sample B = (xy,...,&,), we assume that Rp(Hy)
is the empirical Rademacher complexity of the hypothesis class H; and E)A%g(Hg) is the empirical
Rademacher complexity of H; when mixup is applied. The difference between the two Rademacher
complexity Rp(Hy) — 9i5(Hy) is less than or equal to a constant multiple of the sample variance of
the norm of the input vectors:

A

N N C
Rp(Hy) — Rp(Hy) < 7%\/S2||w||2, (8)
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Figure 1: The relationship between 9iz(H;) — 5 (H;) and the number of samples n and variance
o2 when mixup is applied. Each data point was sampled from the normal distribution .4 (0, c?)
and the constant part was set to 1. It can be seen that as the number of samples n increases, the
effect of complexity mitigation by mixup decreases. We also find that the greater the variance in the
distribution of the data, the higher the effect of mixup.

where Ci\ is a constant that depends on the parameter A of mixup and s> is the sample variance
computed from the sample set.

As can be seen from the equation[§] the complexity relaxation by mixup decreases as the number of
samples n increases (this can be seen by taking the right-hand side of the theorem to the limit for n,
see Figre|[l).

Proof. Let &; = Eg;[Ax;+ (1 —A)x;] be the expectation of the linear combination of input vectors

by mixup, where A is a parameter in mixup and is responsible for adjusting the weights of the two
vectors. Then, we have
2\ 2
) (€))
2

g (Hy) — Ry (He) Q@Hmi”g) A(;

< E.; [A:ci+ (1 fl)wj}
i=1
All -2
= A Rl 2o (10)
Here, let C4 = A|1 — A| and we can obtain equation O

For a complete proof, see Appendix

The above results are in line with our intuition and illustrate well how mixup depends on the shape
of the data distribution. In the next section, we discuss neural networks as a more general application
destination for the mixup.

5 COMPLEXITY REDUCTION OF NEURAL NETWORKS WITH MIXUP
Let Hy w, be the function class of a neural network:
L
h@) € Hw, = {h: ol = LITIWillr < WL, (an
i=1

where L is the number of layers, W; is the weight matrix, v € RM. represents the normalized lin-
ear classifier operating on the output of the neural networks with input vector x and || A||r is the
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Figure 2: The relationship between Rp (How,) — 9?{2 (Hr,w, ) and the number of samples n and the
noise of the outliers . When there are extreme outliers in the sample, we can see that mixup allows
the neural network to make robust estimation. In addition, we can see that the effect of regularization
decreases as the sample size n increases.

Frobenius norm of the matrix A = (g;;).

lAlr = [T
ij

The following theorem provides relaxation of the Rademacher complexity of the neural network by
mixup.

Theorem 3. Given a hypothesis set Hy w, and a sample B = (xy,...,&,), we assume that

Rp(Hyw, ) is the empirical Rademacher complexity of the hypothesis class Hy w, and R (Hr w, )
is the empirical Rademacher complexity of Hj yv;, when mixup is applied. In addition, we assume
that each sample x; occurs with the population mean ., plus the some noise €;. In other words, we
assume that ©; = 4 + €;. The difference between the maximum of two Rademacher complexity
Rp(Hyw, ) — Ry (Hyw, ) is less than or equal to a constant multiple of the maximum value of noise
in a sample of training data when the number of samples # is sufficiently large:

. . ct
maxRp(Hrw, ) —maxRp(Hrw,) < —):lmlaxﬂei”, (12)

NG

where Cﬁ is a constant that depends on the parameter A of mixup and the number of layers L of
neural networks.

This theorem shows that mixup regularization for neural networks is more effective when there are
outliers in the sample.

Proof. The upper bound of the Rademacher complexity of the neural network with ReLU as the
activation function and regularization by the constant Wy, for the norm of each weight is bounded
as follows (Neyshabur et al., |[2015)):

N 1 1
Rp(HLw,) < %2L+2WLmlax [EZ1E (13)
Rademacher complexity of Hy, w, with mixup is
ok 1 1
Rp(Hw,) < —=282Wimax|[Ej[Azi+ (1-2)z)]|
\/71 i
1 1
< 2 iWoma (Al + (- )8l | (14)



Under review as a conference paper at ICLR 2021

| Figure 3: Beta distribution Beta(a,a) for
each a. Here, the probability density func-
tion of the Beta distribution is f(x;¢,) =

s \ @xa’l(l —x)P=1, where B(a,B) is the

w0 / beta function. From this figure, it can be seen
that when a = 1, it is equivalent to a uniform
N R — distribution, and when o > 1, it becomes bell-

shaped. we can also see that when o < 1, sam-
o o R o0 i pled A is close to 0 or 1.

Then,
. - 1 1
max B ()~ max Ry ) <2 Wemas{la] = (Al + (1= ) B e |
1—A .1 _
< 2 wema{a + el — 2} (15)
1—4
- iﬁd”ﬂmekw (16)

The inequaliti in equation[I5]is guaranteed by the subadditivity nature of the norm, and the equality

in equation [16|is guaranteed by the law of large numbers. Here, let Ct = (1 — k)ZH% Wy and we
can obtain equation[I2]

For a complete proof, see Appendix

While neural networks have wealthy representational power due to their ability to approximate com-
plicated functions, they are prone to over-fitting into training samples. In other words, it approxi-
mates a function that fits well for unusual examples that occur accidentally in the training sample b.
According to the above theorem, mixup allows the neural networks robust learning for outliers with
accidentally large noise € in the training sample B.

6 THE OPTIMAL PARAMETERS OF MIXUP

In this section, we consider the optimal parameter of mixup. Here, we let the parameter A € (0,1).
From equation |10/ and equation we can see that a large 1 — A has a good regularization effect.
In other words, if the weight of one input vector is more extreme than the other, the mixup effect is
more significant. By swapping i and j, we can see that A should be close to 0 or 1.

In the original mixup paper (Zhang et al., 2018)), the parameter A is sampled from the Beta distribu-
tion Beta(ot, &), where a is another parameter. Figure[3|shows some shapes of the Bera distribution
changing o. From this figure, we can see that when o < 1, A is sampled such that one of the in-
put vectors has a high weight (in other words, A is close to 0 or 1). We treated A as a constant
in the above discussion, but if we treat it as a random variable A ~ Bera(c, at), we can obtain the
following:

o 1
E[A] = Pt
2 2
Var(A) o o 1

(a+a)2(at+at+l) 4a22a+1) 4Qa+1)

where a > 0. Since the E[A] is a constant, we can see that when the weight parameter A is close to
0 or 1, o is expected to be close to 0.

Figure [4] shows the experimental results for CIFAR-10 (Krizhevsky et al 2009). We use ResNet-
18 (He et al.,|2016) as a classifier and apply mixup with each parameter o for A ~ Beta(a, o). This
shows that the generalization performance is higher when the parameter ¢ is a small value. The right
side of Figure ] shows a plot of the training loss and test loss of the classifier and their differences
for each o.. We can see that when the value of parameter « is small, the difference between train loss
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Figure 4: Experimental results for CIFAR-10 dataset.We use ResNet-18 as a classifier and apply
mixup with each parameter a for A ~ Beta(a, o). Left: Learning curve of ResNet-18 with mixup.
The generalization performance is higher when the parameter « is small value. Right: Plot of train
loss, test loss, and their differences for each .

and test loss is small. Appendix [D|shows the details of the experiments and additional experimental
results.

7 GEOMETRIC PERSPECTIVE OF MIXUP TRAINING: PARAMETER SPACE
SMOOTHING

In this section, we consider the effect of mixup geometrically on the space of the parameters to be
searched. The following theorem suggests that mixup’s regularization contributes to the smoothing
of convex functions corresponding to the parameter space.

Theorem 4. Let p(x;0) be the exponential distribution family that depends on the unknown pa-
rameter vector 8. When mixup is applied, the second-order derivative VVy, (8) of v (0) that char-
acterizes the Bregman divergence between the parameter 6 and 6 + d0, which is a slight change of
the parameter, satisfies the following:

VVy,(8) = A2 (VVy(9)), (17

where y/(0) is a convex function of the original data distribution and A € (0, 1) is a parameter of the
mixup.

In optimization, the smaller the change in the gradient of the convex function, the more likely it is

to avoid falling into a local solution. This means that mixup reduces the complexity in the context
of the parameter search.

Proof. An exponential family of probability distributions is written as

p(w;O)=eXp{ZGixi+k(m)—w(9)}, (18)

where p(x;0) is the probability density function of random variable vector & specified by parameter
vector 6 and k() is a function of x. Also, y¥(8) can be written as

v(0) = log/exp {Ze,-x,- +k(m)}d:c. (19)

By differentiating equation we can confirm that the Hessian becomes a positive definite matrix,
which means that y(0) is a convex function. Here, the Bregman divergence from £ to £’ is defined
by using the convex function ¢(&):

Dyl & T=0(&)—0E&)-Ve(&) (E-&) (20)
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Figure 5: Bregman divergence from 8’ to 8. This divergence derived from the convex function y/(8)
and its supporting hyperplane with normal vector Vy/(6y).

Let y(-) = @(-) and 6 = &, then we can naturally define a Bregman divergence for y(-) and 6.
Differentiating equation[I8] we can obtain

0 — (f&/{;e,-xi+k(m)w(e)}dm

S Vy(x) = Elz. 21
Differentiating again,
0 = g V(O (5= Bl Bl (i)
~VVy(8) = Var(x). (22)
Here, if we adopt the linear combination & = A + (1 — 4)x; to find the parameter 8, we can obtain
Vy,(0) = E[Z]=E[Az+ (1-1)E[z]] =E[x], (23)
VY (0) = Var(Az+(1-A)E[z]) =A%y(6), (24)

where v, (+) is defined by

p(&;0) =exp {ZG,-)E,- +k(z)— 1//,1(0)}. (25)

From Bayes theorem, we would be computing the probability of a parameter given the likelihood
of some data: p(#;0) = p(%;0)p(0)/ YL, p(%;0)p(@'), and applying mixup means p(x;0) —
p(&;0). And then, we can obtain equation O

For a complete proof, see Appendix [C]

Bregman divergence is a generalization of KL-divergence, which is frequently used in probability
distribution spaces, such as loss functions for parameter search. The above theorem means that the
magnitude of the gradient of the convex function characterizing the Bregman divergence can be
smoothed by using the mixup.

8 CONCLUSION AND DISCUSSION

In this paper, we provided a theoretical analysis of mixup regularization for linear classifiers and
neural networks with ReLU activation functions. Our results show that a theoretical clarification of
when and how effective regularization by mixup is.

Our future work includes considering whether similar arguments can be made for some variants of
mixup (Verma et al., [2019; [Berthelot et al., 2019; |Yun et al., |2019; |[Lim et al., |2019; |Sohn et al.,
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2020). Because of the simplicity of the idea and ease of implementation, there are many variants of
mixup, but most of them are heuristic approaches.

Also, Tokozume et al. (Tokozume et al., | 2018b) suggest that BC-Leaning, a concept roughly equiv-
alent to the mixup, behaves in a way that increases the Fisher’s criterion (Fisher} [1936). This claim
is impressive, and they provide experimental support for this hypothesis, but the theoretical argu-
ments are insufficient. It is worth considering to show theoretically that data augmentation by mixup
contributes to the increase of Fisher’s criterion, and to clarify how much this changes the value.

Another possible future study is a theoretical consideration of mixing data on manifolds (Verma
et al.| [2019). Taking data as a point in the manifold, it would lead to more advanced research to
investigate how mixup training behaves on the manifold.

We believe it would be useful to divert the discussion we have had in this paper to clarify whether
such modifications improve mixup and, if so, to what extent.
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A RADEMACHER COMPLEXITIES BOUNDS

A.1 THEOREMI[]

Lemma 1. Let¥ : & = 2 x % — [0,1] be a family of functions. Then, for any 6 > 0, with
probability at least 1 — 0, the following holds for all g € ¥:

E < 1y 2R, log s 26
g(z) < ; 8(2i) +2%u(G) +1/ - (26)
Elg(z) < ) +29%5(G) + 3 log 5 27)

8\z) = ; g(zi) B( S | (
Proof. (Lemma ' For any sample B = (zh .,z,) and for any g € ¢, we denote by Fig[g] the
empirical average of g over B : ip[g] = Lyn | g(2;). We define the function ®(-) for any sample B

as follows:
®(B) = supE[g] — Ep[g]. (28)
489

Let B and B’ be two samples differing by exactly one point, which mean 2, € BA 2z, ¢ B’ and
zl, € B' Az ¢ B. Then, we have

®(B)-®(B) < supf[*lzs[g]—I@Bf[g]:supwSl (29)
g9 g9 n n

BB)—D(B) < supBylg]— Bylg] = sup S0 8 1 (30)
g9 g€ n n

|oB)-om)| < % 31)

Then, by McDiarmid’s inequality, for any d > 0, with probability at least 1 — 5 the following holds:

log %
®(B) < Ep[®B)+| - (32)
Ep[®(B)] < E,pm [sup Z oi(g(z)) —g(zi)) (33)
se¥ izq
= 2E,p [sup Z cig(z ] = 2R, (9). (34)
g9 n;
Then, using MacDiarmid’s inequality, with probability 1 — g the following holds:
. log 2
R,(9) < Bu() £3 (35)
2n
Finally, we use the union bound and we can have the result of this lemma. O

Lemma 2. Let H be a family of functions taking values in {—1,+1} and let ¢ be the fam-
ily of loss functions associated to H: ¢ = {(x,y) = 1,4, : h € H}. For any samples B =
((x1,y1),...,(xn,yn)), let Lo denote the its projection over 2" : .o = (x1,...,x,). Then, the
following relation holds between the empirical Rademacher complexities of ¢ and H:

N 1.
Rp(¥) = Ry (H). (36)

11
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Proof. (Lemma|2) For any sample B = ((x1,1),...,(x2,y2)) of elements in 2" x %/, the empirical
Rademacher complexity of ¢ can be written as:

Rp(¥) = E, Zug Zo,]lhm[ 7&%1 (37)
€
1 1 n
= =E,|sup- ZG, x;) (38)
2 heH IV ;251
1.
= %, (H), (39

Proof. (Theorem [I) From Lemma [I]and Lemma [2} we can have the result of Theorem [I] immedi-
ately.

For more details, see textbooks on statistical learning theory (e.g., Shalev-Shwartz & Ben-David!
(2014); Mohri et al.|(2018)).

B PROOF OF THE COMPLEXITY REDUCTION

In this section, we show the proofs of the theorems of the Rademacher complexity reduction. First
we prove the theorem on linear discriminators, then we prove the theorem on neural networks.

B.1 THEOREM

Proof. By the Deﬁnition empirical Rademacher complexity of () = w” z is as follows:

N 1 /"
9{3(1—1) = Ecl sup ZO',-wTw,-]

T w|,<Ai=]

1
= Egl sup w ZG,:B,}

Mwla<a =
l n
= -Es| sup wTZG,-w,-
n lwl<a =1
1 n
= —Es|A ch-m,- (*.- Cauchy-Schwarz’s inequality)
n i=1 5

2

IN

L

2
1 > (.- Jensen’s inequality)

A (E
n
2
= (Z ccz||2> : (40)

Let #; = Ey [Az; + (1 — A)x;] be the expectation of the linear combination of input vectors by
mixup, where A is a parameter in mixup and is responsible for adjusting the weights of the two

12



Under review as a conference paper at ICLR 2021

vectors. Then, we have

1
- Al 2
Ri(H) = n(Zsz”z)
i=1
Nz 4
- n(; E,; [+ (1= A)a)] 2)
= <Z Axi+(1-A)E, [z)] ) (. Linearity of expectation)
n\&= -
= 2
1
A n 2 2
< < (||)Lmi”%+H(1_)L)ij[mj]Hz)> (.- Subadditivity of norm)
n\i=1

A
ij[:c,-]H2> . (41)

N
Ewi[:ﬁj]Hz

1

A n n
= n(ﬂtzznminém—mzzl
i=1 i=1

From equation [40]and equation {1} we can have

N - A n n n
Ro(H) - FRy(H) < ° (2 il - 22 Y. i3~ (122 Y|
i=1 i=1 i=1

A 2 < 2 2 S 2 ’
< Ma-a2Y el - -2 Y [Be o
i=1 i=1
1
n 2 2
- <zwi||%— Em,-[fcj]H2> (42)
i=1 i=1
1
All—Al (1 1 :
_ Al '(ani%—an%) (iid) (43)
niz ni
_ A“f’”( <||w||2>+||w||z—||m||2> (44)
B AHfﬁM s2(||a[|2) > 0. (45)
O

B.2 THEOREM[3]

Proof. By the upper bound of (Neyshabur et al., 2015)), empirical Rademacher complexity of i(x) €
Hy, w, is as follows:

. 1
Rp(How,) < WZH%WL max| |z (46)

Let &; = Ey [Ax; + (1 — A)x;] be the expectation of the linear combination of input vectors by

mixup, where A is a parameter in mixup and is responsible for adjusting the weights of the two
vectors. Then, we have

SylHiw) < 2 Womas e+ (1~ A
1

= \[ZLJFZWLII]&XHA,w, (1—)L)EJ[£L'J]||
1

IA

\[2”2 W, max {A||m,|| + (1= )|Ejz]] } (.- Subadditivity of norm)

(47)



Under review as a conference paper at ICLR 2021

Now we consider to bound the difference between the maximum values of each quantity,

5 1 1
max {SRB(HL’WL)} = ﬁzLﬂ WLmlax (EZI

s 1 1
max { R (How;) p = -2 Wmas (A + (1= 2) 8 e

and then, from equation [#6|and equation[#7] we can have

. - 1 1
max $ip (Hyw;) —max Ry (HLw, ) = ﬁzLﬂWL{mgxnwin —max {4 @]+ (1 —MnEj[wj]u}}

< 222 W max|lala — (Al o+ (1= 1) [E {1

1
= ﬁz“%vvm?x](l—A>||:ciuz—<1—x>||5c||z\

1-2

= 2 Wmax] i~
1-4 L+l -
= Lot Wmax |l + il ~ 21|
1=2 Ll _ e s
< 2 A Wimax| lsalla+ il — 2] - Subadditivty of norm)
n i

1-2A
= TZLJ’% Wy max ||€||2 (. Law of large numbers)  (48)
n i

>0 (1-42>0,]|e€ill2>0),

here equation {i8]is supported by the law of large numbers.

limP(‘X—u||>£) =0 (Ve >0). (49)

n—eo

C EFFECT OF MIXUP ON THE CONVEX FUNCTION CHARACTERIZING THE
BREGMAN DIVERGENCE

In this section, we show the proof of the theorem of the Effect of mixup on the convex function
characterinzing the Bregman divergence.

C.1 DEFINITIONS

Definition 5. (Bregman divergence) For some convex function ¢(-) and d-dimensional parameter
vector £ € R?, the Bregman divergence from & to &’ is defined as follows:

Dyl& &N =0(&)—9(&)—Vo(&) (E-&). (50)
C.2 THEOREM4]

Proof. An exponential family of probability distributions is written as

p(x;0) :exp{zeixi—i—k(m)— l,l/(B)}, (51

where p(x;0) is the probability density function of random variable vector « specified by parameter
vector @ and k() is a function of . Since [ p(x;0) = 1, the normalization term y/(6) can be written
as:

y(0) = log/exp {Z 0; xi+k(a:)}da: (52)
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which is known as the cumulant generating function in statistics. By differentiating equation[52] we
can confirm that the Hessian becomes a positive definite matrix, which means that y(8) is a convex
function. Here, the Bregman divergence from £ to £’ is defined by using the convex function ¢ (&):

Dy[§: & =0(8) (&)~ V(&) (¢ (53)

Let y(-) = ¢(-) and 8 = &, then we can naturally define the Bregman divergence for y(-) and 0.
Differentiating equation[S1] we can obtain

0 = ;ei/exp{zeixﬂrk(m)l//(@)}dm

-/ {x,._ aael_l,,(e)} p(w;0)da (54)

[0y~ S v(o)

..aieiw(g) = /xip(a:;e)dm:E[xi}
Vy(z) = Ela. (55)

Differentiating it again,

0 — /ae Xi— ae (0)}p(m;e)+{xi;&w(e)};@p(m;e)dw

- /—mw(a)d:p—l—/ xi—%w(b’)}{xj 889 v (0 )} (z:0)dx

- 89 75,0+ i~ —Elx))p(@:0)de
2
- —ae‘faejw<0>+E[<xi—E[xi]><x,~—E[x,-]>]
S VVy(0) = Var(x). (56)

Here, if we adopt the linear combination & = Ax + (1 —A)x; to find the parameter €, we can obtain

Vy,(0) = E[#]=E[Az+(1-A)E[z] =E[z], (57)

VVy, (0) = Var(Az+(1—-A1)E[x])
= AWar(x)+ (1—A)*Var(Elx])
= A*var(z) = A*y(0) (58)
where v, (+) is defined by
p(&;0) = exp {ZO,-)?,- +k(E) — v (0)} (59)

From Bayes theorem, we would be computing the probability of a parameter given the likelihood of

some data: _
p(;0)p(6)

p(&:0)= ————————, (60)
(%8) Yo p(Z:0')p(0)

and applying mixup means p(x;0) — p(&;6).

And then, we can obtain equation O
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D EXPERIMENTAL RESULTS FOR GENERALIZATION ERROR

In this section, we introduce additional experimental results on the relationship between the mixup’s
parameter & and the generalization error. In these experiments, we used ResNet-18 as the network
with Ir = 0.1, epochs = 200. In addition, we performed 10 trials with different random seeds and
reported the mean values of the trials.

Table[T] shows the effect of the parameter ¢ on the generalization gap between train and test loss for
each dataset. We can see that the smaller the value of ¢, the smaller the gap between training loss
and test loss.

Table 1: Effect of the parameter o on the generalization gap between train and test loss for each

dataset.
dataset [a=01 a=02 a=04 a=08 a=10 oa=20 o=4.0
CIFARI0 (Krizhevsky et al.[2009) [ 0.0061 0.0126  0.0106  0.0610  0.0935  0.0982  0.1303
CIFAR100 (Krizhevsky et al.[2009) | 0.1825 02592  0.2778  0.2923  0.3485  0.5965  0.6951
STL10 (Coates et al.[|2011) 0.0137  0.0215  0.0296  0.0901  0.1210  0.1206  0.1691
SVHN (Netzer et al.[|2011) 0.0499  0.0508 0.0571  0.0623  0.0875  0.1330  0.1828
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