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Abstract

When a variety of anomalous features motivate
flagging different samples as outliers, Algorith-
mic Information Theory (AIT) offers a princi-
pled way to unify them in terms of a sample’s
randomness deficiency. Subject to the Indepen-
dence of Mechanisms Principle, we show that
for a joint sample on the nodes of a causal
Bayesian network, the randomness deficiency
decomposes into a sum of randomness deficien-
cies at each causal mechanism. Consequently,
anomalous observations can be attributed to
their root causes, i.e., the mechanisms that be-
haved anomalously. As an extension of Levin’s
law of randomness conservation, we show that
weak outliers cannot cause strong ones. We
show how these information theoretic laws clar-
ify our understanding of outlier detection and
attribution, in the context of more specialized
outlier scores from prior literature.

1 INTRODUCTION

Generically speaking, an outlier is an anomalous or
atypical event, suggesting possible interference and/or
downstream effects. Anomaly detection plays a crucial
role in business, technology, and medicine. Typical use
cases range from fraud detection in finance and online
trading [Donoho, 2004], performance drops in manufac-
turing lines [Susto et al., 2017] and cloud computing
applications [Gan et al., 2021, Ma et al., 2020, Hardt
et al., 2023], health monitoring in intensive care units
[Maslove et al., 2016], to explaining extreme weather
and climate events [Zscheischler et al., 2022]. It has
motivated a vast effort towards developing methodolo-
gies relevant to outlier analysis. For examples, we refer
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the reader to some of the early works in statistics and
computer science [Freeman, 1995, Rocke and Woodruff,
1996, Rousseeuw and Leroy, 2003, Aggarwal, 2017].

In complex systems, an anomaly may cause a large
cascade of related anomalies [Panjei et al., 2022]. To
mitigate them, it is not enough to merely detect anoma-
lies; we must also identify which of the anomalies was
the root cause [Budhathoki et al., 2022, Ikram et al.,
2022, Li et al., 2022, Hardt et al., 2023, Wang et al.,
2023b,a]. Thus, we implicitly face the counterfactual
question of what conditions could have been different
to prevent the (usually undesired) anomalous event.

To render a complex system accessible to human under-
standing, we begin with a causal model of its relevant
mechanisms, specifying not only their default behav-
ior, but also their behavior under modifications called
interventions. Such a model should be modular in two
respects. First, we may want to understand the causal
pathway, along which a perturbation of any part of
the system propagates through its components until it
generates the event. Second, we want to “blame” some
component(s) of the system, while acknowledging that
others worked as expected.

Causal Bayesian networks offer such a modular descrip-
tion, specifying causal relations via a directed acyclic
graph (DAG) G with random variables X1, . . . , Xn as
nodes [Pearl, 2009, Spirtes et al., 1993]. Under the
causal Markov condition [Pearl, 2009], the joint distri-
bution factorizes according to

P (X1, . . . , Xn) =
n∏

i=1
P (Xj | PAj), (1)

where PAj denotes the parents of Xj in G, i.e., its
direct causes. We will think of each conditional dis-
tribution P (Xj | PAj) as an independent mechanism
of the system, which can in principle be changed or
replaced without changing the others (see 2.1 and 2.2
in Peters et al. [2017] for a historical overview).



Provided that most of the mechanisms operate nor-
mally, we can blame an anomalous joint observation
x1, . . . , xn on a small number of mechanisms as root
causes, in alignment with Schölkopf et al. [2021]’s
“sparse mechanism shift hypothesis”. Budhathoki et al.
[2022] provide a most elaborate formalization of the
idea of attributing anomalies to mechanisms. We de-
velop our concepts starting from this baseline.

1.1 OUTLIER SCORES FROM P-VALUES

Budhathoki et al. [2022] introduce what they call an
Information Theoretic (IT) outlier score1 via

λτ (x) := − log P (τ(X) ≥ τ(x)), (2)

where x denotes an observation of the random variable
X, and τ : X → R is a feature statistic whose highest
values we consider anomalous.

λτ can be viewed as a statistical test of the null hypoth-
esis that x was sampled from P : setting the base of
the logarithm to 2 yields the p-value 2−λτ (x). A small
p-value (or large λτ ) corresponds to an unusual sample
under P , which can be labeled an outlier. Since x is
a single observation, anomaly scoring thus reduces to
classical hypothesis testing on a sample size of 1 [Shen,
2020, Vovk, 2020]2.

1.2 QUANTITATIVE ROOT CAUSE
ANALYSIS IN CAUSAL NETWORKS

In order to quantify the contribution of different up-
stream mechanisms to an anomalous observation, the
arXiv version of Budhathoki et al. [2022] defines the
conditional outlier scores:

λτ (xj | paj) := − log P (τ(Xj) ≥ τ(xj) | PAj = paj).

They demonstrate that this score can be interpreted
as measuring the anomalousness of the mechanism’s
noise term,3 whenever λτ (Xj | PAj) is independent
of PAj . The feature functions τj can be node-specific,
which is essential when the variables Xj have different
characteristics (e.g., different dimensionality or data
types). When the specific choice of τ is not crucial for

1While Budhathoki et al. [2022] use the natural base
e, we use base 2 logarithms to align with binary program
lengths in algorithmic information theory. In effect, we
express the outlier score in units of bits [Frank, 2005].

2Note that Tartakovsky et al. [2012] discuss anomalies
as change points over multiple observations, whereas we
focus on anomalies confined to an individual observation.

3This aligns in spirit with Von Kügelgen et al. [2023]
where events are also backtracked by attributing them to
the noise variables.

the discussion, we will simplify notation by dropping
the subscript. The arXiv version of Budhathoki et al.
[2022] extends this framework by introducing a joint
outlier score through “convolution”:

λ(x1, . . . , xn) :=
n∑

j=1
λ(xj | paj) (3)

− log
n−1∑
i=1

(
∑n

j=1 λ(xj | paj))i

i! .

The second term serves as a correction to ensure the
score maintains the properties of an IT score, provided
that the conditional distributions have densities with
respect to the Lebesgue measure.

1.3 MONOTONICITY OF SCORES

Okati et al. [2024] formalize an intuitive principle of
anomaly propagation: unless the connecting mecha-
nisms also behave anomalously, a moderate outlier
(measured by λ(x1)) should not cause an extreme out-
lier (measured by λ(x2)). This can be stated for the
bivariate causal relation X1 → X2 as follows:
Lemma 1.1 (Weak IT outliers rarely cause strong
ones). If λ are IT scores and X1 is a continuous vari-
able, the following inequality holds:

P (λ(X2) ≥ λ(x2) | λ(X1) ≥ c) ≤ 2c−λ(x2).

In other words, whenever we generate an anomaly x1
randomly from P (X1 | λ(X1) ≥ c) and then generate
X2 via its mechanism P (X2 | X1), the resulting outlier
score is unlikely to be much larger than c. The reason is
that the probability of an event of the form λ(Xj) ≥ c
decreases exponentially in c.

Note that Lemma 1.1 says nothing about any individual
x1 – some values of x1 may generate stronger outliers
with high probability, although “most” do not. For
instance, it’s easy to construct a deterministic relation
X2 = f(X1), whose non-linearity maps a tiny region of
non-anomalous values x1 to anomalous values x2. On
the other hand, whenever this occurs, it must either be
the case that the nonlinearity of f is specially “tuned”
to pick out those specific x1; or else, x1 is anomalous in
some other sense not captured by the feature τ1. Our
Independence of Mechanisms Principle will rule out the
former case, prompting the need for a general outlier
score to capture the latter case.

1.4 LIMITATIONS OF CURRENT
APPROACHES

Rigid definition of outliers λτ defines outliers in
terms of a feature statistic τ that is chosen in advance.



Sometimes, we only know what makes a sample abnor-
mal after seeing it, so we would like to be able to choose
τ with hindsight. For example, suppose P is univariate
Gaussian. It seems natural to define τ(x) := |x − µ|, so
that the anomaly detector flags extremely high or low
values. However, we might also like to flag observations
such as x = 0 or x = µ, as it would be a surprising
coincidence to see precisely these values. While the
probability density at these points may be high, intu-
itively it seems much more likely to guess these specific
numbers as a result of some alternative process differ-
ent from P , than it is to sample them from P (which
indeed occurs with probability zero).

As another example, suppose each component of a
continuous multivariate observation x represents the
reading of a different sensor. The signal transmission
from all d sensors may be broken in such a way that
all components equal to the same constant “idle” state
c. Such coincidences also indicate an unusual event.

Aggarwal [2016] describe a broad variety of different
outliers beyond the above toy examples: These can
be unusual frequencies of words in text documents
[Mohotti and Nayak, 2020], unexpected patterns in
images [Yakovlev et al., 2021], unusually large cliques
in graphs [Hooi et al., 2016], or points lying in low
density regions [Breunig et al., 2000].

No general decomposition rule While (3) nicely
decomposes the joint outlier score into mechanism-
specific conditional scores, a key limitation is that this
decomposition relies on defining the joint score based
on a sum of conditional scores. This does not suggest
that any reasonable outlier score (e.g., using a generic
feature function τ) for the joint observation can be
decomposed in this manner.

1.5 OUR CONTRIBUTIONS

This paper’s contributions are purely conceptual. We
do not propose a practical algorithm for outlier de-
tection or root cause analysis, as our core definitions
can only be computed in the infinite-runtime limit.
Instead, we provide a theoretical framework for cali-
brating and interpreting outlier scores. The framework
ensures that outlier scores meet three critical criteria:
(i) Comparability across diverse probability spaces and
data modalities. (ii) Non-increasingness along causal
chains of downstream effects, regardless of variable
modalities. (iii) Well-defined attribution of joint sys-
tem outlier scores to anomalies of mechanisms.

Our ideas were guided by the following general working
hypothesis, which we believe applies far beyond the
subject of this paper:

Principle 1.2 (Information Theory as a Guide). Good
information theoretic concepts enable many nice theo-
rems, but they are often hard to work with in practice.
However, together with distributional assumptions (e.g.
Gaussianity) they can boil down to simple concepts (e.g.
linear algebraic expressions). The resulting formulae
may be valid and useful beyond the distributional as-
sumptions (e.g. by virtue of linear algebra).

While Shannon information is sometimes hard to esti-
mate from small sample sizes, algorithmic information
is even worse: Kolmogorov complexity is not even com-
putable. Furthermore, its identities hold only up to
machine-dependent additive constants. Therefore, we
owe it to the reader to show that our algorithmic infor-
mation theoretic concepts trigger insights that can be
applied in practice, as we will try in Section 4.

The paper is structured as follows. Section 2 reviews
concepts from statistics, information theory, and causal-
ity that we build upon. Section 3 derives the decom-
position, and uses it to show that weak outliers do not
cause stronger ones. Section 4 discusses simple exam-
ples, and Section 5 a toy experiment. For a cleaner
exposition, we defer some formal proofs and definitions
to the supplementary material.

2 KEY INGREDIENTS

2.1 STATISTICAL TESTING WITH
E-VALUES INSTEAD OF P-VALUES

While p-values are the most famous measure of evidence
in statistical testing, e-values are recently gaining pop-
ularity for their superior ability to aggregate evidence
across multiple tests [Ramdas and Wang, 2024]. These
values are inconsistently scaled in the literature, with e-
values being comparable to reciprocals of p-values and
exponentials of algorithmic randomness scores. To re-
move any obfuscation arising from scaling conventions,
we introduce the following definitions.
Definition 2.1. A probability-bounded test (p-test)
in ratio form is a statistic Λ : X → [0, ∞] satisfying
∀ε > 0, P (Λ(X) ≥ 1/ε) ≤ ε. An expectation-bounded
test (e-test) in ratio form is a statistic Λ : X → [0, ∞]
satisfying EX∼P (Λ(X)) ≤ 1.

We say a statistic Λ : X → [0, ∞] is a p-test (or e-test)
in probability form, if 1/Λ is a p-test (or e-test) in ratio
form. Note that what is commonly called a “p-value” is
a p-test in probability form, satisfying Λ(X) ≤ ϵ with
probability at most ϵ. In contrast, what the literature
calls an “e-value” is an e-test in ratio form.

Similarly, a statistic λ : X → [−∞, ∞] is a p-test (or
e-test) in log form, if 2λ is a p-test (or e-test) in ratio



form. Our convention is to use lowercase symbols like
λ to indicate log form. For more details on tests, see
Section 7 in the supplementary material.

p-tests provide a straightforward way to control the
Type I error rate, i.e., false positives. While we want to
be flexible about what kinds of anomalies to consider,
we should insist that most samples from P are not
outliers. To ensure that samples from P are labeled as
outliers at a rate no larger than a desired threshold ϵ,
we choose a p-test and flag only those samples whose
scores are above 1/ϵ (i.e., below ϵ when expressed in
probability form).

By Markov’s inequality, every e-test is also a p-test.
Hence, e-tests achieve the same false positive rate; how-
ever, they are more conservative. In return, e-tests
offer many advantages related to composability and
optional stopping [Grünwald et al., 2020, Ramdas et al.,
2023, Ramdas and Wang, 2024]. Our main result, The-
orem 3.2, concerns a general-purpose e-test that con-
veniently decomposes into a sum of contributions, at-
tributable to a causal network’s mechanisms.

2.2 BASIC NOTIONS FROM
ALGORITHMIC INFORMATION
THEORY

In a very general sense, an observation x may be deemed
an outlier whenever it belongs to a low-probability set
that is flagged by some computable test. This condition
can be rephrased in terms of the length of a compressed
description of x.

To formalize description lengths, we fix a universal
prefix-free Turing machine, and discretize our variables
so that their values can be written as strings. The
conditional Kolmogorov complexity K(x | y) is the bit
length of the shortest program p that outputs x when
given access to another string y [Li and Vitányi, 2019].
It satisfies the Kraft inequality

∑
x 2−K(x|y) < 1. When

y is the empty string, we simply write K(x). Just as
Shannon’s entropy measures information content for
a probability distribution, K(x) measures it for an
individual sample x.

Using a standard prefix-free encoding of n-tuples, Li
and Vitányi [2019] also define the joint Kolmogorov
complexity K(x1, . . . , xn). By analogy with Shannon’s
mutual information, they define the algorithmic mutual
information between x and y, conditional on z∗, by

I(x : y | z∗) := K(x | z∗) + K(y | z∗) − K(x, y | z∗)
+= K(x | z∗) − K(x | (y, z)∗).

Here, z∗ denotes a shortest program that outputs z,
and += denotes equality up to a constant dependent on

the universal machine, but not on x or y4. We say x and
y are conditionally independent given z∗, abbreviated
as x ⊥⊥ y | z∗, if I(x : y | z∗) += 0.

2.3 UNIVERSAL TESTS

Semicomputable p- and e-tests are called Martin-Löf
and Levin tests, respectively. Each class of tests can be
aggregated, resulting in universal tests that effectively
combine every conceivable anomaly scoring algorithm,
in order to detect the broadest possible variety of out-
liers. Section 8 in the supplementary material contains
more details; here we give a brief overview.
Definition 2.2 (Domination property). For two sta-
tistical tests λ1 and λ2 expressed in log form, we say
λ1 dominates λ2 if there exists a constant c ∈ R such
that for all observations x in the sample space,

λ1(x) ≥ λ2(x) − c.

Intuitively, this means λ1 can detect at least all the
anomalies that λ2 can detect, up to a constant term.

The domination property provides a natural way to
compare the power of different statistical tests. Since
Definition 2.1 restricts us from increasing a test ev-
erywhere, it is perhaps surprising that the class of
semicomputable tests contains a universal test that
dominates all the others.
Theorem 2.3 (Universality of randomness deficiency).
Let X be a discrete space that can be interpreted as a
subset of {0, 1}∗ in a canonical way, and P be a com-
putable probability distribution on X (i.e., with finite
description length). Then, the randomness deficiency
of x ∈ X , defined by

δ(x) := − log P (x) − K(x | P ∗), (4)

is a universal e-test, dominating all other semicom-
putable e-tests.

The intuition behind Eq. (4) is that typical samples
from a distribution P are optimally compressed by en-
codings of length − log P (x). When a sample x can be
compressed beyond this theoretical limit, we consider it
“anomalous”. This includes the case where we observe
x = 0 from a discretized centered Gaussian distribution.
Despite being the mode of the distribution, 0 is con-
sidered anomalous because its negative log-likelihood
− log P (x) is substantially larger than its Kolmogorov
complexity K(0) += 0.

4Note that x∗ contains more information than x, be-
cause x is easily generated from x∗ but not vice versa.
Conditioning on x instead of x∗ would result in error terms
that are often constant, and at worst logarithmic in the
length of x [Gács, 2021].



Example 1 (Uniform distribution). When P is uni-
form over all 2d binary strings of length d, (4) becomes
δ(x) = d − K(x | P ∗) += d − K(x | d), measuring the
degree to which x is compressible.

When a distributional estimate P̂ is inferred from data,
[Bishop, 1993] uses the “reconstruction loss” − log P̂ (x)
as an outlier score. Without further considerations, this
score is not calibrated, because there may be a huge
region with low density, with high total probability.
However, if the term K(x | P ∗) is also small, then we
can say that x is special within this huge set.5

2.4 ALGORITHMIC MARKOV
CONDITION AND INDEPENDENCE
OF MECHANISMS

In order to identify root causes of an anomaly, we would
like to decompose the randomness deficiency into a
sum of contributions from each causal mechanism in a
Bayesian network. Our framework for doing so requires
an algorithmic analogue of the causal Markov condi-
tion. Specifically, Janzing and Schölkopf [2010] propose
an adaptation of (1) that characterizes algorithmic
dependencies between individual objects, rather than
statistical dependencies between random variables:

Postulate 2.4 (Algorithmic Markov condition). Let
x1, . . . , xn be binary words describing objects whose
causal relations are given by the DAG G. Then the
joint complexity of (x1, . . . , xn) decomposes as

K(x1, . . . , xn) +=
n∑

j=1
K(xj | pa∗

j ).

Furthermore, for any three sets R, S, T of nodes such
that R and S are d-separated by T , we have

R ⊥⊥ S | T ∗.

Janzing and Schölkopf [2010] argue that, within a causal
Bayesian network whose nodes represent random vari-
ables, the mechanisms PXj |PAj

constitute independent
information-bearing objects. Given m observations of
n-tuples (x1

1, . . . , x1
n), . . . , (xm

1 , . . . , xm
n ), they define a

DAG Gm that connects the n mechanisms PXi|PAi
with

the n × m observations in the following way: Each xl
i

has the observations pal
i and the node PXi|PAi

as par-
ents, formalizing the idea that the mechanisms PXi|PAi

5Note that conformal p-values [Bates et al., 2021] do not
require any parametric assumptions or density estimation,
since their coverage guarantees rely on exchangeability alone.
However, statements on conditional coverage [Barber et al.,
2019] are too weak for our purpose of calibrating conditional
outlier scores.

determine how the parents in G influence the respective
observation. Figure 1 shows Gm for the DAG X → Y .
For our purpose, it is sufficient to consider G1, where
we have only one observation xj from each node Xj

in G. Accordingly, we construct G1 from G as follows:
replace each variable Xj with its observation xj , and
make PXj |PAj

a parent of Xj . Each PXj |PAj
becomes

a root node, and these are the only root nodes in G1.
This placement of PXj |PAj

as root nodes, which implies
their algorithmic independence, formalizes the Inde-
pendence of Mechanisms6. Applying the algorithmic
Markov condition to G1 yields:

Lemma 2.5 (Conditional irrelevance of other mecha-
nisms and predecessors when parents are given). Let
X1, . . . , Xn be causally ordered. Given its parents paj

and the mechanism PXj |PAj
, none of the other mecha-

nisms (PXi|PAi
)i ̸=j and none of the causal predecessors

(xi)i<j enable further compression of xj. That is,

xj ⊥⊥ (xi)i<j , (PXi|PAi
)i̸=j | (paj , PXj |PAj

)∗.

3 DECOMPOSITION OF
RANDOMNESS DEFICIENCY

We start by presenting the decomposition of random-
ness deficiency in the bivariate case. Specifically, con-
sider the DAG X → Y between a cause X and its
effect Y . Extending Eq. (4) to joint and conditional
distributions, define the joint randomness deficiency of
outcomes (x, y) with respect to PX,Y by

δ(x, y) := − log P (x, y) − K(x, y | (PX,Y )∗), (5)

and the conditional randomness deficiency by

δ(y | x) := − log P (y | x) − K(y | (x, PY |X)∗). (6)

Lemma 3.1. (Decomposition of randomness deficiency
for a cause-effect pair) For any two random variables
X → Y (i.e., X being the cause of Y ), and for individ-
ual observations x and y, the following equality holds
under Postulate 2.4 for the DAG in Figure 1:

δ(x, y) += δ(x) + δ(y | x)

The proof relies on Lemma 2.5, and is provided in
Section 9 of the supplementary. The following example
shows why Independence of Mechanisms is essential in
order for the randomness deficiency to be additive.

6Janzing and Schölkopf [2010] call the algorithmic inde-
pendence of different PXj |PAj

Independence of Mechanisms.
Here, we prefer using this term for the underlying idea
of applying the Algorithmic Markov Condition with the
mechanisms as root nodes.



x2PX

x1

xm

y1

y2

ym

PY |X

. . . . . .

Figure 1: x1, . . . , xm sampled from PX , y1, . . . , ym sam-
pled from PY |X .

Example 2 (No additivity without Independence of
Mechanisms). Let X = Y = {0, 1}d and PX be the
uniform distribution. Furthermore, let PY |X be the de-
terministic mechanism

P (y | x) = 1 iff y = x ⊕ x0,

where ⊕ denotes bitwise XOR and x0 is an algorith-
mically random string with K(x0) = d. Since PY |X is
deterministic, we always have δ(y | x) += 0.

Consider the input x = x0, which violates the condi-
tional independence relation x ⊥⊥ PY |X | PX . Then,
δ(x) += 0 because x is random with respect to PX , but
δ(x, y) += d ≫ 0 because (x, y) = (x0, 0d) is a simple
function of x0, which is easily deciphered from PX,Y .
Since x is non-generic relative to PY |X , we find that
the randomness deficiency of (x, y) cannot be attributed
to x, nor to the mechanism generating y from x.

The multivariate generalization of Lemma 3.1 is this
paper’s main result:

Theorem 3.2 (Decomposition of multivariate joint
randomness deficiency). Let the set of strings
x1, x2, . . . , xn be causally connected by a directed acyclic
graph G, so that the causal Markov condition holds
for Gm. Then, the joint randomness deficiency of
x1, x2, . . . , xn decomposes into a sum of conditional
randomness deficiencies of the mechanisms:

δ(x1, . . . , xn) +=
n∑

j=1
δ(xj | paj),

where δ(xj | paj) denotes the randomness deficiency of
xj given its parents.

The proof is by induction over the number n of nodes; in
order to chain the += equalities, we treat n as a constant.
See Section 9 in the supplementary for details, as well
as a proof of the following corollary:

Corollary 3.3 (Weak outliers do not cause stronger
ones). If there is a unique root cause j ∈ {1, . . . , n},

in the sense that

δ(xi | pai)
+= 0 for i ̸= j,

and the conditions of Theorem 3.2 are met, then

δ(xi)
+
≤ δ(xj | paj) ∀i ∈ {1, . . . , n}. (7)

In essence, (7) states that none of the nodes has a
randomness deficiency exceeding that of the root cause.
In a nutshell, “weak outliers cannot cause strong ones”.
– We have thus found an AIT version of Lemma 1.1.7 It
is worth noting that Levin [1984] (see also Gács [2021])
demonstrated a similar principle, calling it randomness
conservation. It says that the output of a mechanism
cannot exhibit a substantially larger randomness defi-
ciency than the input - under the condition that the
mechanism itself has a constant description length. In
physics, randomness deficiency corresponds to a lack
of entropy [Zurek, 1989, Gács, 1994]. Therefore, the
second law of thermodynamics amounts to an instance
of randomness conservation [Ebtekar and Hutter, 2025].
In our context, simplicity of mechanisms is generalized
by the independence of mechanisms.

4 RELATION TO COMPUTABLE
ANOMALY SCORES

In practice, we cannot directly use the randomness de-
ficiency to detect outliers, because it is not computable.
However, it is semicomputable: by searching over de-
scriptions of x, one can gradually improve the upper
bound on its Kolmogorov complexity, thus obtaining
approximations that monotonically approach the ran-
domness deficiency in the limit. Since a generic search
would be extremely slow, the search should focus on fea-
tures or models suitable to the domain in question. We
leave the development of good domain-specific anomaly
search algorithms to future work.

On the other hand, the search need not be performed
algorithmically. During statistical analysis, one may
identify any computable feature, perhaps even after
observing x, and from it derive a lower bound on the
randomness deficiency.

This section describes simple scenarios in which such
bounds boil down to simple and well-known outlier
scores. Thus, the randomness deficiency provides a prac-
tical recipe for obtaining and calibrating computable
scores. Moreover, its theoretical properties motivate us
to seek computable scores with the same desirable prop-
erties: decomposition of joint scores into scores of the
mechanisms and monotonicity under marginalization.

7Hence, in the language of modern resource theories in
physics [Coecke et al., 2016], Definition 5.1, an anomaly is
a “resource” and δ a “monotone” measuring its value.



Example 3 (z-score). For a Gaussian variable X ∼
N (µ, σ), the squared z-score reads z2(x) := (x−µ)2/σ2.

At a fixed level of precision, K(x | P ∗)
+
≤ 2 log |x − µ|.

Substituting the log likelihood

− log P (x) = log
√

2πσ + log e

2 z2(x),

and treating σ as a constant, yields

δ(x)
+
≥ log e

2 z2(x) − 2 log |x − µ|.

Note that while the well-known identity E[z2] = 1
tells us that z2 is an e-value, the universal e-value
2δ ≈ ez2/2 provides far stronger evidence at the tails.
Now we generalize to n > 1 dimensions:

Example 4 (Decomposing squared Mahalanobis dis-
tance). The randomness deficiency of a random vector
x ∈ Rn, drawn from a centered Gaussian, satisfies

δ(x)
+
≥ log e

2 xT Σ−1
X x − O(log ∥x∥∞),

where ΣX denotes the covariance matrix and n is treated
as a constant. The leading term is (log e)/2 times the
squared Mahalanobis distance (M-distance, for short).

Let X be generated by a causal Bayesian network with
linear structural equations X = AX + N, where A is
strictly lower triangular and Ni are independent noise
variables with variance σ2

i . Using the transformation
N = (I − A)X, we obtain a diagonal form

xT Σ−1
X x =

n∑
i=1

n2
i

σ2
i

.

For large ni, the expression n2
i /σ2 is roughly propor-

tional to the randomness deficiency of the mechanism
P (Xi | PAi). Hence, decomposition of randomness de-
ficiencies translates asymptotically to decompositions
of the squared M-distance (as used for multivariate
anomaly detection Aggarwal [2016]) into z2-scores. Fur-
thermore, M-distance is non-increasing with respect to
marginalization to a subset of variables (see Section 10
in the supplementary), resembling the monotonicity of
randomness deficiency.

Example 4 supports Principle 1.2: a conservative bound
on the randomness deficiency yields a computable e-
value, as a function of the z2-scores. Moreover, we
verified using linear algebra that the z2-score of any
variable cannot exceed the sum of all the “noise scores”.

Note that the upper bound in Corollary 3.3 is a con-
ditional randomness deficiency. The following example
shows that a root cause may have a smaller marginal
randomness deficiency than its downstream effects.

Example 5 (Root cause with small marginal score).
With Ni ∼ N (0, 1), consider the three-node model

X1 := N1,

X2 := 2X1 + N2,

X3 := X1 − X2 + N3.

Then, X2 ∼ N (0,
√

5). Starting from a typical observa-
tion, suppose we perturb x2 to some very large value.
Then, its marginal randomness deficiency δ(x2) in-
creases with x2

2/5, while its conditional randomness
deficiency δ(x2 | x1) increases with x2

2/1 (where we’ve
ignored the factor of log e

2 from Example 3). Since
X3 ∼ N (0,

√
3), δ(x3) increases with x2

2/3. Thus, for
large perturbations of x2, we have δ(x2) ≪ δ(x3) ≪
δ(x2 | x1) ≈ δ(x1, x2). If we use marginal scores, it
would seem as though x2 caused a stronger outlier x3.

This paradox resembles Example 2.1 in Li et al. [2024],
where it is phrased in terms of z2-scores. Following
Principle 1.2, we can describe it entirely in terms
of M-distances (which are just z2-scores in the one-
dimensional case): the M-distance of x3 can be larger
than the M-distance of its root cause x2, but not
larger than the M-distance of the pair (x1, x2), i.e.,
the full cause of x3. In other words, to fully quantify
the anomaly introduced by perturbing x2, we must also
account for the destroyed coupling between x1 and x2,
not only for the size of the value x2 itself.

The insight from algorithmic information theory is
that the anomaly scores of the vector (x1, x2) and the
scalar x3 are indeed comparable, and also comparable
to the conditional score of x2 given x1, because their
calibration was guided by the randomness deficiency.

In the following example, which could be easily gener-
alized to words over an arbitrary alphabet, randomness
deficiency essentially boils down to relative entropy:

Example 6 (m-bit binary word). Let us first consider
an m-bit word whose bits are set to 1 independently
with probability p. Counting the number of words w
with fixed Hamming weight ℓ yields the lower bound

δ(w)
+
≥ −ℓ log p−(m−ℓ) log(1−p)−log

(
m

ℓ

)
−O(log m).

Using Stirling’s approximation log m! = m log m −
m log e + O(log m), one can show that

δ(w)
+
≥ m · KL

(
ℓ

m
|| p

)
− O(log m), (8)

with the binary Kullback-Leibler distance

KL(q || p) := q log q

p
+ (1 − q) log 1 − q

1 − p
.



Here we see that words with unexpectedly low or unex-
pectedly Hamming weight are both assigned high outlier
scores, enabling us to compare both types of outliers.
This works despite the probability mass function being
monotonic in the Hamming weight ℓ.8

Many works [Aggarwal, 2016, Akoglu et al., 2012, Noble
and Cook, 2003] propose detecting anomalies by com-
pression, but consider anomalies that have higher com-
pression length than usual, seemingly in conflict with
the randomness deficiency which flags low compression
lengths. Example 6 resolves this paradox: for p < 1/2,
any word with K(w) > m · H(p) must have Hamming
weight larger than mp. Accordingly, its randomness de-
ficiency is bounded from below by (8). Hence, paradoxi-
cally, an unusually high compression length also implies
non-zero randomness deficiency, because it entails an
increase of the log likelihood term that outweighs the
observed increase in compression length.

More sophisticated notions of anomalies can be ob-
tained, for instance, when X is graph-valued and an
anomaly is given by large cliques [Aggarwal, 2016] –
e.g. when fraudsters work together frequently on illegal
activities, their communication is densely connected.
To estimate the random deficiency of a graph G with
a clique of size k, it suffices to define a probability
distribution on the set of graphs with m nodes, and
bound a graph’s description length by counting the
number of graphs with cliques of size k.

5 EXPERIMENT WITH
LEMPEL-ZIV COMPRESSION

So far we have accounted for the term K(x | P ∗) only
by very rough upper bounds rather than trying to
approximate it. Here we describe a toy scenario in
which we can detect anomalies using the Lempel-Ziv
compression algorithm; more difficult scenarios may
demand more powerful compression algorithms that
are closer to general AI.

Consider the causal DAG: X1 → X2 → · · · → Xn, with
the structural equations

X1 = N1; Xj = Xj−1 + Nj for j = 2, . . . , n. (9)

Moreover, suppose that every Nj for j = 1, . . . , n is
drawn from the uniform distribution on the set of
numbers in [0, 1] discretized to d ≫ 1 digits of preci-
sion. By choosing the uniform distribution, the terms
− log P (xj | xj−1) become constant; moreover, we have

8Cover and Thomas [2006], in Section 11.2, call a word
“ϵ-typical” when it satisfies KL

(
ℓ

m
|| p
)

≤ ϵ. Their equation
(11.67) finds that such a word occurs with probability at
least 1 − (m + 1)2 · e−ϵm.

K(xj | (xj−1, P )∗) += K(xj | xj−1). Since the con-
ditional distribution of each Xj , given its parent, is
uniform over the (discretized) interval [xj−1, xj−1 + 1],
the conditional randomness deficiency of xj reads

δ(xj | xj−1) += d · log 10 − K(xj | xj−1).

Suppose now we inject an anomaly at some node j by
setting nj to some numbers in {0, . . . , 0.9}. As a result,
xj and xj−1 now coincide in at most 2 digits, so that
K(xj | xj−1) += 0 and δ(xj | xj−1) += d · log 10.

Following Steudel et al. [2010], we approximate K(xj |
x∗

j−1) += K(xj , xj−1) − K(xj−1) by R(xj , xj−1) −
R(xj−1), where R denotes the length of a compressed
encoding using the Lempel-Ziv algorithm. Whenever
nj corrupts to a 1-digit number, Lempel-Ziv recognizes
that xj and xj−1 coincide with respect to all but 1 or
2 digits. Thus, R(xj , xj−1) ≈ R(xj−1), which lets us
infer the randomness deficiency of almost d log 10.

We conducted experiments to verify our findings for
n = 4, with the noise uniformly drawn from numbers
in [0, 1] with d = 10 digits. We randomly chose one
of the 4 nodes as “root cause” and set all but one
digit of its noise variables to zero. To detect the root
cause, we selected the label j that minimized Lempel-
Ziv compression length and found the right one in 100
out of 100 runs.

From a theoretical point of view, the example shows
that the joint observation can be anomalous (here in
the sense of showing two variables whose digits co-
incide largely), although none of the variables show
unexpected behaviour with respect to their marginal
distribution. Hence, the root cause can only be found
by inspecting which mechanism behaves unexpectedly.

6 CONCLUSIONS

The algorithmic randomness deficiency offers a princi-
pled unified definition of outliers, without prior spec-
ification of the feature that exposes the anomaly. On
a causal Bayesian network, we saw that the random-
ness deficiency of a joint observation decomposes along
individual causal mechanisms, subject to the Indepen-
dent Mechanisms Principle. This allows us to trace
anomalous observations back to their root causes, iden-
tifying specific mechanisms responsible for the anomaly.
Moreover, we showed that weak outliers cannot cause
strong outliers, extending Levin’s law of randomness
conservation. These foundational insights can help cal-
ibrate anomaly scores as well as inspire more versatile
anomaly detection algorithms, supporting root cause
analysis in complex systems.
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7 P-TESTS AND E-TESTS

Table 1 summarizes key differences between p-tests and e-tests. While p-tests are linked to controlling false
positive rates and p-values, e-tests are closely associated with likelihood ratios and betting game interpretations.

p-tests (Martin-Löf) e-tests (Levin)
Intuition False positives / p-values Betting games / likelihood ratios

Defining property ∀ϵ > 0, P (Λ(X) ≥ 1/ϵ) ≤ ϵ EX∼P (Λ(X)) ≤ 1
Prototypical example 1/P (τ(X) ≥ τ(x)) Q(x)/P (x)

Combination supi wiΛi

∑
i wiΛi

Combination (log form) supi{λi + log wi} log
(∑

i wi2λi
)

Universal test (log form) supi{λi(x) − K(i | P ∗)} − log P (x) − K(x | P ∗)

Table 1: Summary of types of test statistics (outlier scores)

Converting between p-Tests from e-Tests By Markov’s inequality, every e-test is also a p-test. Conversely,
Vovk and Wang [2021] describe a number of ways to calibrate any given p-test into an e-test. A natural choice is
the Ramdas calibration, which turns the p-test Λ into the e-test

Λ′(x) := Λ(x) − ln Λ(x) − 1
ln2 Λ(x)

. (10)

Example 7 (One-tailed p-value). For any feature statistic τ : X → R, the one-tailed p-value is given by

Λτ (x) := P (τ(X) ≥ τ(x)). (11)

It is easily verified to be a p-test in probability form. The outlier score (2) is the same test as the p-value (11), but
expressed in log form.

Example 8 (Likelihood ratio). For any alternative hypothesis described by a sub-probability distribution1 Q, the
likelihood ratio is given by

ΛQ(x) := Q(x)
P (x) . (12)

*These authors contributed equally to this work.
1The algorithmic information theory literature refers to sub-probability distributions as semimeasures. They generalize

probability measures by allowing their sum to be less than 1.



It is easily verified to be an e-test in ratio form; in fact, all e-tests can be written this way. By the Neyman-Pearson
lemma [Neyman and Pearson, 1933], when Q is a probability distribution, ΛQ is the optimal test to distinguish
between P and Q.

For the purposes of outlier detection, τ may be a feature for which a high value should be considered anomalous,
while Q might be a distribution that we expect would result from some kind of anomaly. In practice, we can
design many tests, each specializing in a different kind of anomaly. The following lemma allows us to merge many
such tests into one.

Lemma 7.1 (Combination tests). Let Λi (or λi) be a finite or countably infinite sequence of tests, with associated
weights wi > 0 summing to at most 1. Then:

• If Λi are p-tests in prob. form, so is infi
Λi

wi
.

• If Λi are p-tests in ratio form, so is supi wiΛi.
• If λi are p-tests in log form, so is supi{λi + log wi}.

• If Λi are e-tests in prob. form, so is
(∑

i
wi

Λi

)−1
.

• If Λi are e-tests in ratio form, so is
∑

i wiΛi.
• If λi are e-tests in log form, so is log

(∑
i wi2λi

)
.

Proof. Genovese et al. [2006] state a similar result for finitely many independent p-tests, calling the combination
test a weighted Bonferroni procedure. Vovk and Wang [2021] state a similar result for equally weighted e-tests.
It is fairly straightforward to extend these works to our setting; for completeness, the proof is as follows. First,
given some p-tests Λi in ratio form, we verify Definition 2.1 for their combination supi wiΛi:

P

(
sup

i
wiΛi(X) ≥ 1

ϵ

)
≤
∑

i

P

(
Λi(X) ≥ 1

wiϵ

)
≤
∑

i

wiϵ ≤ ϵ.

Next, given e-tests Λi in ratio form, we verify Definition 2.1 for their combination
∑

i wiΛi:

E
(∑

i

wiΛi(X)
)

=
∑

i

wi E(Λi(X)) ≤
∑

i

wi ≤ 1.

Transforming the tests into probability and log form yields the remaining results.

Example 9 (Two-tailed p-value). By combining the one-tailed p-values (11) for the feature statistics τ and −τ ,
each with weight 0.5, we obtain the two-tailed p-value

Λ±τ (x) := min {Λτ (x)/0.5, Λ−τ (x)/0.5)}
= 2 min {Pr(τ(X) ≥ τ(x)), Pr(τ(X) ≤ τ(x)))}.

From now on, we express tests in log form except where stated otherwise. By Lemma 7.1, a combination test
exceeds each of its component tests, up to the additive regularization term log wi which does not depend on the
sample x. Thus, by committing to a combination test prior to observing x, we effectively postpone the search
over the component tests until after observing x.

Unfortunately, the regularization term does depend on i, and becomes arbitrarily large as the number of tests
becomes large or infinite. If we want the combination test to be competitive with its most promising component
tests, it becomes important to choose the weights well [Wasserman and Roeder, 2006]. The problem of choosing wi

is analogous to that of choosing Bayesian priors, and is philosophically challenged by formal impossibility results
in the theory of inductive inference [Adam et al., 2019, Wolpert, 2023]. Fortunately, computability poses a useful
constraint on the set of permissible tests as well as priors [Rathmanner and Hutter, 2011]. It is suggestive that every
computable sequence of weights wi can be turned into a computable binary code with lengths ⌈− log wi⌉ [Cover
and Thomas, 2006]. Thus, minimizing the regularization penalty amounts to finding the shortest computable
encoding for i.



8 CONSTRUCTING THE UNIVERSAL E-TEST

To construct a universal e-test, we first need a few concepts from computability theory. We say a function
f : {0, 1}∗ → R is lower (or upper) semicomputable if it can be computably approximated from below (or above,
respectively). For example, the Kolmogorov complexity K is upper, but not lower, semicomputable: by running
all programs in parallel, we gradually find shorter programs that output x. We say f is computable if it is both
lower and upper and semicomputable.

We say a p-test or e-test is semicomputable, if it is lower semicomputable when expressed as a function in either ratio
or log form. A semicomputable p-test is called a Martin-Löf test [Martin-Löf, 1966], while a semicomputable e-test
is called a Levin test [Levin, 1976]. Intuitively, semicomputable tests detect more anomalies as computation time
increases. By restricting attention to semicomputable tests, it becomes possible to create universal combinations
of them.

We return to the problem of optimizing the weights in Lemma 7.1: we would like to dominate not only each of the
individual component tests, but also each of the combination tests obtainable by some computable sequence of
weights wi. Note that the constraints on wi amount to specifying a discrete sub-probability distribution. Among
all lower semicomputable discrete sub-probability distributions,

mi := 2−K(i|P ∗) (13)

is universal in the sense that for all alternatives w and all i,

log mi

+
≥ log wi − K(w | P ∗).

This also holds when P is replaced by any other piece of prior knowledge.

Now, applying Lemma 7.1 with the universal weights (13), to any sequence of p-tests λi in log form, yields their
universal combination

λ(x) := sup
i

{λi(x) − K(i | P ∗)}.

In the case where {λi}∞
i=1 is a computable enumeration of some Martin-Löf tests, λ is itself a Martin-Löf test. It

follows that if {λi}∞
i=1 enumerates all Martin-Löf tests, then λ is universal among them. Every program p that

outputs i with access to P , determines the feature λp := λi. Moreover, it satisfies |p| ≥ K(i | P ∗), with equality
for the shortest such program. Therefore, we can rewrite the universal Martin-Löf test as

ρ(x) := sup
p

{λp(x) − |p|}. (14)

With e-tests, the situation is even nicer because Equation (12) provides a one-to-one correspondence between
e-tests ΛQ and sub-probability distributions Q. Moreover, if we assume P to be computable, an e-test for it is
semicomputable (i.e., is a Levin test) iff its corresponding Q is lower semicomputable. Applying Lemma 7.1 with
the universal weights (13), to the likelihood ratios ΛQi

, yields their universal combination

Λ(x) :=
∑

i

miΛQi
(x) =

∑
i miQi(x)
P (x) .

In the case where {Qi}∞
i=1 enumerates all lower semicomputable sub-probability measures, Theorem 4.3.3 in

Li and Vitányi [2019] implies
∑

i miQi(x)×=m(x | P ∗), where ×= indicate equality up to a multiplicative term.
Switching to log form, we obtain the universal Levin test

δ(x) := log m(x | P ∗)
P (x) = log 1

P (x) − K(x | P ∗). (15)

By the Kraft inequality, it is an e-test in log form. Note that (15) is the difference between a Shannon code length
and a shortest program length for x. Intuitively, δ is high whenever the Shannon code derived from P is inefficient
at compressing x, indicating that x possesses regularities that are atypical of P .

The algorithmic information theory literature uses the term randomness deficiency to refer to either the universal
Martin-Löf test (14) or the universal Levin test (15). Keeping in mind conversions such as (10) between the two
types of tests, we will develop our theory in terms of the latter.



Example 10 (Feature Selection through Universal Tests). Consider an infinite sequence of basis feature functions
(fi), where log P is expressed as a linear combination of finitely many features: log P :=

∑
i αifi. When an

observation x exhibits atypical feature values under P , it would typically have a substantially higher likelihood
under some modified linear combination log P̃ :=

∑
i α̃ifi.

If we assume the description of P is given in terms of the coefficient vector α, we can bound the Kolmogorov
complexity:

K(x | P ∗)
+
≤ K(α̃ | α) + log 1

P̃ (x)
,

This leads to a lower bound on the Levin test:

δP (x) = − log P (x) − K(x | P ∗)
+
≥ log P̃ (x)

P (x) − K(α̃ | α).

The bound becomes large when the improvement in likelihood (first term) substantially exceeds the complexity
cost K(α̃ | α) required to modify the coefficients. This demonstrates how the universal tests naturally detect
feature-based anomalies: when certain feature statistics of x are unusual under P , there exists an alternative
distribution P̃ that better explains these feature values, leading to a high value of δP (x).

9 DECOMPOSITION OF RANDOMNESS DEFICIENCY

Lemma 3.1. (Decomposition of randomness deficiency for a cause-effect pair) For any two random variables
X → Y (i.e., X being the cause of Y ), and for individual observations x and y, the following equality holds under
Postulate 2.4 for the DAG in Figure 1:

δ(x, y) += δ(x) + δ(y | x)

Proof. By Eqs. (5) and (6), we have:

δ(x, y) += − log P (x, y) − K(x, y | (PX,Y )∗)
+= − log P (x, y) − K(x | (PX,Y )∗) − K(y | (x, PX,Y )∗),

δ(x) + δ(y | x) += − log P (x, y) − K(x | (PX)∗) − K(y | (x, PY |X)∗).

To complete the proof, it suffices to establish the following:

(1) K(x | (PX,Y )∗) += K(x | (PX)∗) and (2) K(y | (x, PX,Y )∗) += K(y | (x, PY |X)∗)

Proof of (1): Applying Lemma 2.5 to our bivariate case yields x ⊥⊥ PY |X | (PX)∗, meaning that PY |X becomes
irrelevant when predicting x from a shortest program for PX . Hence,

K(x | (PX,Y )∗) += K(x | (PY |X , PX)∗) += K(x | (PX)∗).

Proof of (2): Again applying Lemma 2.5, y ⊥⊥ PX | (x, PY |X)∗, meaning that PX becomes irrelevant when
predicting y from a shortest program for x and PY |X . Hence,

K(y | (x, PX,Y )∗) += K(y | (x, PY |X , PX)∗) += K(y | (x, PY |X)∗).

Theorem 3.2 (Decomposition of multivariate joint randomness deficiency). Let the set of strings x1, x2, . . . , xn

be causally connected by a directed acyclic graph G, so that the causal Markov condition holds for Gm. Then, the
joint randomness deficiency of x1, x2, . . . , xn decomposes into a sum of conditional randomness deficiencies of the
mechanisms:

δ(x1, . . . , xn) +=
n∑

j=1
δ(xj | paj),

where δ(xj | paj) denotes the randomness deficiency of xj given its parents.



Proof. We prove this theorem by induction on n.

Base case: When n = 1, we have pa1 = ∅, so the claim is trivial.

Inductive Hypothesis: Assume that for any sequence of n − 1 strings x1, x2, . . . , xn−1,

δ(x1, . . . , xn−1) +=
n−1∑
j=1

δ(xj | paj).

Inductive Step: Now we must prove the statement holds for n strings. The statistical Markov condition yields

P (xn | x1, . . . , xn−1) = P (xn | pan).

Meanwhile, the algorithmic Markov condition gives us Lemma 2.5, which implies

xn ⊥⊥ x1, . . . , xn−1 | (pan, PXn|PAn
)∗.

Together with PXn|X1,...,Xn−1 = PXn|PAn
, this yields

K(xn | (x1, . . . , xn−1, PXn|X1,...,Xn−1)∗) += K(xn | (pan, PXn|PAn
)∗).

Putting these results together,

δ(xn | x1, . . . , xn−1) := − log P (xn | x1, . . . , xn−1) − K(xn | (x1, . . . , xn−1, PXn|X1,...,Xn−1)∗)
+= − log P (xn | pan) − K(xn | (pan, PXn|PAn

)∗)
= δ(xn | pan).

Finally, we combine the inductive hypothesis with Lemma 3.1, substituting x := (x1, . . . , xn−1) and y := xn:

δ(x1, . . . , xn) += δ(x1, . . . , xn−1) + δ(xn | x1, . . . , xn−1)

+=
n∑

j=1
δ(xj | paj).

This completes the inductive step and the proof.

Corollary 3.3 (Weak outliers do not cause stronger ones). If there is a unique root cause j ∈ {1, . . . , n}, in the
sense that

δ(xi | pai)
+= 0 for i ̸= j,

and the conditions of Theorem 3.2 are met, then

δ(xi)
+
≤ δ(xj | paj) ∀i ∈ {1, . . . , n}. (7)

Proof. Corollary 4.1.11 of Gács [2021] states that δ is non-increasing under marginalization. That is, for all i,

δ(xi)
+
≤ δ(x1, . . . , xn).

Decomposing the joint randomness deficiency of x1, . . . , xn according to Theorem 3.2,

δ(x1, . . . , xn) +=
n∑

i=1
δ(xi | pai)

= δ(xj | paj) +
n∑

i ̸=j, i=1
δ(xi | pai)

+= δ(xj | paj).

Putting these results together yields
δ(xi)

+
≤ δ(xj | paj).



10 NON-INCREASINGNESS OF MAHALANOBIS DISTANCE

Let x ∈ Rn, and let Qx denote the projection of x onto the subspace spanned by the variables Xi1 , . . . , Xik
,

where k < n. We express the covariance matrix ΣX in block matrix form as

ΣX =
(

Σ11 Σ12
Σ21 Σ22

)
,

with index 1 referring to the variables i1, . . . , ik and 2 to the remaining variables. Using a known formula for
inversion of 2 × 2 block matrices (see Proposition 3.9.7 in Bernstein [2009]), we obtain

Σ−1
X =

(
Σ−1

11 + Σ−1
11 Σ12AΣ21Σ−1

11 −Σ−1
11 Σ12A

−AΣ21Σ−1
11 A

)
,

with A := (Σ22 − Σ21Σ−1
11 Σ12)−1. We now compute the difference between the squared Mahalanobis distances on

Rn and Rk:
xT Σ−1

X x − (Qx)T Σ−1
11 Qx = xT Cx, (16)

with

C :=
(

Σ−1
11 Σ12AΣ21Σ−1

11 −Σ−1
11 Σ12A

−AΣ21Σ−1
11 A

)
=
(

Σ−1
11 Σ12 0

0 −1

)(
A A
A A

)(
Σ21Σ−1

11 0
0 −1

)
.

Since A is positive semi-definite, and the rightmost matrix in the product is the transpose of the leftmost matrix,
it follows that C is also positive semi-definite. Hence, (16) is non-negative.
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