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Abstract001

Recent low-rank training methods, such as Ga-002
Lore, have significantly reduced the memory003
required to optimize large language models004
(LLMs). However, these methods often suf-005
fer from time-consuming low-rank projection006
estimations. In particular, the singular value007
decomposition (SVD) in GaLore can consume008
more than 80% of the total training time. To ad-009
dress this issue, we propose CrossLore, which010
uses cross-head low-rank projection to reduce011
the substantial time consumption in estimating012
low-rank projections for multi-head attention.013
In addition, we employ randomized subspace it-014
eration to achieve fast SVD. To further enhance015
performance, we propose sparsely coded resid-016
uals to reduce the errors caused by low-rank017
approximation on the first- and second-order018
moments of the optimizers and weight updates.019
We evaluate CrossLore on arithmetic reason-020
ing and natural language generation datasets.021
Our experiments demonstrate that CrossLore022
delivers superior performance while achieving023
approximately 4× fine-tuning speed compared024
to vanilla GaLore.025

1 Introduction026

As the sizes of language models grow rapidly, train-027

ing models from scratch for different tasks becomes028

impractical due to the significant time and computa-029

tional resources required. To address this challenge,030

current research and applications typically rely on031

pre-training large language models (LLMs) and032

subsequently fine-tuning them for specific down-033

stream tasks. This paradigm has demonstrated034

high efficiency across various tasks, including NLP,035

question-answering, and reasoning (Roziere et al.,036

2023; Li et al., 2023; Ouyang et al., 2022; Brown,037

2020).038

However, full fine-tuning of entire LLMs re-039

quires enormous memory, making it prohibitively040

expensive for individuals and start-ups. Parameter-041

efficient fine-tuning (PEFT) methods only fine-tune042
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Figure 1: We compare the time consumption for fine-
tuning LLaMA2-7B on different datasets with GaLore
and CrossLore.

a small number of the weights, significantly reduc- 043

ing the memory requirements (Lialin et al., 2023; 044

Ding et al., 2023). Among them, the methods based 045

on low-rank reparameterization, such as LoRA (Hu 046

et al., 2022), have attracted much attention due 047

to their impressive efficiency. Recently, a low- 048

rank adaptation method named GaLore (Zhao et al., 049

2024) demonstrated the ability to optimize an LLM 050

with 7 billion parameters on a consumer-level GPU 051

with 24 GB of memory. Low-rank adaptation meth- 052

ods achieve dramatic memory reduction by updat- 053

ing the weights of LLMs in low-rank subspace, 054

thus reducing the number of fine-tuned weights. 055

We categorize existing low-rank adaptation meth- 056

ods into three groups based on how they construct 057

low-rank projections i.e., parameterized projection, 058

random projection, and analytic projection. 059

i) Parameterized projection. The representative 060

work is LoRA (Hu et al., 2022), which approxi- 061

mates the parameter updates as the product of two 062

trainable low-rank matrices. PiSSA (Meng et al., 063

2024) extends this by using SVD to decompose the 064

weight matrix and optimizing the principal compo- 065

nent with two trainable low-rank matrices, similar 066

to LoRA. LoRA has been further developed into ef- 067

ficient variants like QLoRA (Dettmers et al., 2023), 068
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which enhances computational efficiency and re-069

duces memory through quantization. AdaLoRA070

enhances LoRA by adaptively adjusting the rank071

of low-rank updates (Zhang et al., 2023).072

ii) Random projection. Methods in this cate-073

gory employ random projections to further reduce074

the memory consumption on parameterized projec-075

tions. Flora (Hao et al., 2024) develops LoRA by076

substituting one of the two low-rank matrices with077

a randomly generated matrix, reducing the mem-078

ory consumption with comparable performance.079

VeRA (Kopiczko et al., 2024) employs a shared080

pair of random projections across all layers, fine-081

tuning the model by training layer-specific scaling082

vectors.083

iii) Analytic projection. Both parameterized and084

random projections may lead to low-quality approx-085

imations of gradient or weight updates, as they lack086

analytic guarantees. In contrast, GaLore (Zhao087

et al., 2024) introduces analytic projections de-088

rived from SVD to ensure that the key compo-089

nents of the gradients are preserved after low-rank090

projections, thereby offering a more accurate and091

reliable approximation. Tensor-GaLore (George092

et al., 2025) extends GaLore from matrix-based to093

tensor-based low-rank optimization. Meanwhile,094

WeLore (JAISWAL et al., 2025) extends GaLore095

by adaptively determining the number of retained096

singular values based on their heavy-tail distribu-097

tion.098

Existing methods for estimating low-rank pro-099

jections involve a trade-off between approximation100

error and resource consumption (e.g., on memory101

and time). Parameterized and random projections102

lack the accuracy of analytic decomposition, lead-103

ing to uncertain quality, while analytic methods like104

SVD, though more precise, are computationally ex-105

pensive. For instance, in GaLore, SVD accounts106

for over 80% of the total time consumed during107

the fine-tuning process. Therefore, a faster and108

more accurate estimation of low-rank projections109

is essential to further boost the low-rank adaptation110

methods.111

In this paper, we propose a low-rank adaptation112

method, CrossLore, which employs cross-head low-113

rank projection to realize fast and high-quality es-114

timation. Algorithm 1 presents the pseudo-code115

of integrating CrossLore into AdamW, with the116

highlighted improvement over GaLore (Zhao et al.,117

2024). CrossLore utilizes a cross-head low-rank118

projection inspired by the architecture of multi-119

head attention, where the projection matrices for120

the gradient of query or key transforms are shared 121

across multiple attention heads. Such sharing re- 122

duces the computational complexity of low-rank 123

projection matrices in h-head attention from O(h3) 124

to O(h). Additionally, randomized subspace iter- 125

ation for SVD is utilized to further reduce compu- 126

tational complexity. Besides, CrossLore incorpo- 127

rates sparsely coded residuals, enabling a sparse 128

representation of low-rank approximation errors in 129

weight updates, which helps to mitigate estimation 130

inaccuracies caused by the cross-head low-rank 131

projection. We evaluate the proposed CrossLore 132

on natural language processing and arithmetic rea- 133

soning tasks, comparing it against state-of-the-art 134

low-rank adaptation methods. 135

The main contributions of this work are as fol- 136

lows: 137

• We introduce cross-head low-rank projection, 138

which reduces computational complexity by 139

sharing projection matrices across multiple 140

query or key projections. Besides, we employ 141

randomized subspace iteration to accelerate 142

the estimation of the projections. 143

• We mitigate the impact of low-rank approxi- 144

mation errors on weight updates by utilizing 145

sparsely coded residuals for the optimizer’s 146

moments, thereby enhancing the quality of the 147

weight updates. 148

• Experimental results demonstrate that the pro- 149

posed method surpasses state-of-the-art ap- 150

proaches, including LoRA and GaLore, in 151

fine-tuning LLMs for tasks such as arithmetic 152

reasoning and natural language generation. 153

2 Related Work 154

Parameter Efficient Fine-Tuning. A variety 155

of parameter-efficient fine-tuning methods have 156

emerged in recent years, enabling an increasing 157

number of institutions and researchers to fine- 158

tune LLMs to meet their specific requirements. 159

Adapters (Rebuffi et al., 2017; Houlsby et al., 2019; 160

Lin et al., 2020; Karimi Mahabadi et al., 2021b,a) 161

enable parameter-efficient fine-tuning by inserting 162

trainable layers into LLMs while keeping other 163

layers frozen. However, this approach also in- 164

troduces additional inference latency. BitFit (Za- 165

ken et al., 2021) selectively tunes only the biases 166

within the network, significantly reducing the num- 167

ber of parameters involved in fine-tuning. Prompt 168

tuning achieves parameter-efficient fine-tuning by 169
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Algorithm 1 CrossLore (PyTorch-like pseudocode)
1: for weight in model.parameters():
2: grad = weight.grad
3: # original space -> compact space
4: # cross-head low-rank projection
5: lor_grad,lor_proj = project(grad) ▷ Section 4.1
6: # update by AdamW or other optimizers
7: lor_update,lor_moments = update(lor_grad)
8: # sparsely coded residual
9: res_update = estimate(grad,lor_proj,lor_moments) ▷ Section 4.2

10: # compact space -> original space
11: update = project_back(lor_update) + res_update
12: weight.data += update

Note: The green background highlights the improvements over GaLore (Zhao et al., 2024).

optimizing a set of new input tokens or prompts170

for each task (Li and Liang, 2021; Lester et al.,171

2021; Hambardzumyan et al., 2021; Liu et al.,172

2023). Hu et al. (2022) introduced LoRA, propos-173

ing that weight updates are low-rank and can be174

expressed as the product of two low-rank matri-175

ces. Furthermore, the trainable parameters can176

be merged with the original weights, eliminating177

additional inference latency. Recent studies com-178

bined parameter-efficient fine-tuning methods with179

quantization to enhance memory efficiency dur-180

ing the fine-tuning of LLMs (Kwon et al., 2022;181

Dettmers et al., 2023; Chai et al., 2023; Xu et al.,182

2023). And DoRA (Liu et al., 2024), or Weight-183

Decomposed Low-Rank Adaptation, is a parameter-184

efficient fine-tuning method designed to enhance185

learning capacity and stability by decomposing pre-186

trained weights into magnitude and direction com-187

ponents, leveraging LoRA for directional updates,188

and achieving superior performance across tasks189

without additional inference costs.190

Parameter Sharing. Adam-mini partitions the191

model parameters into blocks based on the struc-192

ture of the Hessian matrix, assigning a unified193

second-order moment to all parameters within each194

block (Zhang et al., 2024). This approach signifi-195

cantly reduces the memory footprint of the second-196

order moment, thereby decreasing the optimizer’s197

memory usage. From a temporal perspective, Ga-198

Lore shares the same projection across a fixed num-199

ber of steps, reducing computational overhead. The200

above discussion demonstrates that many param-201

eters can be shared during fine-tuning, reducing202

memory usage or computational complexity.203

Low-Rank plus Sparse Matrix. Robust Prin-204

cipal Component Analysis (RPCA) decomposes a 205

data matrix into the sum of the product of low-rank 206

matrices and a sparse matrix and has been exten- 207

sively studied in both theory and applications (Lin 208

et al., 2010; Zhou and Tao, 2011; Liu et al., 2013; 209

Aravkin et al., 2014; Hintermüller and Wu, 2015; 210

Yi et al., 2016; Zhang and Yang, 2018). The recent 211

Robust Adaptation (RoSA) method extends Low- 212

Rank Adaptation (LoRA) by further decomposing 213

weight updates into the product of two low-rank 214

matrices, with an additional sparse matrix (Nikdan 215

et al., 2024). Using an optimizer to update both 216

the low-rank and sparse matrices, RoSA achieves 217

superior performance compared to LoRA. 218

3 Preliminaries 219

GaLore. Conventional PEFT methods, such as 220

LoRA (Hu et al., 2022), reduce the number of 221

parameters for fine-tuning LLMs. However, the 222

fixed low-rank nature of these methods limits the 223

effectiveness of weight updates, resulting in perfor- 224

mance inferior to full fine-tuning. GaLore (Zhao 225

et al., 2024) addresses this limitation by leverag- 226

ing the low-rank characteristics of gradients and 227

projecting them onto low-rank subspace, signifi- 228

cantly reducing the memory requirements for fine- 229

tuning LLMs, while still maintaining the capability 230

for full-parameter tuning. This approach enables 231

pre-training an LLM with 7 billion parameters on 232

a consumer-grade GPU, i.e., NVIDIA RTX 4090 233

with 24 GB memory. The low-rank projections 234

in GaLore are calculated via SVD and updated at 235

fixed intervals. Thus, the search space for param- 236

eters can dynamically change within the full-rank 237

space. 238
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4 Methods239

To reduce the time consumption of GaLore while240

improving performance, we propose CrossLore,241

which introduces two key components, i.e., cross-242

head low-rank projection and sparsely coded resid-243

ual. The cross-head low-rank projection enables244

efficient estimation of projection matrices with re-245

duced computational complexity. Meanwhile, the246

sparsely coded residual corrects the weight up-247

date errors caused by low-rank projection, ensuring248

more accurate fine-tuning.249

4.1 Cross-Head Low-Rank Projection250

GaLore demonstrates remarkable performance on251

PEFT, enabling the training of a 7B LLM on a GPU252

with just 24GB of memory. However, the SVD em-253

ployed in GaLore (Zhao et al., 2024) is inherently254

time-consuming. Figure 2a presents the time con-255

sumption for SVD and other operations during the256

fine-tuning of a LLaMA2-7B model using GaLore.257

The figure indicates that SVD accounts for more258

than 80% of the time consumption of the whole259

fine-tuning process. Moreover, SVD for the multi-260

head attention (MHA) layers alone takes about half261

of the fine-tuning process.262

4.1.1 Cross-Head Similarity for Simplified263

SVD264

Note that the three linear transformations across265

different heads share the same input and can be266

processed in parallel. Thus, in practical implemen-267

tations, such as the PyTorch implementation1, the268

linear transforms of different heads are concate-269

nated into a single matrix. Here, we denote the270

concatenated transforms as271

WQ ≜
[
WQ

1 ,WQ
2 , . . . ,WQ

h

]
,

WK ≜
[
WK

1 ,WK
2 , . . . ,WK

h

]
,

W V ≜
[
W V

1 ,W V
2 , . . . ,W V

h

]
.

(1)272

Existing low-rank based methods, such as273

LoRA (Hu et al., 2022) and GaLore (Zhao et al.,274

2024), conduct low-rank approximation on the up-275

dates of the concatenated multi-head transforms276

rather than on the updates of each individual head.277

Specifically, GaLore applies SVD to the gradient278

of a concatenated transform to get the low-rank279

projection. For instance, the r-rank (r < hdk) ap-280

proximation of the gradient ∇WQ ∈ Rdmodel×hdk281

1https://pytorch.org/docs/stable/generated/torch.nn.
MultiheadAttention.html
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Figure 2: Motivations for cross-head low-rank pro-
jection. (a) illustrates the time consumption of SVD
and other operations when fine-tuning an LLaMA2-7B
model on different datasets with GaLore. MHA is short
for multi-head attention. (b) presents the approximation
errors of low-rank projection with cross-head projec-
tion (i.e., CrossLore) and conventional projection (i.e.,
GaLore).

is 282

∇WQ = UΣV ≈ U:,:rΣ:r,:rV:r,: = PP⊤∇WQ,
(2) 283

where P ≜ U:,:r is the low-rank projection matrix 284

that contains the first r columns of U . The low-rank 285

projections for ∇WK and ∇W V are calculated 286

similarly. 287

Cordonnier et al. (2020) observed that the query 288

or key transforms of different attention heads 289

within the same layer are similar. The authors show 290

that the concatenated projection is low-rank even 291

though the projections of each head are of high 292

ranks. Therefore, we hypothesize that the gradi- 293

ent ∇WQ
i (or ∇WK

i ) of different heads within 294

the same layer are similar. Thus, we can obtain a 295

low-rank projection of the gradient of the concate- 296

nated transform ∇WQ (or ∇WK) via SVD on a 297
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randomly selected WQ
i (or∇WK

i ), i.e.,298

∇WQ
i = UiΣiVi ≈ (Ui):,:r(Σi):,:r(Vi):,:r299

= PiP
⊤
i ∇W

Q
i , (3)300

where Pi ≜ (Ui):,:r. Thus, the low-rank approx-301

imation of ∇WQ in the proposed CrossLore is302

achieved by with303

∇WQ ≈ PiP
⊤
i ∇WQ. (4)304

Figure 2b illustrates the approximation error305

of the gradients ∇WQ
i with a randomly selected306

multi-head attention head using the low-rank pro-307

jections using Equation 2 (vanilla GaLore) and308

Equation 4 (cross-head low-rank projection). The309

errors in Equation 4 are larger than those in Equa-310

tion 2, as shown in Figure 2b. However, both errors311

remain relatively low. Moreover, existing research312

indicates that a certain degree of noise does not313

necessarily compromise the final performance of314

the model; in some cases, it may even enhance315

its robustness (Neelakantan et al., 2015; Li et al.,316

2020; Wu et al., 2020). The results presented in Fig-317

ure 3 and Figure 4 further support this perspective.318

We further introduce sparsely coded residual to319

reduce for this discrepancy, as discussed in Sub-320

section 4.2. Since the computational complexity321

of SVD is O(mn × min(m,n)) for a matrix of322

m × n elements, the computational complexity323

for the SVD operations of ∇WQ ∈ Rdmodel×hdk324

and ∇WK ∈ Rdmodel×hdk can be reduced from325

O(h3d3k) to O(hd3k). As a reference, h is set to 32326

in LLaMA2-7B.327

4.1.2 Fast SVD with Randomized Subspace328

Iteration329

To further reduce the time consumption on SVD,330

we adopt the randomized subspace iteration al-331

gorithm proposed by Halko et al. (2011), which332

is a fast implementation of SVD. To obtain the333

m× r low-rank projection matrix from an m× n334

matrix, the randomized subspace iteration can re-335

duce the computational complexity from O(mn×336

min(m,n)) to O(mn× log(r)). Specifically, the337

computational complexity for the SVD operations338

of ∇WQ and ∇WK can be reduced from O(hd3k)339

to O(hd2k × log(r)).340

Furthermore, randomized subspace iteration also341

reduces memory consumption during fine-tuning.342

SVD of an m× n matrix produces three matrices343

with the shapes of m×m, min(m,n), and n× n.344

However, we only use one matrix of m×m or n×n345

to get the low-rank projection matrix. Randomized 346

subspace iteration only produces a r × r matrix 347

during SVD, which consumes significantly less 348

memory. The experiments in Section 5 demonstrate 349

the advantages of randomized subspace iteration 350

regarding time efficiency and memory usage. 351

4.2 Sparsely Coded Residual 352

The low-rank projection of the gradients can signifi- 353

cantly reduce the memory consumption during fine- 354

tuning, along with the low-rank first- and second- 355

order moments for optimizers. However, the low- 356

rank projection may not always be the main com- 357

ponent of practical implementations. For instance, 358

the low-rank projections are updated every hundred 359

steps during fine-tuning due to the high computa- 360

tional complexity of SVD, making it challenging 361

to apply low-rank projections at every step. More- 362

over, the cross-head low-rank projection introduces 363

increased approximation error due to cross-head 364

sharing and randomized subspace iterations, lead- 365

ing to less accurate SVD results. Consequently, 366

the low-rank first- and second-order moments for 367

the optimizers are also imprecise. To address this, 368

we estimate the residuals using a sparse represen- 369

tation, which improves the quality of the first- and 370

second-order moments. 371

4.2.1 Low-Rank Approximation Residual of 372

Moments 373

Let Gt ∈ Rm×n be the gradient of t-th step, and 374

Pt ∈ Rm×r be the low-rank projection of t-th step, 375

the residual of low-rank approximation of Gt is 376

∆Gt = Gt − PtP
⊤
t Gt. (5) 377

The first- and second-order moments (denoted as 378

Mt and Vt, with Mt, Vt ∈ Rm×n) for common 379

optimizers, such as Adam, AdaGrad, and AdamW, 380

are estimated as 381

Mt = β1Mt−1 + (1− β1)Gt,

Vt = β2Vt−1 + (1− β2)Gt ⊙Gt,
(6) 382

where β1 and β2 are decay rates of the moments, 383

and ⊙ means element-wise multiplication. The 384

low-rank first- and second-order moments (denoted 385

as M ′
t and V ′

t , with M ′
t , V

′
t ∈ Rr×n) used in Ga- 386

Lore are realized by 387

M ′
t = β1M

′
t−1 + (1− β1)P

⊤
t Gt,

V ′
t = β2V

′
t−1 + (1− β2)(P

⊤
t Gt)⊙ (P⊤

t Gt).
(7) 388

5



The low-rank approximation residuals of the mo-389

ments are390

∆Mt = Mt − PtM
′
t , ∆Vt = Vt − PtV

′
t . (8)391

Equation 8 can be extended into the following form392

considering Equation 5, 6, and 7,393

∆Mt ≈ β1∆Mt−1 + (1− β1)∆Gt,

∆Vt ≈ β2∆Vt−1 + 2(1− β2)(PtP
⊤
t Gt)⊙∆Gt,

(9)394

The detailed inference is provided in Appendix A.395

Equation 9 depicts the evolution of the low-rank396

approximation residual of the moments during fine-397

tuning. Thus, we employ two additional variables398

in fine-tuning as the estimate of the low-rank ap-399

proximation residual, and the two variables update400

following Equation 9.401

Furthermore, the approximation residual of the402

moments leads to bias in parameter updates. The403

bias formulation depends on the specific form of404

the optimizer, and we use AdamW as an example.405

Let ∆Wt and ∆W ′
t be the full-rank parameter up-406

date and the low-rank reconstruction of W at step407

t, then the following equations hold.408

∆Wt =
Mt/

(
1− βt

1

)√
Vt/ (1− βt

2) + ϵ
, (10)409

410

∆W ′
t =

PtM
′
t/

(
1− βt

1

)√
PtV ′

t / (1− βt
2) + ϵ

. (11)411

Then the low-rank approximation error of the up-412

date, denoted as δt, is413

δt = ∆Wt −∆W ′
t414

≈
∆Mt/

(
1− βt

1

)√
(∆Vt + PtV ′

t )/ (1− βt
2) + ϵ

. (12)415

Equation 12 demonstrates the evolution of low-416

rank approximation error of the update during fine-417

tuning, which is also used in the proposed sparsely418

coded residual.419

4.2.2 Sparse Indexing Matrix for the420

Residuals421

We can leverage the residuals in Equation 9 and422

Equation 12 to improve the quality of the updates423

during the optimization process. However, the424

residuals in Equation 9 and 12 are full-rank matri-425

ces, i.e., ∆Mt,∆Vt, δt ∈ Rm×n, consuming enor-426

mous memory during fine-tuning. To incorporate427

the residuals in memory-efficient PEFT methods,428

Algorithm 2 Sparsely Coded Residual of AdamW

1: given time step t, gradient Gt ∈ Rm×n, sparse
indexing matrix L ∈ Rm×n, low-rank pro-
jection Pt ∈ Rm×r, second-order low-rank
moment V ′

t ∈ Rr×n, first- and second-order
moment residuals ∆Mt−1,∆Vt−1 ∈ Rm×n,
constant ϵ

2: Ĝt ← PtP
⊤
t Gt

3: ∆Gt ← (Gt − Ĝt)⊙ L
4: ∆Mt ← β1∆Mt−1 + (1− β1)∆Gt

5: ∆Vt ← β2∆Vt−1 + 2(1− β2)Ĝt ⊙∆Gt

6: ∆M̂t ← ∆Mt/(1− βt
1)

7: ∆V̂t ← ∆Vt/(1− βt
2)

8: δt ← ∆M̂t/

(√
PtV ′

t /(1− βt
2) + ∆V̂t + ϵ

)
9: return compact residual δt

we employ sparse representations with a sparse 429

indexing matrix preserving the most significant el- 430

ements of the residuals. 431

We introduce a warm-up stage to determine the 432

sparse indexing matrix essential for efficient fine- 433

tuning. This warm-up stage occurs during the first 434

k steps of the fine-tuning process. At the end of 435

the warm-up stage, the positions for the top-1% 436

absolute values in the reconstructed first-order mo- 437

ment (i.e., PtM
′
t) are recorded and used to create 438

the sparse indexing matrix. This allows the approx- 439

imation residuals for both moments and updates to 440

be stored in sparse matrices, significantly reducing 441

memory requirements. During the warm-up stage, 442

the residuals are set to 0. 443

Algorithm 2 presents the whole process for ob- 444

taining the compact residuals at the t-th (t > k) 445

step of AdamW. Please note that the proposed 446

method can also be incorporated into other opti- 447

mizers with moments, such as Adam and AdaGrad, 448

to improve the quality of updates with low-rank 449

approximation. 450

5 Experiments 451

In this section, we present a series of experiments 452

to evaluate the effectiveness of CrossLore. We com- 453

pare our proposed method against a range of base- 454

lines in fine-tuning the LLaMA2-7B and LLaMA2- 455

13B models (Touvron et al., 2023), specifically fo- 456

cusing on tasks related to arithmetic reasoning and 457

natural language generation, to assess its overall 458

performance. 459

Implementation Details. We fine-tune all lay- 460
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Datasets GSM8k MAWPS
Methods Rank Time↓ Mem.↓ Acc. (%)↑ Time↓ Mem.↓ Acc. (%)↑
LoRA 16 0.53 15.40 25.55 0.38 14.11 47.90
DoRA 16 1.12 14.76 22.84 0.68 13.88 47.48
GaLore 16 3.48 15.33 26.31 2.58 15.06 62.61
CrossLore 16 0.88 15.10 27.47 0.62 14.84 63.87
LoRA 128 0.53 16.99 30.78 0.45 15.64 65.97
DoRA 128 1.18 16.17 29.36 0.72 16.17 66.81
GaLore 128 3.50 16.06 33.66 2.61 15.79 64.29
CrossLore 128 0.92 15.73 34.65 0.62 15.44 67.64

Table 1: Comparison of fine-tuning LLaMA2-7B with different PEFT methods on the GSM8k and MAWPS datasets.
The metrics for fine-tuning time (Time) and memory consumption (Mem.) are ‘hours’ and ‘GB’.

ers of the LLaMA2-7B and LLaMA2-13B models,461

adding sparsely coded residuals only in the query462

and key projections, and load the parameters in463

bfloat16 format. For the arithmetic reasoning464

task, we evaluate the accuracy on the test set, while465

for the natural language generation task, we mea-466

sure both the similarity and quality of the gener-467

ated text compared to the reference text. All these468

experiments on LLaMA2-7B are carried out on469

an NVIDIA RTX 4090 GPU with 24GB of mem-470

ory, using the Llama-Factory framework (Zheng471

et al., 2024) for implementation. Additionally, ex-472

periments on LLaMA2-13B are conducted on an473

NVIDIA A800 GPU.474

Baselines. We apply CrossLore with the follow-475

ing baseline methods:476

i) LoRA (Hu et al., 2022) enables efficient model477

adaptation by freezing the backbone network and478

optimizing only low-rank adapters.479

ii) GaLore (Zhao et al., 2024) is a memory-480

efficient full-parameter fine-tuning method that sig-481

nificantly reduces memory usage by projecting gra-482

dients onto a low-rank subspace.483

iii) DoRA (Liu et al., 2024) builds on LoRA by484

decomposing weights into magnitude and direction,485

enhancing learning efficiency and stability.486

5.1 Arithmetic Reasoning487

Setups. For the arithmetic reasoning task, we488

utilize the GSM8k and MAWPS datasets to fine-489

tune and evaluate the models (Cobbe et al., 2021;490

Koncel-Kedziorski et al., 2016). We set the rank r491

to 16, 32, 128 and 256 for LoRA, DoRA, GaLore,492

and CrossLore. Detailed hyperparameter settings493

are provided in the Appendix B.494

Main Results. Table 1 compares the perfor-495

mance of CrossLore with other PEFT methods496

on the LLaMA2 models. On the GSM8k dataset,497

CrossLore outperforms other PEFT methods in 498

accuracy at ranks. For instance, at rank 128, 499

CrossLore achieves an accuracy of 34.65% on the 500

GSM8k dataset, when fine-tuning LLaMA2-7B, 501

surpassing the second-best result of 33.66%. Sim- 502

ilar trends are observed on the MAWPS dataset, 503

further demonstrating the superior performance of 504

CrossLore. The experimental results for LLaMA2- 505

7B with ranks 32 and 256, as well as those for 506

LLaMA2-13B with ranks 16, 32, 128, and 256, are 507

provided in the Appendix C. 508

5.2 Natural Language Generation 509

Setups. For the natural language generation task, 510

we fine-tune and evaluate the model using the E2E 511

dataset (Novikova et al., 2017). We set the rank r 512

to 16, 32, 128 and 256 for thorough comparison. 513

We set the number of training epochs to 1 and set 514

the learning rate to 1 × 10−6. We compare the 515

performance of LoRA, DoRA, GaLore, and the 516

proposed CrossLore with a range of metrics, in- 517

cluding peak memory consumption, BLEU, NIST, 518

MET, ROUGE-1/2/L, and CIDEr. For detailed ex- 519

periment settings, please refer to Appendix B. 520

Main Results. Table 2 presents the experimental 521

results on the E2E dataset, covering various metrics, 522

with ‘Mem.’ representing peak memory consump- 523

tion. Notably, CrossLore exhibits a competitive or 524

superior performance in most metrics compared 525

to LoRA, DoRA and GaLore. For instance, with 526

rank 128, CrossLore achieves better results in terms 527

of NIST, ROUGE, and CIDEr scores while main- 528

taining the same memory usage as LoRA, when 529

fine-tuning LLaMA2-7B. The experimental results 530

for LLaMA2-7B with ranks 32 and 256, as well as 531

those for LLaMA2-13B with ranks 16, 32, 128, and 532

256, are provided in the Appendix C. To further val- 533

idate the capabilities of CrossLore, we fine-tuned 534
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Methods Rank Time↓ Mem.↓ BLEU↑ NIST↑ MET↑ ROUGE-1/2/L↑ CIDEr↑
LoRA 16 2.82 13.92 60.29 4.00 34.91 66.24 / 34.70 / 43.15 1.20
DoRA 16 4.97 13.88 60.39 4.05 34.93 66.26 / 34.74 / 43.30 1.21
GaLore 16 18.53 15.07 64.84 4.96 36.60 70.79 / 40.62 / 48.90 1.78
CrossLore 16 4.38 14.83 65.16 4.96 36.94 70.98 / 40.85 / 49.05 1.78
LoRA 128 3.02 15.43 64.60 4.86 36.74 70.67 / 40.20 / 48.54 1.70
DoRA 128 5.27 15.43 64.77 4.86 36.77 70.72 / 40.20 / 48.62 1.72
GaLore 128 18.45 15.79 64.22 5.14 36.50 70.99 / 41.19 / 49.37 1.80
CrossLore 128 4.52 15.43 64.22 5.16 36.66 71.07 / 41.54 / 49.71 1.82

Table 2: Comparison of fine-tuning LLaMA2-7B with different PEFT methods on the E2E dataset. The metrics for
fine-tuning time (Time) and memory consumption (Mem.) are ‘hours’ and ‘GB’.
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Figure 3: Ablation study on the sparsely coded residual, when fine-tuning LLaMA2-7B
. The results are obtained by adjusting the proportion of non-zero elements in the sparse indexing matrix.

LLaMA2-7B and LLaMA2-13B on the CNN/DM535

and XSum datasets, comparing it against several536

other PEFT methods. Detailed results are provided537

in Appendix C.538

Additionally, Figure 1 compares the time con-539

sumption between GaLore and CrossLore, when540

fine-tuning LLaMA2-7B. One of the key advan-541

tages of CrossLore is the negligible time to com-542

pute the projection matrices. As a result, the overall543

fine-tuning time is reduced by more than 70%, sig-544

nificantly accelerating the training process without545

compromising performance.546

5.3 Ablation Study547

To evaluate the effectiveness of the proposed548

sparsely coded residual, we conduct experiments549

on CrossLore with increasing number of non-zero550

elements in the sparse indexing matrix. All hyper-551

parameters except for the sparsity of the residuals552

are kept unchanged for reasonable ablation. For553

robustness of the results, experiments were con-554

ducted with four random seeds set for each exper-555

iment. The experimental results for LLaMA3-8B 556

are provided in Appendix D. 557

Figure 3 presents the results of the comparison, 558

suggesting that the residuals with more non-zero 559

elements lead to better performance in most cases 560

which indicates that the sparsely coded residuals 561

indeed mitigate projection-induced errors and en- 562

hance the model’s performance. 563

6 Conclusions 564

In this paper, we propose CrossLore, a low-rank 565

adaptation method with fast yet precise estima- 566

tion of the low-rank projections. The estimation 567

is achieved by cross-head low-rank projection and 568

randomized subspace iteration. We further employ 569

a sparsely coded residual to further reduce the error 570

of low-rank approximation, which works on the mo- 571

ments of the optimizer. Experiments on arithmetic 572

reasoning and natural language generation indicate 573

that CrossLore outperforms existing low-rank adap- 574

tation methods, offering superior performance with 575

reduced computational complexity. 576

8



Limitations577

There are two limitations in this work. Firstly, al-578

though the experiments validate that sharing low-579

rank projection matrices across heads in multi-head580

attention can be efficient, additional theoretical581

analysis is needed to measure the preciseness of582

such sharing. Secondly, we employ sparse matri-583

ces to store the approximation errors of first- and584

second-order moments and weight updates. How-585

ever, all these sparse matrices share the same index-586

ing matrices. Although experiments indicate that587

the current design is effective, the shared indexing588

matrices estimated from the first-order moment can589

be further improved.590
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A Proof of Sparsely Coded Residual811

The origin of errors and the calculation of sparsely812

coded residual are analyzed, using AdamW as an813

example.814

First-order moment (denoted as Mt, with Mt ∈815

Rm×n) can be regarded as the sum of first-order816

moment projected back onto the original space and817

the error (denoted as ∆Mt, with ∆Mt ∈ Rm×n).818

Similarly, the gradient (denoted as Gt, with Gt ∈819

Rm×n) can be viewed as the sum of the gradient820

projected back onto the original space and the error821

(denoted as ∆Gt, with ∆Gt ∈ Rm×n):822

Mt = PtP
⊤
t Mt +∆Mt, (13)823

Gt = PtP
⊤
t Gt +∆Gt, (14)824

where Pt represents the projection matrix at step825

t. Therefore, the first-order moment updates are826

shown in Equation 15.827

Mt =β1Mt−1 + (1− β1)Gt828

=β1Pt−1P
⊤
t−1Mt−1 + (1− β1)PtP

⊤
t Gt829

+ β1∆Mt−1 + (1− β1)∆Gt, (15)830

The low-rank first-order moments (denoted as831

M ′
t = P⊤

t Mt, with M ′
t ∈ Rr×n) used in GaLore832

are realized by:833

M ′
t = β1M

′
t−1 + (1− β1)P

⊤
t Gt. (16)834

The low-rank approximation error of the first-order835

moment is836

∆Mt =Mt − PtM
′
t837

=β1(Pt−1 − Pt)P
⊤
t−1Mt−1 + β1∆Mt−1838

+ (1− β1)∆Gt. (17)839

The projection matrix Pt is updated every few hun- 840

dred steps, thus, outside of these updates, Pt−1 re- 841

mains equal to Pt. When Pt is updated, the weight 842

updates ∆Wt are so small that Pt−1 ≈ Pt, simi- 843

lar to the discussion in Section 4.1.1. Therefore, 844

the low-rank approximation error of the first-order 845

moment is 846

∆Mt ≈ β1∆Mt−1 + (1− β1)∆Gt. (18) 847

Similarly, the update process for the second-order 848

moment is as follows: 849

Vt = PtP
⊤
t Vt +∆Vt, (19) 850

851

Vt =β2Vt−1 + (1− β2)Gt ⊙Gt 852

=β2Pt−1P
⊤
t−1Vt−1 853

+ (1− β2)(PtP
⊤
t Gt)⊙ (PtP

⊤
t Gt) + β2∆Vt−1 854

+ (1− β2)
[
∆Gt ⊙∆Gt + 2(PtP

⊤
t Gt)⊙∆Gt

]
,

(20)

855

856

V ′
t = β2V

′
t−1+(1−β2)(P

⊤
t Gt)⊙(P⊤

t Gt), (21) 857

858

∆Vt =Vt − PtV
′
t 859

≈β2∆Vt−1 + 2(1− β2)(PtP
⊤
t Gt)⊙∆Gt 860

+ (1− β2)
[
∆Gt ⊙∆Gt 861

+ (PtP
⊤
t Gt)⊙ (PtP

⊤
t Gt) 862

− Pt(P
⊤
t Gt)⊙ (P⊤

t Gt)
]

863

≈β2∆Vt−1 + 2(1− β2)(PtP
⊤
t Gt)⊙∆Gt 864

+ (1− β2)
[
(PtP

⊤
t Gt)⊙ (PtP

⊤
t Gt) 865

− Pt(P
⊤
t Gt)⊙ (P⊤

t Gt)
]
. (22) 866

∆Vt can be approximated as 0. The expression 867

(PtP
⊤
t Gt)⊙ (PtP

⊤
t Gt)−Pt(P

⊤
t Gt)⊙ (P⊤

t Gt) is 868

only a part of ∆Vt, and its value is quite small. 869

Moreover, considering the significant computa- 870

tional burden associated with this part, we neglect 871

its calculation: 872

∆Vt ≈ β2∆Vt−1 + 2(1− β2)(PtP
⊤
t Gt)⊙∆Gt. 873

Thus, the parameter update can be expressed as 874
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follows:875

∆Wt =
Mt/(1− βt

1)√
Vt/(1− βt

2) + ϵ
876

=
∆M̂t + M̂t√
∆V̂t + V̂t + ϵ

877

=
M̂t√
V̂t + ϵ

+

[
M̂t

(√
V̂t −

√
∆V̂t + V̂t

)
878

+∆M̂t

(√
V̂t + ϵ

)]
879

/

[(√
∆V̂t + V̂t + ϵ

)(√
V̂t + ϵ

)]
,

(23)

880

where881

∆M̂t = ∆Mt/
(
1− βt

1

)
, M̂t = PtM

′
t/

(
1− βt

1

)
,882

∆V̂t = ∆Vt/
(
1− βt

2

)
, V̂t = PtV

′
t /

(
1− βt

2

)
,883

∆V̂t can be approximated as 0, so the Equation 23884

can be approximated as:885

∆Wt ≈
M̂t√
V̂t + ϵ

+
∆M̂t√

∆V̂t + V̂t + ϵ
886

=
M̂t√
V̂t + ϵ

+ δt, (24)887

where δt is the residual neglected by GaLore:888

δt =
∆M̂t√

∆V̂t + V̂t + ϵ
. (25)889

B Details of Experiment890

We fine-tuned the LLaMA2-7B model to validate891

the effectiveness of CrossLore. All experiments892

were conducted on an NVIDIA RTX 4090 GPU893

using the Llama-Factory framework. Detailed hy-894

perparameter settings are provided in Table 3.895

We fine-tuned the LLaMA2-13B model to val-896

idate the effectiveness of CrossLore. All experi-897

ments were conducted on an NVIDIA A800 GPU898

using the Llama-Factory framework. Detailed hy-899

perparameter settings are provided in Table 4.900

C Additional Experimental Results901

We have conducted additional experiments to in-902

vestigate the effectiveness of CrossLore. We have903

included two foundation models (i.e., LLaMA2-904

7B and LLaMA2-13B), and state-of-the-art PEFT905

methods as the baseline, with detailed experimental906

results presented in Table 5, 6, 7, 8 and 9.907

As shown in Table 5, 6, 7, 8 and 9, CrossLore 908

consistently achieves comparable or superior re- 909

sults across various scenarios. Experimental re- 910

sults show that the proposed method is specifically 911

effective in low-data fine-tuning scenarios, which 912

outperforms LoRA and other fine-tuning methods 913

significantly. 914

D Results of Ablation Study 915

To validate the effectiveness of the sparsely coded 916

residual, we also fine-tuned LLaMA3-8B with 917

residuals incorporated at varying proportions. The 918

experimental results are presented as shown in Fig- 919

ure 4 920

The experimental results in Figure 3 and Fig- 921

ure 4 were obtained using 4 random seeds, with the 922

standard deviations reported in Table 10. 923
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Dataset E2E GSM8k MAWPS
Rank 16 32 128 256 16 32 128 256 16 32 128 256

Batch Size 1 1 1
Epochs 1 1 3

LearningRate 1E-06 1E-06 1E-06
LR Schedul cosine cosine cosine

α 32 32 128 64 32 32 64 32 32 16 32 32
Optimizer AdamW8bit AdamW8bit AdamW8bit

Residual Ratio 1.2% 1.2% 1.2%

Table 3: Hyperparameters on three benchmarks for the LLaMA2-7B model.

Dataset E2E GSM8k MAWPS
Rank 16 32 128 256 16 32 128 256 16 32 128 256

Batch Size 4 1 1
Epochs 1 1 3

Learning Rate 1E-06 1E-06 1E-06
LR Schedule cosine cosine cosine

α 32 32 128 64 32 32 32 64 64
Optimizer AdamW8bit AdamW8bit AdamW8bit

Residual Ratio 1.2% 1.2% 1.2%

Table 4: Hyperparameters on three benchmarks for the LLaMA2-13B model.

Datasets GSM8k MAWPS
Methods Rank Time↓ Mem.↓ Acc. (%)↑ Time↓ Mem.↓ Acc. (%)↑
LoRA 32 0.53 15.65 23.30 0.40 14.36 45.80
DoRA 32 1.15 15.01 21.08 0.69 15.01 44.96
GaLore 32 3.48 15.42 26.46 2.59 15.15 58.40
CrossLore 32 0.88 15.23 29.11 0.62 14.91 60.50
LoRA 256 0.55 18.79 33.36 0.4 17.60 61.76
DoRA 256 1.24 18.12 33.59 0.76 18.12 62.18
GaLore 256 3.53 16.66 31.92 2.66 16.39 63.03
CrossLore 256 0.92 15.74 33.81 0.69 16.12 65.55

Table 5: Comparison of fine-tuning LLaMA2-7B with different PEFT methods on the GSM8k and MAWPS datasets
at ranks 32 and 256. The metrics for fine-tuning time (Time) and memory consumption (Mem.) are ‘hours’ and
‘GB’.
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Datasets GSM8k MAWPS
Methods Rank Time↓ Mem.↓ Acc. (%)↑ Time↓ Mem.↓ Acc. (%)↑
LoRA 16 0.73 27.59 30.46 0.50 26.14 54.20
DoRA 16 1.70 26.67 31.22 1.04 26.21 54.20
GaLore 16 7.18 28.01 35.18 5.39 27.82 58.40
CrossLore 16 1.22 27.83 36.24 0.79 27.49 62.18
LoRA 32 0.73 27.96 32.01 0.50 26.50 55.04
DoRA 32 1.68 27.04 32.12 1.03 26.57 53.78
GaLore 32 7.08 28.14 36.24 5.34 27.94 61.34
CrossLore 32 1.22 27.93 37.98 0.80 27.59 63.87
LoRA 128 0.77 30.11 33.99 0.53 28.77 54.62
DoRA 128 1.78 28.98 32.68 1.09 28.70 54.62
GaLore 128 7.20 29.28 40.03 5.39 28.99 65.13
CrossLore 128 1.37 28.90 41.24 0.91 28.54 69.75
LoRA 256 0.80 33.08 34.72 0.55 31.62 62.18
DoRA 256 1.83 31.88 33.59 1.14 31.72 62.18
GaLore 256 7.25 30.06 37.15 5.50 29.87 62.18
CrossLore 256 1.54 29.79 42.20 1.06 29.45 66.39

Table 6: Comparison of fine-tuning LLaMA2-13B with different PEFT methods on the GSM8k and MAWPS
datasets. The metrics for fine-tuning time (Time) and memory consumption (Mem.) are ‘hours’ and ‘GB’.

Methods Rank Time↓ Mem.↓ BLEU↑ NIST↑ MET↑ ROUGE-1/2/L↑ CIDEr↑
LoRA 32 2.94 14.17 62.47 4.58 35.07 69.16 / 38.00 / 46.24 1.46
DoRA 32 5.14 14.13 62.63 4.59 35.11 69.25 / 38.07 / 46.31 1.47
GaLore 32 18.57 15.15 64.95 4.96 36.92 70.99 / 40.77 / 49.15 1.77
CrossLore 32 4.41 14.92 65.15 4.97 37.32 71.17 / 41.06 / 49.38 1.78
LoRA 256 3.01 17.43 64.93 4.94 36.81 70.92 / 40.66 / 49.01 1.76
DoRA 256 5.61 17.67 64.94 4.95 36.81 70.94 / 40.72 / 49.04 1.77
GaLore 256 18.42 16.39 64.97 5.10 36.84 71.19 / 41.34 / 49.26 1.82
CrossLore 256 4.86 16.19 64.99 5.11 36.88 71.15 / 41.40 / 49.45 1.83

Table 7: Comparison of fine-tuning LLaMA2-7B with different PEFT methods on the E2E dataset at ranks 32 and
256. The metrics for fine-tuning time (Time) and memory consumption (Mem.) are ‘hours’ and ‘GB’.
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Figure 4: Ablation study on the sparsely coded residual, when fine-tuning LLaMA3-8B. The results are obtained by
adjusting the proportion of non-zero elements in the sparse indexing matrix.
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Methods Rank Time↓ Mem.↓ BLEU↑ NIST↑ MET↑ ROUGE-1/2/L↑ CIDEr↑
LoRA 16 2.03 28.41 62.50 4.54 35.73 68.53 / 36.89 / 45.05 1.37
DoRA 16 4.17 28.21 62.41 4.54 35.66 68.42 / 36.89 / 45.02 1.36
GaLore 16 11.29 28.52 65.14 4.82 37.13 70.80 / 40.50 / 48.64 1.74
CrossLore 16 2.75 28.22 65.46 4.85 37.56 71.02 / 40.90 / 49.23 1.75
LoRA 32 2.02 28.79 62.92 4.65 35.53 69.52 / 38.38 / 46.26 1.50
DoRA 32 4.17 28.58 62.87 4.64 35.44 69.38 / 38.30 / 46.20 1.50
GaLore 32 11.23 28.65 65.45 4.87 37.40 71.04 / 40.81 / 48.91 1.76
CrossLore 32 2.77 28.33 65.55 4.89 37.59 71.18 / 41.11 / 49.18 1.78
LoRA 128 1.98 30.08 64.90 4.77 37.05 70.67 / 40.08 / 48.18 1.67
DoRA 128 4.33 30.30 64.82 4.77 37.02 70.65 / 40.03 / 48.14 1.67
GaLore 128 11.41 29.64 64.79 5.08 36.96 71.13 / 41.34 / 49.34 1.80
CrossLore 128 2.97 29.39 65.19 5.09 37.10 71.27 / 41.50 / 49.60 1.84
LoRA 256 2.18 33.15 65.02 4.82 37.12 70.81 / 40.40 / 48.48 1.71
DoRA 256 4.42 33.41 65.07 4.83 37.19 70.90 / 40.47 / 48.61 1.72
GaLore 256 11.58 30.57 65.12 4.98 37.13 71.08 / 41.35 / 49.35 1.82
CrossLore 256 3.22 30.20 65.19 5.05 37.28 71.29 / 41.49 / 49.53 1.82

Table 8: Comparison of fine-tuning LLaMA2-13B with different PEFT methods on the E2E dataset. The metrics for
fine-tuning time (Time) and memory consumption (Mem.) are ‘hours’ and ‘GB’.

Models Methods
CNN/DM XSum

Time↓ R-1↑ R-2↑ R-L↑ Time↓ R-1↑ R-2↑ R-L↑

LLaMA2-7B

LoRA 0.37 31.68 11.45 21.85 0.25 37.25 13.46 29.50
DoRA 0.68 31.98 11.57 22.01 0.50 37.52 13.53 29.91
GaLore 1.18 33.64 12.98 24.27 1.04 40.24 16.07 32.92

CrossLore 0.70 33.76 13.02 23.40 0.36 40.36 16.25 33.00

LLaMA2-13B

LoRA 0.51 32.77 12.14 22.98 0.35 39.15 15.11 31.53
DoRA 0.94 32.69 12.00 23.10 0.71 39.38 15.40 31.72
GaLore 2.23 33.65 13.06 24.33 2.03 42.54 18.08 35.15

CrossLore 0.65 34.05 13.25 24.44 0.49 42.70 18.06 35.26

Table 9: Comparison of fine-tuning LLaMA2-7B and LLaMA2-13B with different PEFT methods at rank 32 on the
CNN/DM and XSum datasets. The metrics for fine-tuning time is ’hours’. R-1, R-2, and R-L are abbreviations for
ROUGE-1, ROUGE-2, and ROUGE-L, respectively.

Datasets Models 0.0 0.6 1.2 1.8

GSM8k
LLaMA2-7B 33.64 (±0.97) 33.70 (±1.00) 33.80 (±0.69) 34.37 (±0.83)
LLaMA3-8B 69.57 (±0.76) 69.94 (±0.83) 70.02 (±0.59) 70.19 (±0.54)

MAWPS
LLaMA2-7B 65.02 (±2.80) 65.13 (±0.51) 66.10 (±1.77) 66.18 (±1.34)
LLaMA3-8B 82.77 (±0.59) 82.98 (±0.63) 83.30 (±1.00) 83.40 (±1.91)

E2E
LLaMA2-7B 53.966 (±0.113) 54.033 (±0.168) 54.035 (±0.042) 54.038 (±0.113)
LLaMA3-8B 54.122 (±0.098) 54.135 (±0.077) 54.139 (±0.086) 54.176 (±0.080)

Table 10: Ablation study on the sparsely coded residual across different datasets, with proportions 0.0, 0.6, 1.2, and
1.8%.
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