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Abstract
Social media presents a potentially useful re-
source for conducting automated surveillance
of the spread of COVID-19. As part of our ef-
forts to establish a social media based surveil-
lance system, our objective in this paper is
to describe the development and evaluation
of a natural language processing and machine
learning framework using Twitter data for the
automatic detection of tweets containing self-
reported symptoms by COVID-19-positive pa-
tients. We modeled the tweet-level symp-
tom detection as a binary classification task.
We used annotated data from a past study,
which includes posts from users who had self-
identified to have tested positive for COVID-
19, and discussed their symptoms over multi-
ple tweets. We trained a BERT-based classi-
fier to automatically detect tweets mentioning
COVID-19-related symptoms posted by the
users (positive tweets) and those that do not
(negative tweets). The F1-score performance
of the Twitter COVID-19 symptom classifier
was evaluated using the F1score metric over
a held-out test set. The classifier achieved
an F1score of 0.71 and 0.96 for positive and
negative classes, respectively. Following the
training and evaluation of the classification ap-
proach, we ran it on unlabeled data from De-
cember 2019 to early February 2020, and qual-
itatively analyzed the classified tweets to ex-
amine the effectiveness of the classifier.

1 Introduction

On March 11, 2020, the World Health Organiza-
tion (WHO) declared Coronavirus disease 2019
(COVID-19) as a global pandemic (Cucinotta and
Vanelli, 2020). The delay and shortage of accessi-
ble testing at the onset of a new pandemic, such as
the current one, may make monitoring its spread
and preparing an appropriate response major chal-
lenge. Multi-faceted epidemiological studies focus-
ing on COVID-19 and various aspects of it (Rothan

and Byrareddy, 2020) are being carried out to pro-
vide researchers, public health experts, and policy
makers with the tools and data to plan an effective
public health and policy decisions regarding the
global crisis. However, traditional approaches for
collecting epidemiological data, such as popula-
tion health surveys and cohort studies, are time-
consuming and slow, which can have critical im-
pact during a pandemic, such as the current one
(Eysenbach, 2009). The information available on
the Internet and social media have the potential to
provide additional means and insights to address
this problem (Al-garadi et al., 2016a). A compar-
ative study between data derived from the Inter-
net and those derived from more traditional/formal
sources confirmed the practical potential of mining
unstructured, text-based, and online forum data for
supplementing and validating structured quantita-
tive data collected from clinical studies (Brown-
stein et al., 2009). In recent years, social media has
become a widely used platform where people share
their health-related activities and concerns. Now,
more than ever, social media offers a progressively
important opportunity to examine the usefulness
of the data generated in close to real time by users
for conducting surveillance of the pandemic and
complementing other sources of epidemilogical in-
formation.

Social-media-based infectious disease or syn-
dromic surveillance systems rely on the detection
of voluntary and spontaneous self-reports of symp-
toms from the general population on social net-
works (often only those publicly posted) such as
Twitter. Conventional practice, in contrast, depends
on an established system of mandatory and vol-
untary reporting of known infectious diseases by
doctors and laboratories to governmental agencies
(Velasco et al., 2014). Due to the latency asso-
ciated with traditional reporting systems, and the
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rapid growth of social media over the last couple of
decades, the use of social media and user-generated
data can lead to faster identification of cases of in-
fectious diseases. Direct access to such data can
allow epidemiologists interested in surveillance to
identify possible public health risks such as rare
or new diseases, detect unreported cases, or pre-
dict outbreaks for early warnings. The COVID-
19 pandemic is, in fact, the first such global out-
break following the invention of internet and the
use of social media. Thus, despite the promise of
social media, its usefulness is relatively unexplored
in practical settings. In this paper, we describe
our first steps in developing a social media based
COVID-19 based surveillance system.

2 Related works

Several studies have shown that social media
contains important data that can be utilized to
track infectious diseases and pandemics (Al-garadi
et al., 2016a). Unlike conventional surveillance
approaches involving traditional data (e.g., emer-
gency department visits), in which data collection
is time-consuming and typically expensive, social
media information can be collected in close to real
time and often at little to no cost (Al-garadi et al.,
2016a). For example, Broniatowski et al. (2013)
described the development of an influenza surveil-
lance system on the basis of an analysis of Twitter
posts. The numbers derived from Twitter corre-
lated with the surveillance data from the Centers
for Disease Control and Prevention (CDC), and
the Department of Health and Mental Hygiene of
New York City. The results validated the useful-
ness of using Twitter as a surveillance system for
monitoring influenza cases.

Social media data have been used for other real
time surveillance tasks, including in our past stud-
ies focusing on pharmacovigilance (Sarker et al.,
2015), toxicovigilance (Sarker et al., 2019) and
cyber-crime detection (Al-garadi et al., 2016b).
Our ongoing study to utilize social media data for
conducting surveillance of COVID-19 is not the
first or the only one. The potential of social me-
dia has been discussed by multiple studies. For
example, Cinelli et al. (2020) studied the diffusion
of COVID-19-related information from multiple
social networks, specifically focusing on accurate
and misinformation. In a separate study, Wang
et al. (2020) showed that the phrase “shortness of
breath” spiked on the Chinese social media plat-

Data set type Positive(1) Negative(0) Total
Train set 428 3669 4097
Evaluation set 55 474 529
Test set 128 1106 1234
Total 611 5249 5860

Table 1: Annotated data distribution.

form WeChat weeks before the first few COVID-19
cases were confirmed. Gharavi et al. (2020) col-
lected geo-located tweets from the United States
and containing keywords related to COVID-19,
such as “cough” or “fever.” Their main aim was
to observe a temporal lag between the increase in
tweets that contain COVID-19-related keywords
and officially reported positive cases. Although
these studies reveal important information and pat-
terns, their main drawback is the use of simple
filtering methods, such as keyword filtering, which
do not necessarily suggest that the symptoms being
posted are actually from users who have COVID-
19. Furthermore, these keywords can also pertain to
flu, particularly during flu season. Hence, keyword-
based filtering assumes that the official reporting
system is aware of the ongoing pandemic, and thus,
such keyword-based filters may not be effective
for prospective tasks such as early warning genera-
tion. In our view, an early warning system requires
an intelligent system that can distinguish between
symptom-mentioning tweets from users to have
tested positive from COVID-19 or are likely to
be infected with COVID-19 (or, to generalize, a
novel infectious disease) and flu-related tweets, and
aggregate and report such cases before the official
incidence in a specific geo-location is known. Thus,
in our approach, we plan to focus on first detecting
tweets from potentially COVID-19 positive users,
and then identifying relevant symptoms reported.

3 Material and Methods

3.1 Data

Data Annotation To collect tweets for training and
evaluating supervised machine learning algorithms,
we first compiled a high-quality, self-reported an-
notated Twitter dataset (Sarker et al., 2020). We
searched for all users who clearly mentioned that
they had been tested for COVID-19 and that their
test turned out positive. We tracked their profile
and annotated their profile tweets that mention self-
reported COVID-19 symptoms. This step ensured
that we use accurate tweets with symptoms related
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Positive Tweets Negative Tweets
woke up with a headache, extremely sore ribs from the coughing.
suspected a chest infection. temperature rose back to ’Number’,
coughed more. sneezed more. actually felt down. voice sounded
weak and flu-like. couldn’t make a complete sentence wo gaspin.

the coronavirus bill guarantees sick leave to only ’Number’ of
workers. big employers like mcdonald’s and amazon aren’t re-
quired to provide paid sick leave. this is what happens when we
have a gov’t that is controlled by corporations. if you’re sick of it
then elect more progressives

hey, good people! just want you all to know that my wife and i
tested positive for COVID-19 we assume that our entire family
has been exposed. we are recovering very well. my wife and son
have been fever-free for over three days. this is good. please pray
for us. relentless

i can’t help but think of dave chappelle’s ”lip sweat” joke whilst
watching boris’ address tonight. #COVID-19 url

day 3- symptoms: my cough was a little heavier, normal energy
levels.

yea, hospitals are turning people away and tell them ”unless your
dying please stay home” by that time its to late. i get it, there are
too many sick people for hospitals to deal with. its a bad situation
for everyone.

nother thing: i noticed a sore throat also in the beginning days of
my cough! pain in eyes that came later along with my headaches
and loss of taste smell

my family and i have you to thank for recommending preparedness.
you may not think so but you are doing god’s work # COVID-19
¡hashtag¿ coronavirus url

been sick for about three days just tested positive for COVID-19 i
had a really bad headache on off the past two weeks

amp; just two days ago i started getting more symptoms, take this
shit serious

amp; stay in the house fr nother coronavirus case of unknown origin identified in california.

Table 2: Examples of positive tweets with self-reported COVID-19 symptoms and negative tweets without self-
reported COVID-19 symptoms

Figure 1: Classifier Confusion Matrix.

Metrics Precision Recall F1-score Acc
Negative 0.98 0.95 0.96

93%
Positive 0.65 0.80 0.71

Table 3: Performance of the developed Twitter
COVID-19 symptom classifier on the BERT model.

to COVID-19 patients. In the previous work, we
quantitatively analyzed tweets that contain self-
reported COVID-19 symptoms, which we com-
pared against clinical studies. The results became
the basis for a symptom lexicon for the research
community (Sarker et al., 2020), and the annotated
data associated with symptoms was used in this
study for training and evaluating our classification
system. Table 1 shows the tweet-level annotated
data distribution where 0 means the absence of any

potential self-reported COVID-19 symptoms (neg-
ative tweets), and 1 means the presence of one or
more self-reported COVID-19 symptoms (positive
tweets). Examples of positive tweets and negative
tweets are shown in Table 2.

Experimental Dataset We used the US-based
tweets collected by researcher in (Gharavi et al.,
2020), which contained the keywords “fever” or
“cough,” to cover early period of pandemic from
December 2, 2019 to February 5, 2020.

3.2 Twitter COVID-19 Symptom Classifier

The purpose of the classification model is to clas-
sify whether a tweet has potential COVID-19 symp-
tom (positive tweet) or not (negative tweet). To
build the Twitter COVID-19 symptom classifier,
we needed a supervised classification model that
could learn from a relatively small dataset (given
that self-reported symptoms comprise only a small
portion of all COVID-19 related Tweets) to ac-
curately distinguish tweets with potentially self-
reported COVID-19 symptoms from tweets with
no COVID-19 symptoms. For this purpose, we
used a transformer-based approach, such as bidirec-
tional encoder representations from transformers
(BERT), which has significantly improved the state-
of-the-art in many NLP tasks (Devlin et al., 2018),
and has been shown to work well for supervised
classification tasks with relatively small numbers
of training data. We used the BERT-large model,
which consists of 16 layers (transformer blocks),



4

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

342

343

344

345

346

347

348

349

350

351

352

353

354

355

356

357

358

359

360

361

362

363

364

365

366

367

368

369

370

371

372

373

374

375

376

377

378

379

380

381

382

383

384

385

386

387

388

389

390

391

392

393

394

395

396

397

398

399

ACL 2020 Submission ***. Confidential Review Copy. DO NOT DISTRIBUTE.

Date Tweets with potential COVID-19 symptoms
2019-12-24 This is literally the worst cough I’ve ever had. I’m pretty sure I’m dying today
2019-12-27 just when I thought I was getting better I came down with fever, chills, and heavy breathing
2020-01-28 Why did this cough get worse
2020-02-01 Some people have said it makes you sick. I’m not really sure. I got the flu shot every year.

Two years ago it knocked me out and my cousin—very tired—then I was fine. This year I
got it and still I caught something with fever and cough. Don’t know what it was. The flu?

2020-02-05 Trying not to cough from the pain is a sport of shallow breathing now

Table 4: example of early tweets with potential COVID-19 symptoms

1,024 hidden size-16 attention heads with total of
340 M parameters. The tweets were converted into
dense vectors, which captured contextual meanings
of character sequences. Following vectorization, a
neural network (dense layer) with a softmax activa-
tion was used to predict the classes of the tweets.

4 Results and Discussion

4.1 Twitter COVID-19 Symptoms
Classification

Table 3 shows the results of the developed Twitter
COVID-19 symptom classifier. The table and the
confusion matrix in Figure 1 show that our BERT-
based model can achieve particularly high perfor-
mance in detecting tweets with non-COVID-19
symptoms, with an F1-score of 0.96. The classifier
shows good performance in detecting tweets with
COVID-19 related symptoms with an F1-score of
0.71. However, the current performance can be
improved in the future by adding further training
data with a wide spectrum of positive COVID-19-
related symptoms.

4.2 Twitter COVID-19 symptom classifier for
early warning system

We applied the developed classifier to the
previously-mentioned experimental dataset con-
taining tweets from early December 2019 to early
February 2020. Our qualitative analyses showed
that our classifier detected early tweets that mention
potential COVID-19 symptoms. This result sug-
gests that COVID-19 symptoms may have appeared
as early as December 2019 (see Table 4). However,
the tweets with positive COVID-19 symptoms can-
not be interpreted as examples of tweets from con-
firmed cases because COVID-19 has similar symp-
toms with seasonal flu. Disproportionality-based
methods, which can compare the 2020 distribution
of symptoms with distributions of flu-related symp-
toms from previous years may better indicate the
emergence of COVID-19. In the future, researchers

can create a baseline of different flu-related symp-
tom distributions or any known symptoms of other
infectious diseases that are posted on social media.
Such information can help determine whether any
new symptoms during a specific time of the year
are normal or may be related to a potentially new
pandemic. The outcomes of such model can never
replace conventional surveillance systems, but they
can serve as a complement and an early indicator
that work best when integrated with current sys-
tems. Furthermore, studying and recording back-
ground symptom distributions (i.e., regular number
of tweets with infectious disease like symptoms)
during different times of the year may be useful in
the future to build early warning systems for epi-
demics of known and unknown infectious diseases.

5 Conclusion

Social media is a potential platform that offers real-
time access to millions of geolocated texts (posts)
covering information about self-reported health-
related posts. Such data can allow surveillance
epidemiologists to identify possible public health
risks such as rare and new diseases, detect unre-
ported cases, detect common symptoms, or even
give early warnings regarding the mental and emo-
tional conditions of people during the pandemic.
Our objective was to develop and evaluate NLP and
machine learning framework using Twitter data to
automatically detect tweets with potential COVID-
19-related symptoms. Once this system is fully
ready, we plan to deploy it and conduct analyses
of temporal data and devise strategies for building
an outbreak prediction and early stage warning sys-
tem. We applied our partially-developed Twitter
COVID-19 symptom classifier to tweets from early
December and January, and we found that it can
potentially detect symptoms reported by users who
may be infected with the coronavirus.
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