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Abstract

In this paper, we evaluate the ability of Large001
Language Models (LLMs) to assess the ve-002
racity of claims in “news reports” generated003
by themselves or other LLMs. Our goal is to004
determine whether LLMs can effectively fact-005
check their own content, and identify limita-006
tions that future research needs to focus on007
to build systems to fact-check LLM-generated008
content. Our findings indicate that LLMs are009
more effective at assessing claims in national010
or international news stories than in local news011
stories, better at evaluating static information012
than dynamic information, and better at veri-013
fying true claims compared to false ones. We014
hypothesize that this disparity arises because015
the former types of claims are better repre-016
sented in the training data. Additionally, we017
find that incorporating search engine results in a018
Retrieval-Augmented Generation (RAG) setup019
significantly reduces the number of unassess-020
able claims. However, it also increases in-021
correct assessments, due to both irrelevant re-022
trievals and LLM reasoning errors. This diag-023
nostic evaluation highlights the need for future024
research on fact-checking machine-generated025
content to prioritize (i) improving the precision026
and relevance of retrieved information, (ii) im-027
proving the reasoning abilities of LLMs, and028
(ii) building human-in-the-loop systems when029
no supporting information can be found.030

1 Introduction031

Large Language Models (LLMs) have revolution-032

ized the field of Natural Language Processing033

(NLP), effortlessly performing tasks that were tra-034

ditionally considered highly challenging. Their035

performance is particularly impressive in generat-036

ing natural language text. Models like GPT-4 can037

generate coherent, fluent summaries, accurately038

translate text between languages (especially those039

with a strong online presence and ample training040

data), and refine human writing to enhance fluency041

and appropriateness in tone and style for specific 042

purposes. This technology has the potential to sig- 043

nificantly increase productivity across many indus- 044

tries, offering endless applications. However, with 045

this potential also come huge risks if they are not 046

used properly. One of the main risks is that they 047

can be easily used to generate convincing and yet 048

factually incorrect text, either intentionally or un- 049

intentionally. For example, with a simple prompt 050

like “Generate a news report about volcano erup- 051

tion in Massachusetts, USA”, GPT-4 would happily 052

generate a news report starting with this paragraph: 053

“Massachusetts, USA – May 7, 2025 – 054

In an unprecedented and shocking event, 055

a volcanic eruption has occurred in the 056

state of Massachusetts, an area not typ- 057

ically associated with volcanic activity. 058

The eruption took place early this morn- 059

ing in the central part of the state, near 060

the town of Worcester, sending residents 061

and scientists alike into a state of disbe- 062

lief and concern.” 063

Although there has never been a volcanic erup- 064

tion in reality, the news report is coherent and fluent. 065

Coupled with modern media platforms, such LLM- 066

generated content can quickly spread and reach a 067

large audience. An example is the emergence of AI 068

“news” farms that produce news reports with LLMs 069

to generate advertising revenue with little concern 070

for their impact on society (Puccetti et al., 2024). 071

The machine-generated reports can cause confu- 072

sion and chaos and disrupt the proper functioning 073

of the society. 074

In this study, we present experimental results to 075

assess whether LLMs can identify the truthfulness 076

of the news stories they generate and detect factual 077

errors within them, aiming to uncover limitations 078

that can guide future research on fact-checking 079

LLM-generated content. 080
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We generated 182 news stories with a simple081

prompt such as “Write a story about Kobe Bryant082

rejoining the Lakers” with two LLMs, GPT-4o083

(OpenAI et al., 2024) and GLM (Du et al., 2022),084

all stories with some incorrect claims. The false085

stories vary in degree of falsehood. Some describe086

impossible events, like Kobe Bryant rejoining the087

Lakers. Others depict highly improbable scenarios,088

such as a volcano erupting in Massachusetts. Still089

others distort real events by misreporting the time,090

location, or participants.091

We conducted experiments in two settings. In092

the first, we input the full story into GPT-4o and093

GLM and asked whether it was truthful. In the sec-094

ond, we manually broke each story into checkable095

atomic claims—specific events, factual states (e.g.,096

“Massachusetts borders New Hampshire”), or re-097

curring events not tied to a specific time. We then098

decontextualized these claims (Choi et al., 2021) to099

enable verification outside the original story. In this100

setting, we also tested a Retrieval-Augmented Gen-101

eration (RAG) approach by querying each claim102

via the Google Serper API1 and providing the re-103

trieved results to GPT-4 for fact-checking (Lewis104

et al., 2020).105

Our results show that GPT-4o and GLM per-106

form well at flagging clearly false stories involving107

well-known entities (e.g., Kobe Bryant rejoining108

the Lakers), but struggle with recent but unlikely109

events. At the atomic claim level, a substantial110

number of claims are misclassified—either factu-111

ally correct claims are judged false, or false claims112

are judged true. An even larger portion of claims113

receive no definitive judgment, highlighting uncer-114

tainty in the models’ assessments.115

Using search results retrieved via the Google116

Serper API significantly reduces the number of117

unassessable claims, but also leads to more correct118

and incorrect assessments. Errors stem from irrel-119

evant retrievals or reasoning flaws in the LLMs.120

Even with RAG, a notable portion of claims re-121

main unassessable, particularly those involving122

novel events not covered by existing knowledge123

sources. While recent work has shown that exter-124

nal tools can improve LLM factuality (Gou et al.,125

2023), such methods are limited for fact-checking126

machine-generated news, which often includes un-127

verifiable or emerging information. Addressing128

these challenges may require new human-in-the-129

loop approaches tailored to novel event detection130

1https://serper.dev/

and verification, in addition to improving search 131

relevance and the reasoning ability of LLMs. 132

The rest of the paper is organized as follows. In 133

Section 2, we discuss related work. In Section 3, 134

we present our method for generating news sto- 135

ries, extract “atomic” claims, using LLMs to assess 136

the veracity of these stories and claims, and manu- 137

ally verifying the assessments performed by LLMs 138

themselves. We present experimental results in 139

Section 4, and discuss these results in Section 5. 140

We conclude in Section 6. 141

2 Related Work 142

Dataset statistics and comparison. Our data set 143

is most similar to FactScore (Min et al., 2023) in 144

that both consist of long-form texts generated by 145

LLMs; however, two key differences separate our 146

data sets. First, while FactScore focuses on biogra- 147

phies of Wikipedia entities, our dataset consists 148

of LLM-generated news reports that include time- 149

sensitive content, making them inherently harder 150

to fact check due to the absence of a preexisting 151

knowledge source. Second, while every short sen- 152

tence in the biographies of FactScore is treated 153

as an independent factual claim, our news reports 154

often contain vague or subjective content, necessi- 155

tating manual extraction of only those claims that 156

are verifiably checkable. The following data sets 157

are also broadly related to ours, but there are sig- 158

nificant differences. Datasets like PROPANEWS 159

(arXiv:2203.05386) are created by replacing sen- 160

tences in real news articles with plausible but fake 161

content to mimic factual claims made by humans. 162

The FEVER data set consists of individual claims 163

verified by Wikipedia. The EX-FEVER data set 164

is also based on Wikipedia but requires multi-hop 165

reasoning to fact-check to enhance explainability. 166

The AVeriTeC data set contains real-world claims 167

that can be checked against web sources. All these 168

data sets are collections of individual claims cre- 169

ated with the assumption that there is a knowledge 170

source against which these claims can be verified. 171

Fact-checking human or machine-generated 172

content. There is an active NLP research com- 173

munity focused on developing automatic methods 174

to fact-check false claims, such as those made by 175

politicians (Nakov et al., 2021; Deng et al., 2024; 176

Yuan and Vlachos, 2024; Schlichtkrull et al., 2024). 177

There is also more recent work on fact-checking 178

machine-generated content (Min et al., 2023; Wang 179

et al., 2024; Fadeeva et al., 2024). Previous work on 180
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fact-checking false claims made by either humans181

or machines typically assumes there is an infor-182

mation source, usually a published source on the183

Internet, against which the claims can be checked.184

However, events reported in machine-generated185

news stories that we are interested in, such as the186

volcano eruption example, are often assumed to187

be new occurrences that cannot be cross-verified188

against any existing public sources, although they189

may still contain claims about the real world that190

can be fact-checked. This poses novel challenges191

that are not present in people biographies used in192

previous studies (Min et al., 2023; Fadeeva et al.,193

2024).194

3 Method195

Our experiment on fact-checking LLM-generated196

news stories consists of four steps. First, we use197

two LLMs to generate a set of news stories with198

varying levels of factual inaccuracy. Next, from199

these stories, we manually extract verifiable atomic200

claims and decontextualize them, creating stan-201

dalone claims that can be verified independently of202

the original story. In the third step, we prompt each203

LLM to evaluate the veracity of news stories gener-204

ated by itself or the other LLM, as well as to assess205

the individual atomic claims. Finally, we conduct a206

human evaluation to determine the accuracy of the207

LLMs’ veracity assessments.208

3.1 News Report Generation with LLMs209

To evaluate the claim verification capabilities of210

GPT and GLM, we first prompt both models to gen-211

erate a set of 182 news articles, including 92 news212

artiles generated by GPT-4o and 90 articles gen-213

erated by GLM. Each prompt is designed around214

scenario-based inputs that intentionally contain fac-215

tual inconsistencies. The following is an example216

prompt that contains a time error, as the time of217

2024 Australian Open women’s final is January 27,218

not January 20:219

"Generate a news report about Aryna220

Sabalenka winning the 2024 Australian221

Open Women’s final, held at Rod Laver222

Arena on January 20, as Aryna Sa-223

balenka beat Zheng Qinwen (6-3, 6-2)."224

All these inconsistencies are designed around225

four critical aspects of a scenario: the event itself,226

along with its time, location, and participants. To227

rigorously test the models’ understanding of both228

nationally recognized and locally relevant informa- 229

tion, we control the scope of the generated content 230

by introducing both local and national news cate- 231

gories. The distinction between these categories 232

serves as a critical factor in our evaluation, allowing 233

us to evaluate how effectively each model handles 234

claims involving specific local information versus 235

those based on widely known national knowledge. 236

This is motivated by prior research suggesting that 237

LLMs may have greater exposure to widely dis- 238

cussed national or international events, given the 239

nature of the large, diverse datasets they are trained 240

on (Kandpal et al., 2023). When generating the 241

news stories, we ensure that the same general tem- 242

plate is used for all prompts, varying only the sce- 243

narios for each different story. By using consis- 244

tent prompts, we ensure that differences in model 245

performance can be attributed to the model’s capa- 246

bilities rather than variability in the inputs. This 247

approach allows us to build a diverse and repre- 248

sentative dataset that rigorously tests each LLM’s 249

ability to identify and evaluate issues across differ- 250

ent aspects of the generated content. 251

3.2 Manual claim Extraction 252

After generating the news reports, we manually 253

extracted all checkable claims from the GPT- 254

generated content. Each claim is a clear, verifi- 255

able statement with specific details such as time, 256

location, participants, or events. We adhered to 257

criteria that required each checkable claim to con- 258

tain precise, unambiguous information—such as 259

exact dates, locations, or identifiable participants. 260

Vague or generic statements, like “Sabalenka had 261

a great match” were excluded, as they lack objec- 262

tive, verifiable details. This approach ensured that 263

only claims containing concrete, factual informa- 264

tion were selected for manual extraction. We man- 265

ually decontextualize claims by resolving pronomi- 266

nal and other anaphoric expressions, and by supple- 267

menting events with time, location, and participant 268

details when they are clear from the context, ensur- 269

ing that each claim is independently verifiable. 270

The following are example claims illustrating 271

various types of factual inaccuracies: 272

• Time error: “Aryna Sabalenka triumphed 273

over Zheng Qinwen to win the 2024 Aus- 274

tralian Open Women’s final at Rod Laver 275

Arena on January 20, 2024.” 276

• Location error: “Aryna Sabalenka played 277

against Zheng Qinwen in the 2024 Australian 278
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Open Women’s final at Margaret Court Arena279

on January 27.”280

• Event error: “In the third set of the281

2024 Australian Open Women’s Final282

at Rod Laver Arena on January 27,283

Zheng Qinwen broke Aryna Sabalenka’s serve284

at 5-5 and won the set 7-5 to clinch the285

championship.”286

• Participant and location error:287

“Naomi Osaka and Iga Swiatek are bat-288

tling for the prestigious Grand Slam title at289

the 2024 Australian Open Women’s Final290

at the Margaret Court Arena on January 27,291

2024.”292

Each article typically yields between 10-20293

checkable decontextualized claims, depending on294

its length and complexity. This process ensures295

that the claims include all the necessary contextual296

information required for verification, maintaining297

the integrity and relevance of the claims within the298

broader context of the news reports. From the 182299

articles we have extracted 2,323 total atomic claims,300

including 1186 claims from the 92 news reports301

generated by GPT-4o, and 1137 claims from the302

90 reports generated by GLM. The breakdown of303

the error types by entire articles and atomic claims304

is presented in Table 1. Note that some articles or305

claims may contain multiple types of errors.306

Generator GPT-4o GLM

Error type Whole articles Atomic claims Whole articles Atomic Claims

Event 38 313 36 332
participant 23 129 22 167
time 36 302 36 329
location 23 215 23 256

Table 1: Count of error types in entire articles and
atomic claims

3.3 Claim verification with LLMs307

Both GPT-4o and GLM models are tasked with308

verifying the veracity of each entire article as well309

as each atomic claim. To assess claim veracity,310

we prompted GPT-4o and GLM to evaluate the311

accuracy of all 182 news articles and their corre-312

sponding atomic claims. The following are the313

example prompts we use for the evaluation:314

• Article-level prompt: “Today is August 1st,315

2024. You are a helpful assistant that performs316

the below tasks: verify if the following news317

is accurate or false. Respond as concisely as318

possible.”319

• Claim-level prompt: “Today is August 1st, 320

2024. You are a helpful assistant that performs 321

the below tasks: verify if the following claim 322

extracted from a news report is accurate or 323

false. Respond as concisely as possible.” 324

The models are first prompted to assess the ve- 325

racity of each entire article and provide a rationale 326

for their evaluations. They are then prompted to 327

evaluate the veracity of each atomic claim extracted 328

from the articles, along with a rationale for each 329

assessment. Three different prompting approaches 330

are used in this pipeline. 331

3.3.1 Deterministic Prompting (Temperature 332

0.0) 333

We prompt the models to provide a singular, deter- 334

ministic evaluation for each article or claim. Set- 335

ting temperature to 0 minimizes randomness and 336

allows us to observe the models’ baseline claim ver- 337

ification performance under controlled conditions. 338

3.3.2 Self-consistency Prompting 339

(Temperature 1.0) 340

We use a higher temperature setting (1.0) to in- 341

troduce variability in the responses of the models. 342

Models are prompted multiple times (5 times per 343

article / claim in our experiment), and a majority 344

voting mechanism is used to determine the final as- 345

sessment. This setting simulates the potential vari- 346

ability in model reasoning and robustness across 347

multiple prompts. 348

In each instance, the model outputs a determina- 349

tion (correct or false) along with a rationale for its 350

assessment. These rationales are crucial for error 351

analysis, offering insights into whether the model’s 352

reasoning aligns with the factual basis of the claim. 353

3.3.3 RAG Prompting 354

We queried the Google Search Serper API with 355

manually extracted atomic claims and incorporated 356

the retrieved results into the prompt for GPT-4 357

when evaluating the veracity of claims within a 358

Retrieval-Augmented Generation (RAG) frame- 359

work. The goal of this experiment was to assess 360

whether providing search results improves the eval- 361

uation accuracy of LLMs. Due to cost constraints 362

and the length limitation of the search engine, we 363

did not perform this experiment with the entire 364

article. Instead, we focused on atomic claims ex- 365

tracted from news reports generated by GPT-4 it- 366

self, assuming the results would generalize to other 367

settings. 368
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3.4 Comparing model verification with369

human judgments370

To validate the models’ evaluations, we manu-371

ally verify each claim by conducting targeted web372

searches and cross-referencing the findings with373

our existing information. We use independent on-374

line sources, including reputable news databases,375

fact-checking websites, and government records.376

The human judgments serve as the gold standard377

for evaluating model assessments, enabling us to378

quantify both false positives and false negatives379

in the models’ evaluations. Additionally, we per-380

formed error analysis to understand whether the381

type of news (local vs. national) and the type of382

claim (states vs events, true vs false claims) had383

a measurable impact on the model’s performance.384

Special attention was paid to cases where the mod-385

els provided no assessment, incorrect reasoning, or386

inaccurate evaluations.387

4 Experiments388

We conduct a comprehensive set of experiments389

to evaluate the performance of GPT-4o and GLM390

models in verifying claims within generated news391

articles. Both models are assessed in the contexts392

of local and national news generation, with claim393

verification performed across all relevant dimen-394

sions. For the claim verification task, we classify395

the assessment results into five possible categories,396

as outlined below:397

• Correct Assessment (CA): The model cor-398

rectly identifies the veracity of the claim with-399

out providing a rationale.400

• Correct Assessment and Correct Reasoning401

(CA/CR): The model correctly identifies the402

veracity of the claim and provides a correct403

justification for its assessment.404

• Correct Assessment and Wrong Reasoning405

(CA/WR): The model correctly classifies the406

claim but with flawed reasoning.407

• Wrong Assessment (WA): The model incor-408

rectly classifies the veracity of the claim.409

• No Assessment (NA): The model fails to pro-410

vide any assessment.411

For examples of each type of assessment, please412

see Appendix A.5.413

4.1 Entire news articles414

Table 2 presents the performance data of GPT-4415

(gpt-4o-20240806 and gpt-4-turbo-20240409) and416

Generator GPT-4o GLM

Evaluator GPT-4o GPT-4-turbo GLM-4 GPT-4o GPT-4-turbo GLM-4

CA 1 1 0 1 0 0
CA/CR 33 28 37 33 32 32
CA/WR 9 3 4 10 7 5
WA 24 10 12 14 3 14
NA 25 50 39 32 48 39

Total 92 92 92 90 90 90

Table 2: Count of LLM-generated articles for each as-
sessment category

GLM-4 (GLM-4-0520) in evaluating entire arti- 417

cles. Both models were prompted to generate 418

news reports, followed by self-evaluation and cross- 419

evaluation of the generated articles. 420

Among the three models, GLM-4 achieves the 421

highest number of correct assessments while main- 422

taining a moderate error rate. GPT-4o produces a 423

similar number of correct judgments but with sig- 424

nificantly more incorrect assessments, indicating a 425

more aggressive evaluation style. 426

In contrast, GPT-4 Turbo is more likely to refrain 427

from making assessments, reflecting a more cau- 428

tious approach compared to GPT-4o and GLM-4. 429

This suggests that GPT-4-turbo prioritizes mini- 430

mizing errors, even if it results in fewer overall 431

judgments. 432

4.2 Individual atomic claims 433

In evaluating LLMs in verifying atomic claims, we 434

conducted experiments with GPT-4o and GLM- 435

4 to ensure our findings are generalizable across 436

LLMs. The performance of GPT and GLM models 437

was assessed across different temperature settings 438

to better assess their strengths and limitations in 439

claim verification tasks. Both models were tasked 440

with verifying the veracity of claims extracted from 441

LLM-generated news articles, with their evalua- 442

tions measured using the identical 5-dimensional 443

protocol we use for entire articles. 444

The assessment results are presented in Table 3 445

and we can make severval key observations. First, 446

GPT-4o consistently provides more correct assess- 447

ments (including those with and without correct 448

reasoning) than GLM, regardless of whether it is 449

evaluating claims from articles it generated or those 450

generated by GLM. This trend holds across all tem- 451

perature settings. Interestingly, GLM tends to pro- 452

duce more incorrect assessments (WA) when eval- 453

uating its own generations, while GPT-4o shows 454

the opposite trend. The most notable finding is the 455

high number of cases with no assessment (NA), 456

with GLM consistently shows a slightly higher rate 457
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Generator GPT-4o GLM

Evaluator GPT/0 GPT/1 GLM/0 GLM/1 GPT/0 GPT/1 GLM/0 GLM/1
CA (%) 60 (5.1) 72 (6.1) 6 (0.5) 9 (0.8) 15 (1.3) 14 (1.2) 8 (0.7) 12 (1.1)
CA/CR (%) 420 (35.4) 386 (32.6) 325 (27.4) 349 (29.4) 428 (37.6) 430 (37.8) 363 (31.9) 357 (31.4)
CA/WR (%) 129 (10.9) 124 (10.5) 171 (14.4) 129 (10.9) 77 (6.8) 61 (5.4) 250 (22.0) 208 (18.3)
WA (%) 106 (8.9) 134 (11.3) 63 (5.3) 68 (5.7) 128 (11.3) 104 (9.1) 35 (3.1) 49 (4.3)
NA (%) 471 (39.7) 470 (39.6) 621 (52.3) 631 (53.2) 489 (43.0) 528 (46.4) 481 (42.3) 511 (44.9)

Total 1186 1186 1186 1186 1137 1137 1137 1137

Table 3: Count and percentage of individual atomic claims for each assessment category across models at different
temperature settings. GPT/0 and GPT/1 indicate GPT at temperature 0 and 1 respectively. Similarly, GLM/0 and
GLM/1 indicate GLM at temperature 0 and 1.

of no assessments (NA) than GPT-4o (typically458

around 3–6 percentage points more) across settings.459

Additionally, GLM exhibits higher rates of correct460

assessments with wrong reasoning (CA/WR) than461

GPT-4o in all configurations, suggesting that its462

correct judgments are more often accompanied by463

flawed or incomplete rationales.464

4.2.1 Claims in National vs Local news stories465

We also attempted to evaluate the ability of LLMs466

to assess claims in national and local news stories.467

The following are example claims from national468

and local news stories we generated with LLMs:469

• Claims in local news: The free rave hosted470

by Watertown, MA on July 15, 2024 will be471

held at Arsenal Park.472

• Claims in national or international news:473

The 2024 Paris Olympics opening ceremony474

is set to take place on July 26.475

A comparative error analysis of GPT and GLM476

models when evaluating claims from national and477

local news sources across different temperature set-478

tings is shown in Table 6 from Appendix A.4.1. Er-479

rors in assessments include cases where the model480

provides the correct assessment with wrong rea-481

soning (CA/WR), wrong assessment (WA), or no482

assessment (NA). As we can see from the table,483

while GPT slightly outperforms GLM as indicated484

by the generally lower number of errors, the error485

rate is relatively consistent across temperatures.486

The most notable finding is the substantial differ-487

ence in error rates between the models’ assessments488

of claims from national and local news, with sig-489

nificantly higher error rates for local news than na-490

tional news. One possible explanation is that claims491

in national news often pertain to major events or492

widely recognized topics that are well-documented493

across diverse online sources, making these claims494

more likely to appear in the models’ training data 495

and thus easier to assess. In contrast, claims in local 496

news may involve niche, region-specific issues that 497

receive limited attention and documentation, leav- 498

ing the models less prepared to verify such claims 499

accurately. This discrepancy highlights how the 500

scope and distribution of training data can impact 501

the models’ performance in evaluating claims with 502

different degrees of specificity and familiarity. 503

4.2.2 Assessment of true claims vs false claims 504

We also analyze whether the LLMs make accu- 505

rate or inaccurate assessments when presented with 506

claims that are either true or false. Correct Assess- 507

ment includes cases where (i) the claim is factually 508

true, and the LLM assesses it as true. (ii) The claim 509

is factually false, and the LLM assesses it as false. 510

And wrong assessment includes cases where (i) the 511

claim is factually false, but the LLM assesses it as 512

true and (ii) the claim is factually true, but the LLM 513

assesses it as false. We aim to investigate whether 514

there is a difference in the accuracy with which 515

LLMs assess factually true versus false claims. Our 516

hypothesis is that factually true claims are more 517

likely to be represented in the training data than 518

factually false ones, making it more probable that 519

factually false claims will be incorrectly assessed. 520

Our hypothesis is born out, as results in Table 7 521

from Appendix A.4.2 show that both the GPT and 522

GLM generally have a higher rate of correct assess- 523

ments when the claim was factually correct while 524

both models struggle with factually wrong claims 525

and made wrong assessments. Among all the cases 526

where the model made correct assessments but pro- 527

vided incorrect reasoning, a considerable portion of 528

them is from claims that are factually wrong. This 529

suggests that while the model can arrive at the cor- 530

rect conclusion, its internal logic or justifications 531

may still be flawed, which happens mostly when 532
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the claims are factually incorrect.533

4.2.3 State and event claims534

We also experimented with asking LLMs to assess535

claims that are linguistic states and those that are536

not. Here, a state refers to a specific condition or537

phase in the existence of something, characterized538

by stability and consistency over time, whereas539

a non-state claim typically involves an event, sig-540

nifying a significant occurrence that brings about541

change. A non-state claim is typically associated542

with a time, location, and participants. The follow-543

ing shows example claims categorized as state and544

non-state:545

• State claim: Aryna Sabalenka is Belarusian.546

• Non-state claim: The 2024 Australian Open547

Women’s final was held at Margaret Court548

Arena on January 27.549

We hypothesize that LLMs perform better on550

state claims because states are more stable and551

likely to be documented in training data, whereas552

events are often new and undocumented. Conse-553

quently, LLMs are more prone to errors, includ-554

ing wrong assessments (WA) and no assessments555

(NA), when evaluating non-state claims, as sup-556

ported by the higher error rates observed for these557

claims. This hypothesis is largely born out by the558

higher error rate for non-states than states. We559

also observed a significant temperature effect and560

found that higher temperatures yield better results561

for state claims, potentially due to improved pat-562

tern recognition from broad, consistent data, while563

for non-state claims, the same high temperatures564

lead to worse outcomes as they inhibit the verifi-565

cation of event-specific details, causing increased566

uncertainty and wrong assessments. This confirms567

a fundamental limitation of LLMs in its knowledge568

of recent and dynamic events that researchers are569

trying to address (Ding et al., 2023; Yuan et al.,570

2024). More information about this can be found571

in Appendix A.3.572

4.2.4 Fact-checking with Retrieval573

Augmented Generation (RAG)574

Retrieval-Augmented Generation (RAG) (Lewis575

et al., 2020) has emerged as a popular method for576

fact-checking (Rothermel et al., 2024; Khaliq et al.,577

2024; Raina and Gales, 2024; Ullrich et al., 2024;578

Adjali, 2024), particularly when LLMs struggle to579

find information relevant to a given claim. The580

process typically involves transforming the claim581

into questions that can be used to query a knowl- 582

edge source, such as the entire Internet or specific 583

repositories like Wikipedia. The retrieved results, 584

combined with the original claim, are then used to 585

prompt an LLM to determine whether the claim 586

is supported or refuted by the evidence. Addition- 587

ally, the LLM can conclude that there is insufficient 588

evidence to either support or refute the claim. 589

In the RAG approach, each claim is treated as a 590

search query to retrieve relevant supporting or con- 591

tradictory information from the Internet. Specifi- 592

cally, the claim is then fed into a Serper API to fetch 593

relevant results from online sources. The results 594

are then filtered to ensure relevance. For textual 595

search results, the top k = 5 entries are selected, 596

prioritizing those with detailed snippets, titles, and 597

links. For knowledge graph data, attributes like 598

titles, entity types, and descriptions are processed 599

into usable snippets. The retrieved snippets and 600

contextual data are consolidated and formatted into 601

a coherent input prompt for GPT-4o. See Appendix 602

A.2 for an example prompt. 603

The assessment results using the RAG approach 604

are shown in Table 4. Compared to the non-RAG 605

setting, the number of correct assessments (CACR) 606

increases significantly by 21.4%, but the number 607

of wrong assessments (WA) also rises by 16.2%, 608

from 8.9% to 25.1%. Meanwhile, the number of no 609

assessments (NA) drops dramatically, from 39.7% 610

to 11.2%. At the same time, the number of cor- 611

rect assessments with flawed reasoning (CAWR) 612

drops substantially from 10.9% to 1.7%, suggest- 613

ing that RAG also improves the model’s ability to 614

justify its answers accurately. These results suggest 615

that when augmented with retrieval results, GPT- 616

4o adopts a more aggressive approach in making 617

assessments. 618

Interestingly, while GPT-4o is much more likely 619

to give a “No Assessment” when no search results 620

(NS) are returned (37.0%), it also occasionally re- 621

frains from making a judgment (8.3%) even when 622

retrieved search results (S) are available. This oc- 623

curs when the LLM determines that the retrieved 624

evidence is insufficiently relevant to support a 625

definitive evaluation. Conversely, GPT-4o is ca- 626

pable of making correct assessments even when 627

no relevant evidence is retrieved. A possible ex- 628

planation may lie in the structure of the prompt 629

given to the LLM. The sentence “Here are the re- 630

lated search snippets” followed by an empty list 631

might implicitly signal to the LLM that no evidence 632

supports the claim, prompting it to guess that the 633
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Generator GPT-4

Evaluator GPT/0 Non-RAG GPT/0 RAG

Results Subt. (%) FC (%) FW (%) Subt. (%) FC (%) FW (%) S (%) NS (%)
CA (CR) 480 (40.5) 210 (67.5) 270 (30.9) 735 (61.9) 244 (78.5) 491 (56.1) 677 (63.5) 58 (48.7)
CAWR 129 (10.9) 5 (1.6) 124 (14.2) 20 (1.7) 1 (0.3) 19 (2.2) 14 (1.3) 6 (5.0)
WA 106 (8.9) 59 (19.0) 47 (5.4) 298 (25.1) 34 (10.9) 264 (30.2) 287 (26.9) 11 (9.2)
NA 471 (39.7) 37 (11.9) 434 (49.6) 133 (11.2) 32 (10.3) 101 (11.5) 89 (8.3) 44 (37.0)
Total 1186 311 875 1186 311 875 1067 119

Table 4: Comparison between RAG and non-RAG performance with GPT4-o at Temperature 0. “S” indicates
search results are returned by the Google Serper API and “NS” means no results are returned.

claim is false. However, it is debatable whether634

we want the LLM to make guesses this way when635

acting as a fact-checking system, where credibility636

is paramount.637

5 Discussion638

In our evaluation of LLMs’ ability to assess the ve-639

racity of LLM-generated news articles and claims,640

we find that LLMs perform better when evaluating641

claims in national news compared to local news.642

They are also more accurate at assessing factually643

correct claims than factually wrong ones. Addition-644

ally, LLMs excel at evaluating claims expressed645

as linguistic states rather than those describing dy-646

namic events. These seemingly distinct observa-647

tions can be traced back to a common underly-648

ing factor: LLMs are more effective at process-649

ing well-documented, high-frequency information650

that is more likely to have been included in their651

training data. National news claims are typically652

better documented than local news claims, linguis-653

tic states are more stable and frequently recorded654

than rapidly evolving dynamic events, and factu-655

ally accurate claims are more likely to appear in656

the training data than factually false ones.657

RAG significantly improves the number of658

correct assessments, but also increases incorrect659

ones—due to irrelevant search results (56/298660

cases), no retrievals (11/298), or flawed reason-661

ing (231/298). Examples appear in Appendix A.6.662

The high rate of reasoning errors underscores the663

need to enhance LLM reasoning capabilities.664

Despite RAG, many claims remain unassessed665

due to missing or noisy evidence. This highlights666

a core challenge in fact-checking news reports,667

which often describe novel events not covered by668

existing sources. Human-in-the-loop systems may669

be essential for verifying such content.670

In cases where the assessment is correct but the671

reasoning is flawed (CAWR), we find that 8 out of672

20 result from irrelevant retrievals, 6 from missing 673

evidence, and 6 from pure reasoning errors—where 674

the model misapplies logic despite having relevant 675

information. These patterns suggest that weak or 676

absent evidence is a major source of flawed jus- 677

tifications. Further analysis shows that without 678

reliable evidence, LLMs often resort to speculative, 679

inconsistent, or overgeneralized reasoning. When 680

retrieval returns misleading or loosely related doc- 681

uments, models may incorporate incorrect details, 682

compounding the problem. These findings high- 683

light a key challenge for RAG systems and em- 684

phasize the need for future research to focus on 685

improving the precision and reliability of retrieved 686

evidence in fact-checking pipelines. 687

Overall, our results highlight key challenges in 688

developing fully automatic or human-in-the-loop 689

systems for fact-checking LLM-generated news. 690

These include accurately extracting and decontex- 691

tualizing all and only checkable atomic claims—a 692

difficult task given the vague and subjective lan- 693

guage in news stories—and improving both re- 694

trieval quality and LLM reasoning to build trust 695

in such systems. 696

6 Conclusion and Future Work 697

We conducted a diagnostic evaluation of LLMs and 698

RAG systems for fact-checking claims in machine- 699

generated news. While they correctly assess nearly 700

65% of claims, many are misclassified or left 701

unassessed due to irrelevant retrievals, flawed rea- 702

soning, or lack of evidence—especially for rare 703

claims, which are common in news. Our find- 704

ings highlight the need for more accurate retrieval, 705

improved LLM reasoning, and human-in-the-loop 706

methods for unverifiable content. Future work will 707

focus on enhancing retrieval and reasoning capa- 708

bilities, and developing hybrid systems for fact- 709

checking LLM-generated reports. 710
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Limitations711

As a diagnostic evaluation of current challenges712

in fact-checking machine-generated news, our713

study relies on manually extracted claims—a time-714

consuming and labor-intensive process that lim-715

its dataset size and the scope of analysis. De-716

spite this, we carefully curated the dataset to re-717

flect the types of claims commonly found in LLM-718

generated news. In this revised version, we doubled719

the dataset from 92 to 182 articles and from 1,337720

to 2,323 atomic claims. Our experiments, re-run on721

the expanded set, yielded consistent conclusions722

with the previous version.723

Ethical Statement724

Machine-generated news reports can pose signifi-725

cant risks if they are mistaken for authentic, factual726

content. To mitigate these risks, when releasing727

the dataset for our study, we will ensure that it is728

clearly labeled as machine-generated and explicitly729

highlight that it contains false claims. This labeling730

is critical to prevent misuse of the dataset and to731

maintain transparency for researchers, developers,732

and the broader community. By doing so, we aim733

to promote ethical research practices and minimize734

any potential harm arising from the dissemination735

of this data.736

We plan to release the dataset publicly upon pub-737

lication of this paper.738
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A Appendix963

A.1 Example claims964

1. TotalEnergies is the title sponsor for the To-965

talEnergies BWF Thomas & Uber Cup Finals966

2024.967

2. Three separate shark attacks have been re-968

ported off the coast of Maine from June 30 to969

July 4, 2024.970

3. The United States has reported a 10% growth971

in Gross Domestic Product (GDP) for the fis-972

cal year 2024 on May 29, 2024.973

4. The TotalEnergies BWF Thomas & Uber974

Cup Finals 2024 was held at the Chongqing975

Olympic Sports Center.976

5. The opening ceremony of the 2024 Summer977

Olympics was held at the Bangkok Olympic978

Stadium on May 29, 2024.979

6. The 2024 Australian Open Women’s Final was980

held at the Margaret Court Arena on January981

27, 2024.982

7. Spain won over France in the 2024 UEFA Eu-983

ropean Championship semi-final at the BVB984

Stadion Dortmund on July 9, 2024.985

8. Zheng Qinwen is competing for her first986

Grand Slam final at the 2024 Australian Open987

Women’s final at Rod Laver Arena on January988

20, 2024.989

9. The free rave hosted by Watertown, MA on 990

July 15, 2024 will be held at Arsenal Park. 991

10. The discovery of the new COVID-19 in New 992

Hampshire variant was announced by health 993

officials on May 29, 2024. 994

11. The Dallas Mavericks won Game 4 of the 995

2024 NBA Finals in overtime at the American 996

Airlines Center in Dallas, Texas. 997

12. The 2024 NBA Finals Game 7 was played 998

at the American Airlines Center in Dallas on 999

May 29, 2024. 1000

13. Kobe Bryant has announced his return to the 1001

Los Angeles Lakers on May 29, 2024. 1002

14. On July 3, 2024, FIFA has announced that 1003

London, United Kingdom, will host the 2026 1004

FIFA World Cup. 1005

15. On May 29, 2024, Stephen Curry was traded 1006

from the Golden State Warriors to the Chicago 1007

Bulls. 1008

A.2 Example RAG prompt 1009

The prompt structure includes: The original claim. 1010

The concatenated evidence snippets from the re- 1011

trieved results. And a preamble describing the task 1012

(e.g., assessing the factual accuracy of the claim). 1013

Example Prompt: "The following claim needs to 1014

be evaluated for accuracy: ’CLAIM’." "Here are 1015

the related search snippets: EVIDENCE-TEXT." 1016

"Based on the snippets provided, evaluate whether 1017

the claim is accurate or false. " "Provide a clear 1018

and reasoned explanation." 1019

A.3 Assessments for State and Event Claims 1020

Table 5 presents a comparison between the evalua- 1021

tion performance of LLMs on state and non-state 1022

(event) claims. LLMs are better at assessing state 1023

claims than non-state claims, as indicated by the 1024

generally lower number of WA and NA cases for 1025

state claims and higher number of such cases for 1026

non-state claims. 1027

There is also a significant temperature effect. 1028

For state claims, which often pertain to more stan- 1029

dardized and systemic issues, higher temperatures 1030

might enhance the model’s ability to identify pat- 1031

terns and make accurate assessments. These claims 1032

are typically based on broader, more consistent data 1033

that may not be as sensitive to small fluctuations or 1034

variability in the input data. Conversely, higher 1035

temperatures introduce greater variability in re- 1036

sponses, which impacts non-state claims differently. 1037
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Generator GPT-4o GLM

Evaluator GPT/1 GPT/0 GLM/1 GLM/0 GPT/1 GPT/0 GLM/1 GLM/0
State

CA (%) 36 (11.5) 22 (7.0) 4 (1.3) 5 (1.6) 14 (6.6) 6 (2.8) 7 (3.3) 5 (2.3)
CA/CR (%) 173 (55.3) 144 (46.0) 177 (56.5) 115 (36.7) 152 (71.4) 124 (58.2) 124 (58.2) 93 (43.7)
CA/WR (%) 5 (1.6) 5 (1.6) 5 (1.6) 13 (4.2) 1 (0.5) 16 (7.5) 3 (1.4) 10 (4.7)
WA (%) 54 (17.3) 46 (14.7) 45 (14.4) 42 (13.4) 10 (4.7) 13 (6.1) 25 (11.7) 19 (8.9)
NA (%) 45 (14.4) 96 (30.7) 82 (26.2) 138 (44.1) 36 (16.9) 54 (25.4) 54 (25.4) 86 (40.4)
Subtotal 313 313 313 313 213 213 213 213

Non-State
CA (%) 36 (4.1) 38 (4.4) 5 (0.6) 1 (0.1) 0 (0.0) 9 (1.0) 5 (0.5) 3 (0.3)
CA/CR (%) 213 (24.4) 276 (31.6) 172 (19.7) 210 (24.0) 278 (30.1) 304 (32.9) 233 (25.2) 270 (29.2)
CA/WR (%) 119 (13.6) 124 (14.2) 124 (14.2) 158 (18.1) 60 (6.5) 61 (6.6) 205 (22.2) 240 (26.0)
WA (%) 80 (9.2) 60 (6.9) 23 (2.6) 21 (2.4) 94 (10.2) 115 (12.4) 24 (2.6) 16 (1.7)
NA (%) 425 (48.7) 375 (42.9) 549 (62.9) 483 (55.3) 492 (53.2) 435 (47.1) 457 (49.5) 395 (42.8)
Subtotal 873 873 873 873 924 924 924 924
Total 1186 1186 1186 1186 1137 1137 1137 1137

Table 5: A comparison of state vs non-state claims.

Non-state claims defined by more dynamic, event-1038

specific details like timing, location, or participants,1039

are harder for the models to verify with confidence1040

under higher temperatures. The randomness at this1041

setting leads to the model producing a broader ar-1042

ray of responses, which is beneficial for creativity1043

but not ideal for precision. In fact, the variability1044

might cause the model to contradict itself or lose1045

consistency, particularly when precise details are1046

required to confirm an event. This can explain the1047

higher no assessments for non-state claims under1048

high-temperature settings, as the models struggle1049

with conflicting or incomplete information about1050

specific events. Interestingly, while lower temper-1051

atures generally lead to more correct assessments1052

(CA and CA/CR), they also tend to increase the1053

number of correct assessments with wrong reason-1054

ing (CA/WR)in non-state claims. This suggests1055

that although models may make more definitive1056

judgments at lower temperatures for event-specific1057

information, the quality or consistency of the sup-1058

porting rationale may suffer. In contrast, high tem-1059

peratures tend to reduce the ratio of flawed justifi-1060

cations among correct answers, even though they1061

also bring more uncertainty. This pattern does not1062

appear in state claims, where CA/WR is infrequent.1063

A.4 Supplemental tables1064

A.4.1 Claims in National vs Local news stories1065

We provide a detailed error breakdown for national1066

and local news claim evaluation in Table 6.1067

A.4.2 true claims vs false claims 1068

Table 7 presents results comparing LLMs’ assess- 1069

ment accuracy on factually true vs false claims. 1070

A.5 Examples of each type of assessment 1071

• CA: 1072

– claim: "Kobe Bryant retired in 2016 and 1073

tragically passed away in a helicopter 1074

crash in 2020." 1075

– eval: "True." 1076

• CA/CR: 1077

– claim: "Kamala Harris is U.S. President 1078

in 2024." 1079

– eval: “As of the last update, Kamala Har- 1080

ris is not the U.S. President; she is the 1081

Vice President. Joe Biden is the Pres- 1082

ident of the United States. However, 1083

please check the most recent and reli- 1084

able news sources to confirm the current 1085

office holders, as situations can change.” 1086

• CA/WR: 1087

– claim: "Osaka said in her post-match 1088

interview of 2024 Australian Open 1089

Women’s Final, “This was one of the 1090

toughest matches I’ve ever played. Iga is 1091

an incredible player, and she pushed me 1092

to my limits today. Winning here at the 1093

Australian Open again is a dream come 1094

true, and I’m so grateful for the support 1095

from the fans."" 1096
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Generator GPT-4o GLM

Evaluator Subt. GPT/0 GPT/1 GLM/0 GLM/1 Subt. GPT/0 GPT/1 GLM/0 GLM/1

National(%) 785 374 (47.7) 407 (51.8) 496 (63.2) 475 (60.5) 756 373 (49.3) 372 (49.2) 443 (58.6) 447 (59.1)
Local(%) 401 332 (82.8) 321 (80.0) 359 (89.5) 353 (88.0) 381 321 (84.3) 321 (84.3) 323 (84.8) 321 (84.3)

Total 1186 706 (59.5) 728 (61.4) 855 (72.1) 828 (69.8) 1137 694 (61.0) 693 (60.9) 766 (67.4) 768 (67.6)

Table 6: Errors from evaluating claims in national or local news. Each cell represents the percentage of claims that
are incorrectly assessed for that category (national vs local), with the last row representing the number of errors /
the total claims for that evaluator.

Generator GPT-4 GLM

Evaluator GPT/0 GLM/0 GPT/0 GLM/0

Veracity FC(%) FW(%) FC(%) FW(%) FC(%) FW(%) FC(%) FW(%)
CA (CR) 210 (67.5) 270 (30.9) 168 (54.0) 163 (18.6) 152 (78.8) 291 (30.8) 111 (57.5) 260 (27.5)
CAWR 5 (1.6) 124 (14.2) 15 (4.8) 156 (17.8) 3 (1.6) 74 (7.8) 3 (1.6) 247 (26.2)
WA 59 (19.0) 47 (5.4) 51 (16.4) 12 (1.4) 9 (4.7) 119 (12.6) 24 (12.4) 11 (1.2)
NA 37 (11.9) 434 (49.6) 77 (24.8) 544 (62.2) 29 (15.0) 469 (49.7) 55 (28.5) 426 (45.1)
Total 311 875 311 875 193 944 193 944

Table 7: Comparison of LLM assessment accuracy for factually correct (FC) and factually incorrect (FW) claims
with GPT and GLM as evaluators at 0 temperature.

– eval: “The information provided seems1097

incorrect. The Australian Open is typi-1098

cally held in January, so if today is July1099

29th, 2024, Osaka would not be referring1100

to a recent Australian Open victory in her1101

interview.”1102

• WA:1103

– claim: "The XVIII International Chopin1104

Piano Competition held in Warsaw,1105

Poland, on October 25th, 2021 saw1106

young pianists from around the world1107

converge on the Polish capital to com-1108

pete for the coveted first prize."1109

– eval: “The information you provided1110

is accurate. The XVIII International1111

Chopin Piano Competition was indeed1112

held in Warsaw, Poland, starting on Oc-1113

tober 25th, 2021, and it attracted young1114

pianists from around the world to com-1115

pete for the prestigious first prize.”1116

• NA:1117

– claim: "The rave event called ’Water-1118

town Rave: Lights & Beats’ on July 15,1119

2024 host by Watertown, MA is expected1120

to draw a large crowd of electronic dance1121

music (EDM) enthusiasts from across1122

New England."1123

– eval: “As an AI, I cannot provide real-1124

time or future event information. To ver-1125

ify the accuracy of news about events like 1126

the "Watertown Rave: Lights & Beats," 1127

you should check with local event list- 1128

ings, news sources, or the official event 1129

organizers. It’s always best to get the 1130

latest updates from reliable sources.” 1131

A.6 Error cases in the RAG setting 1132

• no search results: 1133

– claim: "Watertown Town Manager 1134

Michael Driscoll said in June 2024 "This 1135

is an important development for our 1136

town, and we value the input of our resi- 1137

dents. The public meeting will be an op- 1138

portunity to hear from the university and 1139

provide feedback to ensure the project 1140

benefits both Brandeis and the Water- 1141

town community."" 1142

– eval: “The claim is false. The state- 1143

ment was actually made by Watertown 1144

Town Council President Mark Sideris, 1145

not Town Manager Michael Driscoll.” 1146

– claim: "Russell Westbrook wrote on his 1147

social media "Congrats on an amazing 1148

career, PG! Proud of everything you’ve 1149

accomplished and excited for what’s 1150

next." on May 29, 2024" 1151

– eval: “The claim is false. The pro- 1152

vided snippets indicate that Russell West- 1153

brook’s social media post congratulat- 1154
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ing “PG” was actually directed at Paul1155

George, who announced his retirement1156

from professional basketball. The date1157

of the post is also consistent with the1158

timing of Paul George’s retirement an-1159

nouncement, which was reported on May1160

29, 2024. Therefore, the claim that1161

Westbrook’s message was about Paul1162

George’s career and future is accurate.”1163

• irrelevant search results:1164

– claim: "Bruce Liu’s final round perfor-1165

mance of the XVIII International Chopin1166

Piano Competition held in Warsaw on1167

October 25, 2021 featured a breathtaking1168

rendition of Chopin’s Piano Concerto No.1169

1 in E minor, Op. 11."1170

– eval: “The claim is false. The search1171

snippets indicate that Bruce Liu per-1172

formed Chopin’s Piano Concerto No. 21173

in F minor, Op. 21 during the final round1174

of the XVIII International Chopin Piano1175

Competition, not Concerto No. 1 in E1176

minor, Op. 11 as stated in the claim. The1177

snippet specifically mentioning "Bruce1178

Liu - F.Chopin Piano Concerto No.2 in1179

F minor, Op.21" during the competition1180

confirms this.”1181

– claim: "The first shark attack took place1182

on Sunday, June 30, 2024, at Old Or-1183

chard Beach, where a 35-year-old man1184

suffered serious injuries to his leg while1185

swimming."1186

– eval: “The claim that the first shark1187

attack took place on Sunday, June 30,1188

2024, at Old Orchard Beach is false. The1189

search snippets indicate that there was1190

a fatal shark attack before this date, in-1191

volving Julie Dimperio Holowach, who1192

died as a result of a shark attack while1193

swimming in Casco Bay near Bailey Is-1194

land. This incident is noted as Maine’s1195

first-ever fatal shark attack. Therefore,1196

the claim about the first shark attack oc-1197

curring in 2024 is inaccurate, as there1198

was at least one documented shark attack1199

prior to this date.”1200

• reasoning failure:1201

– claim: "Aryna Sabalenka is the sec-1202

ond seed of the 2024 Australian Open1203

Women’s."1204

– eval: “The claim that Aryna Sabalenka 1205

is the second seed of the 2024 Australian 1206

Open Women’s is false. The search snip- 1207

pets indicate that Aryna Sabalenka was 1208

ranked No. 2 during the tournament, 1209

as mentioned in the snippet: "In Sat- 1210

urday’s women’s final, No. 2-ranked 1211

Aryna Sabalenka defeated Zheng Qin- 1212

wen in straight sets, for her second over- 1213

all major title." Being ranked No. 2 and 1214

being the second seed are typically syn- 1215

onymous in major tennis tournaments, as 1216

seeding is generally based on world rank- 1217

ings just before the event. Therefore, the 1218

claim is accurate.” 1219
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