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ABSTRACT

Instruction tuning has optimized the specialized capabilities of large language
models (LLMs), but it often requires extensive datasets and prolonged training
times. The challenge lies in developing specific capabilities by identifying useful
data and efficiently fine-tuning. High-quality and diverse pruned data can help
models achieve lossless performance at a lower cost. In this paper, we propose
OptBatch, a novel data selection method that focuses on the learnability of whole
batch data rather than individual samples. OptBatch considers the coverage of the
data distribution through stratified sampling and maximizes the relative distance
between samples within a batch to enhance diversity. Furthermore, OptBatch uti-
lizes Hessian gradient optimization to guide the selection strategy for subsequent
batches. OptBatch effectively captures the intrinsic value of data curation, sur-
passes previous state-of-the-art methods, and demonstrates robust generalization
performance across diverse downstream tasks and models. Extensive experiments
reveal that OptBatch training in various pruning rates outperforms full dataset
training, reducing computational cost by 20-40%. Additionally, evaluations using
GPT-4 scores and other metrics for multi-turn dialogue, multilingual translation
and QA tasks consistently demonstrate OptBatch’s optimal performance.

1 INTRODUCTION

Instructional tuning is widely applied to enhance specific capabilities in LLM, including translation,
dialogue, and domain-specific knowledge (Ouyang et al., 2022). Recent advances have prioritized
the collection of high-quality data and the deployment of online training strategies (Hong et al.,
2024; Xia et al., 2024a; Everaert & Potts, 2023). Despite the abundance of domain data, variability
in quality remains a significant concern. In computer vision, data pruning techniques are utilized to
maintain performance while reducing computational costs (Abbas et al., 2024; Tirumala et al., 2023;
Abbas et al., 2023). In contrast, the presence of duplicate and low quality data can adversely affect
performance in NLP (Hernandez et al., 2022). Therefore, identifying non-redundant and diverse
data to optimize instruction tuning remains a critical and unresolved challenge.

Recent research highlights the importance of data diversity and coverage (Zheng et al., 2022; Hong
et al., 2024; Zheng et al., 2024), categorizing approaches into online and offline methods. Offline
methods leverage static features for importance scores, such as loss (Jiang et al., 2018; Wei et al.,
2020), influence scores (Koh & Liang, 2017; Yang et al., 2022), or embedding-based metrics such as
distance. These methods do not adapt scores based on model updates and necessitate pre-processing
of large datasets. Online methods utilize importance scores calculated in real-time, such as those
derived from reference models (Mindermann et al., 2022a; Deng et al., 2023) and gradients (Hong
et al., 2024; Paul et al., 2021; Pooladzandi et al., 2022). Approaches based on a reference model for
scoring require substantial foundational capabilities of the model (Mindermann et al., 2022a). Hong
et al. (2024) aims to enhance orthogonal representativeness in online batch selection. However, their
method emphasizes the directional diversity without considering the learnability of the data.

In this paper, we focus on employing stratified sampling and maximizing intersample distances for
online batch selection to enhance sample diversity. We define high-quality, untrained examples
as “learnable samples”, aiming to identify these in each batch to enhance model training. Using
stratified sampling, we consider samples within various score ranges in a batch, rather than focusing
solely on high-score samples. Methods that prioritize high-loss may be overly influenced by outliers
and noisy data, potentially compromising the model robustness (Lyu & Tsang, 2019; Xia et al.,
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2022; Karamcheti et al., 2021). To increase diversity, we maximize the relative distance between
data within a batch. Samples with similar importance scores may share characteristics, leading to
a lower gain in new information. These redundant samples lack learnability (Hong et al., 2024).
Given the differing distributions between batches, we draw inspiration from the Adam (Kingma &
Ba, 2017) optimization algorithm to integrate second-moment cumulative gradient updates. This
approach mitigates fluctuations due to the random sampling of different batches, helping the model
to consistently recognize critical features between batches.

Our approach emphasizes data diversity, learnability, and real-time feedback, exhibiting the follow-
ing properties: (1) We propose an online loss-probability based stratified sampling algorithm that
prioritizes batch selection methods with higher diveristy. (2) We utilize Hessian gradient optimiza-
tion to guide the data selection strategy for the next batch. The diversity we emphasize is rooted
in gradient norms, and we demonstrate that the gradients are Lipschitz continuous. (3) We evaluate
our approach on three diverse downstream datasets: llama3-Chinese-chat (LLaMaQA), WikiMatrix
and our net literature dialogue dataset (NetLit). Our results demonstrate that OptBatch consistently
achieves optimal loss across various pruning rates and models, including LLaMa3 and ChatGLM3.
This indicates its capacity to maintain the same loss at a reduced computational cost.

2 PRELIMINARIES

2.1 GRADIENT NORM

To effectively select relevant samples from our dataset, we represent each sample using features,
denoted as F'. Common representations of F utilize embeddings (Sorscher et al., 2022; Zheng et al.,
2022; Xia et al., 2022). However, embeddings capture only the intrinsic features of the samples and
do not reflect the model’s importance during training. Instead, we employ gradient representations
(Xia et al., 2024b; Wang et al., 2023a) because gradients provide a dynamic measure of sample
relevance, capturing each sample’s influence on model updates and learning efficacy.

To minimize redundant computational costs, we specifically compute the gradients from the
1m_head layer. The gradients from this layer are defined as follows:
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where gradient;.,q € RP*H. D denotes the vocabulary size of the model, and H represents the
dimension of the last hidden layer’s output. The term Vlygpu(2; 6") signifies the gradient of the
output layer with respect to the model parameters §°. The transpose of the last layer’s hidden states
is given by hgsﬂayer. Additionally, gradient, ., quantifies the magnitude of the gradient from the
1m_head layer using the Ly norm along axis 1.

To mitigate the computational overhead associated with token-level gradient calculations, we adopt
a sequence-level gradient approach. We leverage the gradient from the final layer to represent the
entire sequence. The gradient at the last layer captures highly abstracted features of the input data,
effectively reflecting the overarching trends and significant characteristics of the sequence.

2.2 ADAPTIVE MOMENT ESTIMATION

The Adam (Kingma & Ba, 2017) algorithm utilizes exponentially weighted moving averages to
estimate the momentum and the second moment of the gradients, defined by the following variables:
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where 31 = 0.9, B2 = 0.999, g? represents the element-wise square of the gradient. It allows the
variance estimate to evolve more slowly than the momentum estimate, promoting stable convergence
during optimization. To correct for bias in the estimates, Adam employs the following formulas to
normalize the momentum and variance estimates, and to rescale the gradients for parameter updates:
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where 7 denotes the learning rate and e = le — 6. The normalized estimates v, and §; help compute
the adaptive learning signal g}, guiding the model’s parameter updates.

Ht Gt <— 9t71 — nHt (6)

We propose substituting the gradient norm with the Hessian gradient H, to address significant dis-
tributional discrepancies among samples. By leveraging historical gradient information, H, effec-
tively captures global features, thereby enhancing the stability of gradient updates during training.
This modification alleviates the instability that may arise due to the idiosyncratic nature of specific
batches, promoting consistency of gradients between batches throughout the optimization process.

3 METHOD
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Figure 1: The workflow of OptBatch. Step 1: We divide a batch of data into K strata based on
loss. Then, we select | S| data according to the probability of exp(loss) and calculate the number of
data in each stratum. Step 2: We calculate the Hessian gradient H; of the data as features. Step 3:
For stratum 1, we randomly initialize a point. We calculate the distance to the first point and select
the farthest point from the same stratum as the second point. We update the minimum distance from
the remaining points to the selected point and repeatedly choose |S;| samples. For strata 2 and 3, in
order to select points for the new stratum, we need to consider the selected points from the previous
strata. Finally, we will obtain a diversified subset that is relatively far from each other.

As illustrated in Figure 1, OptBatch initially computes the loss for each individual sample through
forward propagation and employs stratified sampling to determine the number of samples in each
stratum. Specifically, we select n; samples from each stratum with the objective of maximizing the
distance between the Hessian gradients of the selected samples. This approach establishes a theo-
retical upper bound for the training loss of the chosen subset. In subsection 3.1, we demonstrate the
existence of this upper bound and extend the geometric properties to encompass the training gradi-
ents. In subsection 3.2, we detail the incorporation of prior gradient updates during the computation
of new batches and utilize Hessian approximations to enhance the precision of gradient magnitude
evaluations throughout the optimization process. In subsection 3.3, we perform stratified sampling
for each batch of data, selecting samples by maximizing the Lo distance.

3.1 LIPSCHITZ CONTINUITY OF THE GRADIENT

Introducing the geometric set cover into the dataset spatial distribution to select the coreset with the
maximum coverage can ensure that coreset still follows the original distribution P at a high pruning

rate. The dataset can be represented as S = {(z;,v:)}¥,, where z; = (x},22,...,27) is the
input token sequence and y; is the prediction sequence Y = (y},y2,...,y¢ ). The loss function [
is defined as lop = —4 01, logp(y* = a*|z<*). The goal of coreset selection S’ is to remove

redundant and unimportant data while minimizing the model’s loss under a given pruning rate «:
mmS/CS:‘lS—s"'gka Ezy~p [[(x,y, hs)].

Analyzing the training process of a model on an r-cover coreset reveals that it incurs a bounded
risk for the dataset. (Sener & Savarese, 2017; Zheng et al., 2022) prove that the loss function is
Lipschitz continuous and bounded, enabling loss-based stratified sampling. Gradients can quantify
inter-sample distances and gauge the coverage of selected samples, as they more accurately reflect
sample differences and importance. Maximizing gradient distances between samples within the
subset thus enhances the coverage of the entire dataset. Consequently, we demonstrate that gradients
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exhibit Lipschitz continuity and are constrained by an upper bound. The proof of gradient Lipschitz
continuous can be found in the Appendix A.
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3.2 HESSIAN-APPROXIMATED GRADIENT OPTIMIZATION

To integrate global information, OptBatch builds upon the Adam optimizer (Kingma & Ba, 2017)
and leverages a Hessian-approximated gradient optimization to account for variations in gradient
curvature across batches. Specifically, we focus on the gradient g; = VI(z;0") derived from a
batch sample. The updates for the second moment estimate v; are defined as Equation 5. Hessian
gradients H; are derived from the norm of the gradient, adjusted by the second moment:

| ®
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where H; € RP, D denotes the vocabulary size of the model. Significant distributional discrep-

ancies among batches may result in anomalous behavior. To capture global gradient characteristics
effectively, we substitute H; for the original gradient norm. Refer to subsection 2.2 for details.

2,axis=1

Algorithm 1: OptBatch

Input: Batch B; current model f; pruning rate «; the number of strata k; Hessian gradient H;.
Qutput: coreset S

loss < fp(B); coreset size |S|=a * |B|;
coreset S' +— Sample |S| samples without replacement according to the probability exp(loss);
By, By, ..., Bi—1 < Split loss in B into k ranges with an even range width;
S0, 51, ---, Sk—1 < Split loss in S into k ranges with an even range width;
Soo + Randomly select one point in By;
for i in range(k) do
distance < min(Ls distances of B; to selected points .S, axis = 0); // using H; feature
for j in range(|S;|) do
S;j +— arg max(distance);
distance’ + Calculate the distances of the remaining points to S;;;
distance + min(distance, distance');
end
end

return coreset S;

3.3 OPTIMIZING ONLINE BATCH SELECTION

In each training step, we access a data batch B and aim to select a representative subset of samples
S. Data selection should consider the subset as a cohesive entity rather than as isolated samples;
this approach effectively mitigates redundancy and addresses potential omissions within the dataset,
thereby promoting greater diversity (Hong et al., 2024). When selecting a data point, the exclusion
of similar points is crucial, as it enhances the informational value available for model training.

Step 1: Stratified sampling based on loss probability. To ensure that our sampling aligns with
the overall distribution of the data while accounting for both challenging and easy samples, we
employ a loss probability based stratification approach. This method is detailed in algorithm 1. We
partition the batch into K strata based on loss values, utilizing the approach outlined by CCS (Zheng
et al., 2022). The width of each stratum is determined by the formula (max_loss — min_loss)/K.
Subsequently, we calculate the size of the selected sample set as |S| = |B| x «, where « denotes
the pruning rate. In our sampling process, we use exp(loss) as the selection probability for each
sample, and we sample from the dataset without replacement to create the initial set. These samples
are then categorized into K strata, allowing us to tally the number of samples in each stratum.

Step 2: Maximizing L, Hessian gradient distance within the batch. In each stratum, we aim
to maximize the Lo Hessian gradient distance among points to ensure greater separation within
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the batch as illustrated in Figure 2. Specifically, for the number of points to be sampled in each
stratum, indicated by S;, we begin by randomly selecting one point. Subsequently, we compute the
distances from the remaining points in the stratum to this selected point, referred to as distance.
We then identify the point that is farthest away as the second point. We continue by calculating
the distance’ from the remaining points to this second point, updating distance as distance =
min(distance, distance’). This iterative process continues until we have selected the required
number of points, as specified by 5.
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Figure 2: Maximizing Lo Distance Within the Batch. Step 1: For stratum 1, we randomly initialize
a point and calculate the L, distance from the points in the same stratum to the first point. Step
2-3: We select the point that is farthest from the first point as the second point. We then update the
minimum distance from the remaining points to the selected points and iteratively choose |S;]| (e.g.
3) samples. Steps 4 and 7: For stratum 2, we need to consider the selected points from the previous
strata. We calculate the minimum distance from the points in stratum 2 to the selected points and
take the maximum one as the first point. We then iterate to complete the selection for stratum 2.
Step 9: Finally, we obtain a subset that is relatively far apart and diverse within the batch.

4 EXPERIMENT

4.1 EXPERIMENTAL SETUP

Datasets. We conduct our finetuning on the following instruction tuning datasets: (1) Net Litera-
ture Dialogue Dataset (NetLit); (2) llama3-Chinese-chat (LLaMaQA) '; (3) WikiMatrix” (Schwenk
et al., 2019). NetLit consists of multi-turn dialogues related to web literature. Each entry is 1000
characters long, with totally 100 million training examples. LLaMaQA is the dataset for the Chinese
version of LLaMa3, which includes system instructions, queries, and GPT-4 responses, amounting
to 1.69 million training samples. WikiMatrix extracts parallel sentences in all possible language
pairs from the content of Wikipedia. We use 10 language pairs with 28 million training examples.

Implementation details. We train with two base models: Meta-LLama-3-8B-Instruct (AI@Meta,
2024) and ChatGLM-3-6B (GLM et al., 2024). The hyper-parameters we used for full-fine tuning
are as follows. We fine-tune the base model for 1 epoch with AdamW using a cosine learning rate
scheduling strategy, 51 = 0.9, 82 = 0.999, ¢ = le — 8. We set the initial learning rate is set to
le —5. The batch size is set to 32, the context window’s maximum length is 2048 tokens, and longer
examples are trimmed to fit in. We use 16 x A800 80G GPUs for training.

Baselines. We compare our OptBatch with various baseline methods, including random selection,
online hard, CCS (Zheng et al., 2022), InfoBatch (Qin et al., 2023). Random selection randomly
select data from training datasets. Online hard starts by selecting data points with the highest loss
and continues downwards until enough data points are chosen. CCS stratifies the data based on
loss and randomly selects a fixed number of data points from each stratum. It utilizes important
scores derived from the computer vision domain; however, we substitute it with loss. InfoBatch

"https://modelscope.cn/datasets/baicai003/Llama3-Chinese-dataset
Zhttps://github.com/facebookresearch/LASER/tree/main/tasks/WikiMatrix
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randomly removes samples with low information content based on the loss distribution, then adjusts
the gradients of the remaining samples to match the original gradients. The threshold is set to the
average loss. Nevertheless, this approach proves inadequate when dealing with high pruning rates.
To address this limitation, we increase the threshold appropriately for higher pruning rates.

4.2 MAIN RESULTS

4.2.1 OPTBATCH PERFORMANCE COMPARISON
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Figure 3: Evaluation on different datasets using ChatGLM3 model with pruning rate 70%

Performance under different datasets. Based on the comparisons in Figure 3, we have the fol-
lowing observations: (1) Our findings indicate that OptBatch exhibits superior performance across
a variety of datasets. In particular, both the NetLit dataset and the WikiMatrix translation dataset re-
veal that OptBatch consistently achieves the lowest loss across all evaluated datasets. Notably, while
OptBatch initially underperforms compared to InfoBatch at smaller data sizes within the LLaMaQA
dataset, it ultimately surpasses InfoBatch as the data size increases. (2) OptBatch strikes a balance
between diversity coverage and task difficulty, thereby achieving enhanced performance across all
three downstream tasks. The performance of CCS and InfoBatch varies significantly across different
datasets, presenting a contrasting trend. CCS demonstrates superior efficacy compared to InfoBatch
in both the NetLit and WikiMatrix datasets, suggesting that the aspect of diversity coverage is par-
ticularly crucial within the realms of web literature and translation tasks. Conversely, the LLaMaQA
dataset places a greater emphasis on the dimension of task difficulty.
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Figure 4: Evaluation with different pruning rates on NetLit using ChatGLM3 model

Performance under different pruning rates. In Figure 4, we have the following observations: (1)
OptBatch consistently demonstrates the lowest loss across various pruning rates. At high pruning
rate, InfoBatch likely retains the hard data while pruning easy data, resulting in increased losses akin
to Online Hard. (2) As illustrated in Figure 6, the loss decreases consistently from o = 20% to its
minimum at o« = 50% with OptBatch, indicating a potential 50% reduction in computational costs.
Although the loss at & = 70% is marginally higher than at o« = 50%, it yields a 20% reduction in
computational costs. Notably, the losses at @« = 90% and o = 20% are remarkably similar, likely
due to the high redundancy in the web text domain. Thus, selecting a representative 10% of the data
can achieve nearly the same loss as using 90% of the data, which includes redundant information.
These findings suggest that the selection of a batch characterized by diversity and informativeness
can markedly enhance the model’s performance while concurrently reducing computational costs.

Performance between different models. In Figure 5, we find that OptBatch exhibits superior
stability across various models, consistently achieving the lowest loss values in both cases exam-
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Figure 5: Evaluation on LLaMaQA using ChatGLM3
LLaMa3 with pruning rate 70%

and Figure 6: OptBatch under dif-
ferent pruning rates

ined. In contrast, InfoBatch and CCS demonstrate varying degrees of instability across the same
models. Specifically, OptBatch is particularly effective for the ChatGLM3 model when applied to
large datasets, while InfoBatch is more advantageous for smaller datasets. Conversely, the LLaMa3
model shows a stronger alignment with the Online Hard and OptBatch methodologies.

Feature selection. In Figure 9, we employ embedding, gradient norm, and hessian gradient as
features and conduct experiments on the NetLit dataset with an 70% pruning rate. Our findings
indicate that the Hessian gradient achieve the highest performance, suggesting that optimizing the
gradient direction is more effective than relying on static features such as embedding. Additionally,
we should consider global gradient consistency to enhance the representativeness of the data subset.

4.3 EVALUATION

GPT-4 Evaluation. For our net literature dataset NetLit, we are more concerned with the perfor-
mance of LLMs to generate responses under various pruning methods, similar to the capabilities
of LLMs in role-playing scenarios (Shao et al., 2023; Wang et al., 2023b). We evaluate the perfor-
mance on personality and speaking style as the character’s primary feature. We instruct GPT-4 to
score the generated responses, and the Chain of Thought (Wei et al., 2022) process allows us to eval-
uate the performance of different pruning methods effectively. We referred to the prompt template
(Shao et al., 2023). GPT-4 scores each response from 1 to 5, with 5 indicating strong alignment
with the character’s personality and speaking style, and 1 indicating poor alignment. As illustrated
in Figure 7(a), OptBatch has the highest percentage of high-score examples, reaching 60.5%. In
comparison, the CCS method achieves 52.6%, while the InfoBatch method stands at 43.5%.

GPT-4 Evaluation Human Evaluation
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Figure 7: Scores of generated responses in terms of GPT-4 evaluation and human evaluation

Human Evaluation. Furthermore, human judgment is still the most thorough and realistic assess-
ment of whether the generated response is character-aligned. Some poor GPT-4 annotation cases
are discovered during our task. We invite annotators to rectify the scoring results of GPT-4 for each
test data, leading to human evaluation results. Detailed prompts for response generation and more
cases can be found in Appendix B. As shown in the Figure 7(b), OptBatch achieves 61.8% in the
high-score range, compared to 47.5% for CCS and 47.9% for InfoBatch. Additionally, OptBatch
produces fewer low-score examples than the other methods.
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Table 1: Reference-based Metrics Evaluation on LLaMaQA using LLaMa3 and ChatGLM3

LLaMa3(ChatGLM3) \ Random Online Hard InfoBatch CCS OptBatch
Bleu-4 22.09 (13.40) 27.04 (10.43) 25.31(13.16) 26.17 (13.03) 27.11 (13.73)
Rouge-1 40.92 (34.82) 43.52 (28.10) 40.73 (35.02) 42.57 (34.60) 44.07 (35.30)
Rouge-2 21.79 (18.10) 22.74 (11.86) 22.62 (18.05) 22.33(17.71) 22.81 (18.25)
Rouge-L 35.38 (30.03) 38.77 (24.11)  37.88 (30.22)  37.31 (30.05) 39.52 (30.53)

Table 2: Reference-based Metrics Evaluation on WikiMatrix(LLaMa3).

\Random Online Hard InfoBatch CCS OptBatch

Bleu-4 31.52 24.46 26.76 32.24 32.94
Rouge-1 44.57 39.62 42.67 46.17 47.51
Rouge-2 21.69 13.84 19.45 22.56 22.84
Rouge-L 36.56 30.22 34.17 38.24 38.97

Reference-based Metrics. For the translation dataset WikiMatrix and question-answer dataset
LLaMaQA, we employ industry-recognized Bleu-4(Papineni et al., 2002), Rouge-1, Rouge-2, and
Rouge-L(Lin, 2004) as our metrics to validate the relevance. Due to LLaMa3’s superior support
for multilingual capabilities, we exclusively use the LLaMa3 model for training and validation on
the WikiMatrix dataset Table 2. For the LLaMaQA dataset, we conduct training and validation us-
ing both LLaMa3 and ChatGLM3 Table 1. All experiments are conducted under an 70% pruning
rate. We can observe that our OptBatch outperforms other methods across all 4 metrics, further
demonstrating its universality across different tasks and models.
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4.4 EFFICIENT PERFORMANCE

To quantify the computational savings achieved by our method, we compare the FLOPs (Floating
Point Operations) required for both full batch data and pruned batch data using OptBatch. For full
batch processing, the computation is represented by the formula:

Full-Batch FLOPs = B x (L; + L,) X Fy + B x L, x F, 9)

where B is the batch size, L; is the input sentence length, L, is the output sentence length, F'y
denotes the FLOPs for the forward pass of one token, and F;, represents the FLOPs for the backward
pass, which generally requires approximately twice the FLOPs of the forward pass. In the case
of OptBatch, which incorporates pruning, the computational requirement is reduced by a factor
corresponding to the pruning rate . The computation for OptBatch can be expressed as:

OptBatch FLOPs = B x (L; + Lo) x Fy + (1 —a) x B x L, x Fy (10)

The backward pass computation is scaled down by (1 — «). For example, with an 80% pruning
rate, only 20% of the backward pass computations need to be performed. The comparison of the
computational requirements of OptBatch, Random, and Full Batch methods at an 70% pruning rate
is illustrated in Figure 8. It is evident that our method can reduce computational requirements by
at least 30% while maintaining equivalent loss. This demonstrates the efficiency of OptBatch in
significantly lowering the computation burden without compromising the performance.
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5 RELATED WORK

Coreset selection. (Guo et al., 2022; Yoon et al., 2021) aims to create a smaller subset of the original
data that captures essential patterns for effective model training. Most pruning methods prioritize
the selection of the most challenging samples (Sorscher et al., 2022). However, in large datasets,
focusing on difficult samples may lead to the inclusion of outliers and noisy data. In contrast, Xia
et al. (2022) selects samples near the median, thereby discarding redundant data while minimizing
exposure to noise. Nonetheless, this approach does not account for the overall distribution and lacks
diversity. Zheng et al. (2022) stratifies data into K strata based on importance scores and then selects
an average number of samples from each stratum. However, this method aggregates and randomly
samples from each cluster, failing to ensure that every selected sample contributes meaningfully to
learning and compromising the overall data distribution.

Online batch selection. Online batch selection employs a subset of data in each batch, thereby
accelerating model training. Online Batch selection is classified into two approaches, dependent
on the reference model (Evans et al., 2024; Mindermann et al., 2022b) and not dependent (Hong
etal., 2024; Qin et al., 2023). Hong et al. (2024) maximizes the orthogonal representativeness of the
subset for online batch selection, yet focuses solely on directional diversity without accounting for
the learnability of data points. Qin et al. (2023) achieves lossless training acceleration by pruning
low-scoring samples and amplifying the gradients of remaining samples; however, their reliance
on mean thresholds and pruning rates imposes limitations. OptBatch addresses these challenges by
stratifying loss to consider the learnability of points across various intervals while ensuring diversity
by controlling the relative distances among points.

Feature Selection. In image processing, embeddings are commonly employed to assess sample
similarity (Sorscher et al., 2022; Zheng et al., 2022; Xia et al., 2022). However, embeddings solely
reflect intrinsic data features and do not directly indicate a sample’s contribution to model training.
They also inadequately capture dynamic model changes during training and may neglect adversarial
features or noise effects. In contrast, gradients effectively capture dynamic model changes through-
out training and evaluate sample importance directly. Xia et al. (2024b) employ LoRA for warmup
training, constructing a reusable gradient datastore of low-dimensional features. Wang et al. (2023a)
propose a gradient-based method for influence estimation that eliminates Hessian inversion.

6 CONCLUSION

In conclusion, our proposed method OptBatch, significantly enhances the efficiency of instruction
tuning for large language models (LLMs) by focusing on the learnability of whole batch data rather
than individual samples. By employing stratified sampling to ensure data distribution coverage and
maximizing the relative distance between batch samples for diversity, OptBatch effectively curates
high-quality, diverse data. Additionally, it utilizes Hessian gradient optimization to guide batch se-
lection strategy, leading to superior performance compared to previous state-of-the-art methods. Our
experiments demonstrate that OptBatch achieves robust generalization across various downstream
tasks and models, reduces computational cost by 20-40%, and consistently delivers optimal results
in multilingual translation, QA datasets, and multi-dialogue evaluations.

Limitations. (1) Im_head gradients is not enough. We focus on the gradient in final layer to
optimize computational resources. However, it proves inadequate for long sequences. We will in-
vestigate more effective methods to leverage sequence gradients while preserving computational ef-
ficiency. (2) Balancing difficulty and diversity. While our method achieves a balance between diver-
sity and difficulty, difficulty assessment necessitates adaptation to specific contexts ( Appendix D).
For example, during the fine-tuning of the LLaMa3 model on the OpenOrca dataset ( Appendix C),
prior exposure to certain data may enhance the efficacy of the online hard method. In the future,
we aim to dynamically adjust the difficulty ratio in response to situational demands. (3) Loss as the
primary metric. Our main experiments primarily evaluate the model’s performance by observing the
decrease in loss. In reality, loss is not the only metric. In the future, we will incorporate the model’s
performance on various downstream tasks’ accuracy as an additional evaluation metric.
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A THEORETICAL ANALYSIS

Our proof flow is similar to the proof of Theorem 1 in (Sener & Savarese, 2017; Zheng et al., 2022).
In previous studies, given n ¢..d. samples drawn form P, as S = (2, y;) icln] where y; € [C] is

the class label for example x;. A coreset S’ which is a p-partial r-cover for Py on the input space.
The loss function I(x,y, k') is A;-Lipschitz continuous for all y, w and bounded by L, and the
class-specific regression function z(x; h'y) = p(y = c | x) is \,,-Lipschitz continuous for all ¢, and
l(z,y; hy) = 0, ¥(z,y) € S'. Then use Hoeffding’s Bound and conclude that with probability at

least 1 — ~:
L2 log (%)

1
- Z Lz, y;hs)| <1 (N + X\ LC) + o

z,yeS

This formula is derived from the following:
Eyimn(as) U@, y, hs)] < 7 (A + Ay LC)
According to the above Theorem, the loss function I(z, y, h's) is A;-Lipschitz continuous. There is
a constant L; > 0 such that:
1(z,y, bis) = U(&, 9, )|l < Lufle — 2|
When a constant L is present, the gradient of the differentiable loss function [(x, y, k') is also

Lipschitz continuous:
IV, y; hig) = VI(&, 55 his) | < Ll — &

Proof

Assuming that the Hassian matrix H(x) of the loss function I(z,y, h's) is bounded, it means that
there exists a constant M such that for all x:

[1H (z)[| < M
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For z in r ball around z, the gradient can be further represented using Talor expansion:
VI, §; hg) = Vi(z,y; hig) + H(x) (& — ) + o([|2 — )
where o(||# — z||) represents an infinitely small quantity of higher order.
The difference of gradient is estimated as:
IV, §; his) — Vi(x,y; his) | = [ H(2) (& — 2) + o([|2 — )]
According to the triangle inequality, we can get:

IVI(E, 3 i) = Vi(x,y; hig) | < | H(x) (& — )| + [lo([|2 — [

Since H (z) is bounded, we can get:

H(z)||d — z| < |H(2)|||2 — 2| < M||& — |

For o(]|# — z||), we can find a constant k such taht for a sufficiently small ||Z — z||:
lo(ll = z[DI < Kl|# — =]
To sum up, we can get:
IVU(&, §; hs) — Vi(z,y; k)| < (M + k)2 — 2|
Let Ls = M + K, then the gradient Lipschitz continuous is satisfied.
We further use the Hoeffding’s Bound and conclude that with probability at least 1 — ~:

L2log (%)

l shS)| < rlLs
9o,y W) < 7y +\| — -

So we can get the conclusion that if the Hessian matrix of loss function is bounded, its gradient
is Lipschitz continuous. This property is very important in optimization and algorithm analysis
because it guarantees the convergence and stability of the algorithm.

B MORE DETAILS ON PROMPT CONSTRUCTION AND DIALOGUE CASES

Table 3: Prompt for GPT4 to evaluate Personality.

Prompt Template(Chinese — English, /*...*/indicates that some context is omitted)

R R 2] — > A T8 Be B 1045 A £ {character_name } IT 5 K [E] & - IR AL S5 2
5 F 28 T8 VR bR, 1 BRI A 25 3R X { character_name } 9 [ & 1747 4> « AR A&
BAE: | You will be given responses written by an Al assistant mimicking the character
{character name}. Your task is to rate the performance of {character_name} using the spe-
cific criterion by following the evaluation steps. Below is the data:

(e %) | [Character Profile]
1%/

(7 5%:%+1&) | [Historical Dialogue)
1%k

Continued on next page
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Table 3 — continued from previous page

Prompt Template(Chinese — English, /*...*/indicates that some context is omitted)

(Userf & Fii&] | (User’s Current Speech]
/¥

(AEHZSEEZE] | [(The Reference Response for character)
1*..%

(AemmEZ] | [The Response for character)
[E.F

GPEtEbRE] | [Evaluation Criterion)
1-547:  [AEHEZE] EEEEWRMAGK AR ME - WIEXE . | Scores 1-5:

Whether [The Response for character) reflects the character’s character profile, personal-
ity, and speaking style.

CEE2P3] | [Evaluation Steps)
LB (A Ak] , BEAENEMSFE . | 1L.Read [Character Profile] and

summarize the character’s personality and characteristics.

2085 [ ExfiE) | R A AN EMUEE XA o | 2.Read  [Historical Dia-

logue) and summarize the character’s personality and speaking style.

3AEX UL FEEW R EE S, L (User SRTFE] A1 (AEmMEZE] 0 K (A
BmEE] 5 (A6 k] #THE, o —BEMA—20E, R —B0u ks
(FAEREZE] ERFEMAERERIEIE R - | 3.After having a clear understanding
of the above, read [User’s Current Speech) and [The Response for character) , compare
(The Response for character) to the [Character Profile] . Look for any consistencies or
inconsistencies. Does the response reflect the character’s personalities and speaking style?

4% (AermEE] M (AENSEEE] #T7HE, SHEMFRMHEEL, i
I [ e [{character name}HI A1 %] J&74F & f (0 MR IE KUAE o | 4.Compare
(The Response for character) to the [The Reference Response for character) . Look
for any similar or not similar. Does the response reflect the character’s personalities and
speaking style?
SAEA1EIS X (FmErEE] #1770, Wi (AErEE] B2 REE E
T AR R E RS o 1IRORSE RN R R MEFSIE XS, SFRIRTERR
B R NME R IE KUS o | 5.Use the given scale from 1-5 to rate how well the [The
Response for character] reflects the personalities and speaking style of the character. 1
being not reflective of the character’s personalities and speaking style, and 5 being perfectly
reflective of the character’s personalities and speaking style.

Uaig=t) | [Output Format)
[*..%

Continued on next page

14



Under review as a conference paper at ICLR 2025

Table 3 — continued from previous page

Prompt Template(Chinese — English, /*...*/indicates that some context is omitted)

HEUZ BT RE AR PRER AR, DU ORIRAOSE 10 & IERR) .« B —TT1
WL B AIPR IR IERRE 26 SRIEFERTE) —ATTTHD Y 5 IERE SR AN M AT DL &
R —1T LEELCET R E - Eri i Uahs=] mEXIT5 - | Firs,
write out in a step-by-step manner your reasoning about the criterion to be sure that your
conclusion is correct. Then print the score on its own line corresponding to the correct
answer. At the end, repeat just the selected score again by itself on a new line. Please score
strictly according to the style of [ Output Format) .

Table 4: Case of celebrity character responses generated from Chatglm3 by different pruning meth-
ods. /*...*/indicates that some context is omitted.

Character Personality Score
Character Profile Elon Musk, the CEO of SpaceX and Tesla, and he is an en-
trepreneur full of passion and imagination.
Context ¥
User What contribution have you made to the development of sci-

ence and technology?

Chatglm3(Random) I’'ve made a lot of contributions in tech, like developing Al, 2
neural networks, and self-driving technology.

Chatglm3(Online Hard) I think a lot of people know that I founded two companies: 3
SpaceX and Tesla. I've also invested in many other inno-
vative startups. As for the specific contributions I've made?

I doubt many know because those contributions are really
thanks to all the employees and partners. I'm just a leader
guiding them toward success.

Chatglm3(CCS) For example, the Starlink” project I started lets people ev- 4
erywhere connect to the internet, even in remote areas. Plus,
the Starship” program aims to make humanity a truly multi-
planetary species.

Chatglm3(OptBatch) I really think we need to ditch fossil fuels as soon as possi- 5
ble, which is why I founded Tesla. By making electric cars,
I hope to change people’s lives and cut down global green-
house gas emissions. Plus, I want to help make the dream of
getting humans to Mars a reality.

User What achievements in your life are worth mentioning?

Chatglm3(Random) I’'m really proud of founding Tesla and SpaceX. Tesla is the 4
greenest electric car out there. Our aim is to make humanity
a multi-planet species. We’re all about pushing tech forward
and getting ready for an amazing future!

Chatglm3(Online Hard) I've managed to build reusable rockets, which is seen as one 2
of the coolest tech achievements of the 20th century. I re-
ally believe that soon, we’re going to make interstellar travel
happen.

Continued on next page
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Table 4 — continued from previous page

Character Personality Score

Chatglm3(CCS) Most of my achievements are in entrepreneurship. I started 4
with Zip2, then created PayPal, and I also acquired X.com
and Square. In 2008, I launched SpaceX, where we cut
rocket costs by 70%. Then in 2019, I launched a bunch of
cool companies like Neuralink and The Boring Company,
plus a few others focused on energy and innovation.

Chatglm3(OptBatch) I’'m really proud of a few things I've done. In 2018, Tesla 5
became one of the first companies to mass-produce and pop-
ularize electric cars, which really helps with cutting down
pollution. Our solar tech is also top-notch in the industry.

And let’s be real, we’re making strides toward getting hu-
mans to Mars, even though we’ve still got a long way to go.

Table 5: Case of virtual character responses generated from Chatglm3 by different pruning methods.
/*..*/indicates that some context is omitted.

Character Personality Score
Character Profile NEERE, mLEEZ T, MREAREANZ—, A
N, BB -
Context [*oF
User BZEI—HEABREHAEAOE, SREMERE
T BSA R .
Chatglm3(Random) (BREHTHEM/NE, BSA[5, HEPAL - 3

Chatglm3(Online Hard) %13"? REBSEBEFREF 2AFHEERG, JobEIEEZ 3

o

Chatglm3(CCS) (HREBEER, BXESUMNE, (REEEREAMH LY 4

Chatglm3(OptBatch)  (fHRWE—F IR & — LB Ry B2 A8
M2 BRI T

User g%%ﬁé@@%ﬁﬁ%ﬁTﬂﬁé, BURIEANR T B
ARIE -

Chatglm3(Random) (BRAEWAAERRE, BEAARBHENEZ 3
i) ARA AR B

Chatglm3(Online Hard)  (F/R% 98, WSATHEXTE TR, HOEER 4
Flai s - IRERU AT SR HEG?

Chatglm3(CCS) (BRES, RMADETXME, FETAERS 4
BEIW . R A BRI H?

Chatglm3(OptBatch) (RRIE—5, BRI B> ZARIRY FEX MR L,
HWE B R - REGR SRS MEERIIEGS?

9]

C THE PERFORMANCE IN OPENORCA DATASET

OpenOrca (Lian et al., 2023) is based on Google’s Flan dataset, which includes system instruc-
tions, queries, and GPT-4 responses, amounting to 4.21 million training samples. We utilize the

16



Under review as a conference paper at ICLR 2025

LLaMa3 model and train it on OpenOrca using various methodologies. The potential pre-exposure
of LLaMa3 to the dataset may account for the consistently low loss values and the negligible differ-
ences in the effectiveness of the different training approaches.
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Figure 10: Evaluation on OpenOrca using LLaMa3 model with pruning rate 80%

D DISTRIBUTION OF DIFFERENT DATA SELECTION STRATEGIES

Hard sampling prioritizes the selection of samples starting from the most challenging (highest scor-
ing) ones. Conversely, CCS emphasizes coverage, ensuring nearly equal representation of samples
across different score ranges. OptBatch integrates these approaches, balancing the consideration of
both difficult and simple samples. This strategy prevents the model from experiencing excessive
initial difficulty, thereby avoiding a significant increase in loss.
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Figure 11: The data distribution under OptBatch, CCS and hard sampling
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