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Abstract001

Vision-language models (VLMs), such as CLIP,002
have demonstrated strong performance across a003
range of downstream tasks. However, CLIP is004
still limited in negation understanding: the abil-005
ity to recognize the absence or exclusion of a006
concept. Existing methods address the problem007
by using a large language model (LLM) to gen-008
erate large-scale data of image captions contain-009
ing negation for further fine-tuning CLIP. How-010
ever, these methods are both time- and compute-011
intensive, and their evaluations are typically012
restricted to image-text matching tasks. To ex-013
pand the horizon, we (1) introduce a training-014
time negation data generation pipeline such015
that negation captions are generated during the016
training stage, which only increases 2.5% ex-017
tra training time, and (2) we propose the first018
benchmark, NEG-TTOI, for evaluating text-to-019
image generation models on prompts contain-020
ing negation, assessing model’s ability to pro-021
duce semantically accurate images. We show022
that our proposed method, TNG-CLIP, achieves023
SOTA performance on diverse negation bench-024
marks of image-to-text matching, text-to-image025
retrieval, and image generation.026

1 Introduction027

Vision-language models (VLM), such as CLIP028

(Radford et al., 2021), provide an efficient approach029

to tackle vision-language tasks by learning the fea-030

tures of different modalities in a shared embedding031

space. However, these models fundamentally lack032

a robust understanding of negation—the ability to033

recognize the absence or exclusion of a concept,034

e.g., “A dog not playing a ball.”, “There is no tree035

on the street.”. Negation is a fundamental aspect036

of human reasoning, enabling precise description037

of constraints and expectations in communication.038

Without proper negation understanding, VLMs gen-039

erate and retrieve semantically incorrect content,040

particularly in complicated scenarios where the041

Figure 1: We present TNG-CLIP, a negation-aware
CLIP that achieves outstanding negation understanding
in image-to-text matching, text-to-image retrieval and
proposed image generation NEG-TTOI benchmarks.

presence or absence of specific elements critically 042

alters meanings. 043

To tackle this problem, current methods (Al- 044

hamoud et al., 2025a; Singh et al., 2024; Park et al., 045

2025; Yuksekgonul et al., 2023) focus on gener- 046

ating well-designed image-text datasets, such that 047

there are negation captions associated with each 048

image sample, and then fine-tune the underlying 049

VLM. However, such approaches face three chal- 050

lenges: (1) the negation of each caption is designed, 051

generated, and verified via LLMs. Considering 052

the fact that the existing vision-language datasets 053

(Chen et al., 2015; Changpinyo et al., 2021) con- 054

tain millions of samples, generating the negation 055

dataset is extremely time- and compute-consuming. 056

(2) Unlike standard semantic descriptions, which 057

are typically grounded in observable features, the 058

negation process introduces arbitrariness by speci- 059

fying the absence of concepts that are not depicted. 060

For example, given an image of “a dog playing a 061

ball”, one could construct multiple valid negation 062

captions such as “a dog playing a ball while no 063

man is present” or “a dog playing a ball but not on 064

the beach”. By generating fixed negation captions, 065

previous methods may constrain the diversity of 066

negation scenarios, thus harming the generalization 067
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of the fine-tuned VLM on negation understanding068

tasks. (3) Previous methods are mainly evaluated069

on image-to-text matching and text-to-image re-070

trieval tasks. Considering the versatility of CLIP,071

however, evaluation should not be constrained to072

matching-based tasks and must include more di-073

verse downstream tasks such as generation-based074

tasks, where the text encoder can be used as part of075

a generative model (Rombach et al., 2022).076

We propose a new data generation and training077

pipeline which generates negation captions during078

training without the need for a pre-defined negated079

image-text pair dataset. In each training batch, we080

identify the most similar image–text pair for ev-081

ery image–text example by computing the cosine082

similarity between their embedded image features.083

For each caption, we generate negated variants us-084

ing a template-based approach, by interacting with085

another caption in the same batch. Because the086

negated caption generation relies on the other cap-087

tions, we can generate diverse and different negated088

captions in every training epoch. We also propose089

a negation text-to-image generation benchmark,090

NEG-TTOI, to evaluate the capability of models to091

avoid generating undesired objects given negated092

prompts. In this task, a compositional negated cap-093

tion is given which contains the desired objects and094

undesired objects, e.g., “A women not holding a095

dog in the car”. The generative model needs to096

explicitly recognize what needs to be generated097

and what should be avoided. We show that our pro-098

posed data generation and training pipeline can di-099

rectly benefit the downstream task of text-to-image100

generation. Our contributions include:101

• We propose a novel and efficient training-102

time negation generation pipeline, TNG-CLIP,103

to improve CLIP’s negation understanding104

by generating dynamic and diverse negation105

samples during training without the need for106

LLMs and pre-defined negation datasets.107

• We propose the first benchmark for negation-108

aware text-to-image generation task, NEG-109

TTOI, which contains diverse and abundant110

samples to evaluate model’s negation under-111

standing capability.112

• We offer extensive experiments to demon-113

strate that TNG-CLIP achieves SOTA perfor-114

mance on diverse negation-aware downstream115

tasks including image-to-text matching, text-116

to-image retrieval, and image generation, in-117

dicating its robustness across these tasks.118

2 Related Works 119

While recent foundation models, including LLMs 120

and VLMs, have achieved remarkable success 121

across diverse downstream tasks, their ability to 122

handle negation semantics remains limited. In the 123

scope of large-scale foundation models, the study 124

of negation understanding starts from language- 125

only setting, where large language models, instead 126

of vision-language models, are focused. Truong 127

et al. shows the LLM’s insensitivity of negation 128

by evaluating SOTA LLMs (Brown et al., 2020; 129

Ouyang et al., 2022; Chung et al., 2022) on diverse 130

text-only negation benchmarks (Hossain et al., 131

2020; Geiger et al., 2020; Truong et al., 2022). 132

Zhang et al. mentions that scaling-up the size of 133

LLM fails to tackle negation tasks. Also, Varshney 134

et al. analyze and tackle the issue of negation in 135

LLM hallucinations, which also emphasizes the 136

significance of negation understanding in LLMs. 137

On the other hand, the negation study in VLMs is 138

mainly focused on CLIP (Radford et al., 2021). For 139

example, Quantmeyer et al. conduct experiments 140

and visualize where and how does CLIP model 141

process negation information in each layers. To 142

make CLIP model understand negation, methods 143

(Park et al., 2025; Singh et al., 2024; Alhamoud 144

et al., 2025a) adopt LLMs to generate negation 145

caption, based on existing image-text pair datasets, 146

to fine-tune the CLIP for negation understanding. 147

However, generating million-scale negation cap- 148

tion with LLM is extremely time- and compute- 149

consuming, and the negation caption is associated 150

with fixed negation object. For example, when a 151

image is paired with the negation caption "A dog 152

not with a boy", the word "boy" can be substituted 153

with plenty of potentially-existing objects such as 154

"cat", "ball", "food" and so on. 155

Instead of relying on a fixed and stationary 156

dataset throughout the training process, some meth- 157

ods explore the application of dynamic and non- 158

stationary datasets during training process (Wang 159

et al., 2019; Jiang et al., 2024; Böther et al., 2025; 160

Cheng et al., 2025), which is an effective strat- 161

egy to improve model robustness, generalization, 162

and training efficiency. Inspired by the idea of 163

dynamic dataset training, we generate similar but 164

different negation captions for the same image in 165

every epoch of training, which enhances the diver- 166

sity of the dataset. Thus, models can learn negation 167

semantics via the absence of multiple negation ob- 168

jects to improve robustness and generalization. 169
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Figure 2: Training Procedure of TNG-CLIP. The diagram shows the data generation pipeline during the training
for one sample in the batch. For an image-text pair, Po, the most similar image pair, Ps is selected by the cosine
similarity of their embedded image features. The captions from Po and Ps are used to find the negation object and
generate two types of negation captions. The final image-text set, Si, for ith image-text pair will be composed of
one image, Ii, one original caption, Toi , one compositional negation caption, Tnci , and one full negation caption,
Tnfj from another random sample.

3 Training-Time Negation Data170

Generation for Negation Understanding171

To make CLIP learn negation semantics with di-172

verse datasets and without the burden of time- and173

compute-consuming LLM-based negation caption174

generation, we present our novel training pipeline,175

Training-Time Negation Data Generation for CLIP176

(TNG-CLIP), such that we generate image-text sets177

with form <I, To, Tnc, Tnf>, from the given image-178

text pair <I, To>, where I and To represent the pro-179

vided image and the original (non-negation) cap-180

tion in the image-text pair dataset, while Tnc and181

Tnf represent the two types of generated negation182

captions: compositional negation caption and full183

negation caption, discussed in Sec 3.1.3.184

3.1 Training time data augmentation185

We propose a novel negation data-generation186

pipeline that the negation captions are formed dur-187

ing each batch of training procedure. The nega-188

tion data generation pipeline for one image in the189

batch is shown in Figure 2. Overall, for a given190

image-text pair, Po, we will first find another simi-191

lar image-text pair, Ps, select the negation object,192

On, and generate corresponding negation captions, 193

Tnc and Tnf with the randomly-chosen negation 194

pattern template and form the image-text set, S. 195

3.1.1 Find similar image-text pairs 196

To form a semantically reasonable compositional 197

negation caption, Tnc, we need to find a proper 198

negation object, On, that can be potentially fitted 199

into the original caption, To. For example, we want 200

Tnc to be "A dog running with no boy around", in- 201

stead of "A dog running with no whale around", 202

which is semantically unlikely. Previous methods 203

(Park et al., 2025; Alhamoud et al., 2025b) acquire 204

the proper negation object, On, through the reason- 205

ing of LLM to find the possible object that might 206

appear in the image but is actually absent. For 207

efficiency, we avoid the use of an LLM, and pro- 208

pose to find the possible On of the image-text pair, 209

Po, from its most similar images-text pair, Ps, in 210

the same batch. Thus, the first step is to find the 211

Ps for every Po via cosine similarity, between the 212

embedded image features. 213

Given a visual encoder Ev(·), a batch of images 214

Ib is encoded into the corresponding visual features 215

Vb = Ev(Ib),Vb ∈ RB×D, (1) 216
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where B is the batch size and D is the hidden217

dimension of image feature. For ith image feature,218

Vbi , we apply cosine similarity219

Vbsi = argmax
Vj

cos_sim(Vbi ,Vj) (2)220

to find the most similar image feature, Vbsi , and221

keep track of the most similar image-text pair, Psi ,222

associated with the image feature Vbsi .223

3.1.2 Select negation object224

After having Ps for each image-text pair, Po, we225

aim to find the negation object, On, exists in Ps’s226

caption that does not exist in the caption of Po. For227

caption in Ps, we employ Natural Language Tool228

Kit (Bird et al., 2009) to extract the POS tag of ev-229

ery word, and only keep those represent nouns. To230

avoid selecting the object which is too semantically231

close to the words in original caption and cause232

conflict, we use WordNet (Miller, 1995) and its233

hand-curated symbolic network to select the nega-234

tion object, On, with furthest semantics to those235

words in the original caption.236

3.1.3 Template-based negation caption237

generation238

For every To and On, we employ randomly-chosen239

negation templates to generate two different types240

of negation captions: compositional negation cap-241

tion, Tnc, and full negation caption, Tnf . While242

the compositional negation caption helps model243

align image with partial negation of a relevant cap-244

tion, full negation caption makes the image align245

with the negation semantics of an unrelated caption.246

1. Compositional Negation Caption: The nega-247

tion caption is in the format of "A <negation>248

B" , where A denotes the original caption, To,249

B denotes the negation object, On, and <nega-250

tion> represents the negation template that com-251

bines the two. For example, let A denotes "A dog252

playing a ball.", B denotes "Boy", and <nega-253

tion> denotes "There is {caption}, but not a254

{obj} around." The final compositional negation255

caption, Tnc, is "There is a dog playing a ball,256

but not a boy around." To make the generated257

captions diverse, we use GPT-4o (OpenAI et al.,258

2024) to generate 46 different negation patterns.259

2. Full Negation Caption: The negation caption260

is in the format of <negation> A, which is the261

negation of the entire caption. We use GPT-4o262

to generate 18 different negation pattern.263

All the negation patterns and the prompt for GPT- 264

4o to generate them are attached in Appendix A.5. 265

3.1.4 Form new image-text set 266

Given the original caption, To, compositional nega- 267

tion caption, Tnc, and full negation caption, Tnf , 268

we can now construct the final image-text set, S, 269

for training. For each image Ii, we associate it with 270

the original caption, Toi , the compositional nega- 271

tion caption, Tnci , and the full negation caption, 272

Tnfj , j ̸= i. Please note that we randomly pick 273

the full negation caption, Tnfj , from other image- 274

text pairs, Pj . This is because we want to align 275

the negation of the irrelevant captions to the image 276

and contrast the negation of the relevant caption. 277

Finally, the image-text set, S, is denoated as 278

Imagei ↔


Originali
Compositional Negationi
full negationj , j ̸= i

279

3.2 Asymmetric noise-augmented objective 280

After negation image-text set generation, each im- 281

age is associated with three captions, which makes 282

the image-text pair imbalanced. Thus, the image-to- 283

text loss, Li2t, and text-to-image loss, Lt2i, become 284

asymmetric. We redefine the functionality of both 285

unidirectional loss to serve different purpose. 286

Text-to-Image Objective Given that we have 287

three captions for one image, the similarity matrix 288

will be in shape of 3N ×N , where N denotes the 289

number of the images. We calculate the Lt2i in a 290

single objective by applying same image alignment 291

to the three captions. The text-to-image objective 292

function is defined as: 293

Lt2i = − 1

3N

3N−1∑
j=0

log

 exp
(
Sj,⌊ j

3⌋/τ
)

∑N−1
i=0 exp (Sj,i/τ)

 , 294

where Sj,i denotes the similarity between caption 295

j and image i. 296

Image-to-Text Objective Aligning each image 297

with a negation caption, specifically negation ob- 298

ject, is out-of-distribution for pre-trained CLIP be- 299

cause CLIP, which has seen only image–text pairs 300

in which almost all textual components are visually 301

grounded, with no explicit representation of nega- 302

tion. As a result, the pre-trained model struggles 303

to align negation semantics or irrelevant objects 304

with the image. Fine-tuning pre-trained model on 305

such OOD task might lead to worse performance, 306

4



because fine-tuning can achieve worse accuracy, by307

overfitting, when the pretrained models are good308

and the downstream task distribution shift is large,309

supported by theory from (Kumar et al., 2022). To310

solve the above obstacle of overfitting, we intro-311

duce label noise to improve the generalization and312

robustness of the model, inspired by the related313

works (Rolnick et al., 2018; Xie et al., 2020; Chen314

et al., 2025). We modified the image-to-text loss315

such that the text labels are randomly aligned with316

the image to introduce noise to the objective func-317

tion. The Li2t is:318

Li2t = − 1

N

N−1∑
i=0

log

(
exp (Si,yi/τ)∑3N−1

j=0 exp (Si,j/τ)

)
,319

where yi ∼ U({0, 1, . . . , 3N − 1}) is a random320

selected label across all the captions labels.321

Combined Objective By introducing noise to322

Li2t, we only have uni-directional Lt2i helping323

align negation captions to image. This approach is324

possible because we freeze the visual encoder dur-325

ing the training, following previous works (Singh326

et al., 2024; Park et al., 2025). Because the visual327

encoder is fixed, the visual feature is not updated328

during image-to-text alignment training, and the329

model only learn to update text features closer to330

the pre-trained visual features. The final objective331

function is then defined as:332

L =
1

2
(Li2t + Lt2i).333

The further analysis of the objective function is334

presented in Appendix A.1.335

4 Negation Text-to-Image Generation336

Benchmark337

While negation is an essential part of natural lan-338

guage understanding, a well-designed image gen-339

erative model should be capable of understanding340

what to generate and what to avoid. To analyze341

the generative models’ performance on negation342

prompts, Park et al. proposed negation-aware im-343

age generation experiments with only 107 negation344

prompts, containing simple naive negation pattern345

of "no", "not", "without". To enable systematic346

analysis, we design the first negation-based text-347

to-image generation benchmark, NEG-TTOI, with348

examples in Table 11. It contains 2000 evaluation349

samples in the form of <p,qp,qn,ap,an>, where p is350

the prompt mentioning both desired and undesired351

objects, qp is positive question about the existence 352

of desired objects, qn is the negative question about 353

the absence of undesired objects, and ap and an are 354

the answer to qp and qn. 355

4.1 Negation prompts generation pipeline 356

We follow the procedure of previous works (Park 357

et al., 2025; Alhamoud et al., 2025a) to generate 358

prompts and questions via LLM. We use LLM in- 359

stead of our negation generation pipeline in Sec 3 360

because (1) the scale of our evaluation benchmark 361

is much smaller than the scale of training dataset, 362

and (2) we only generate the benchmark prompts 363

and questions once, without the necessity of itera- 364

tive negation data generation over epochs, which 365

makes the LLM time- and compute-affordable. 366

We use the MS-COCO Caption (Chen et al., 367

2015) as the base dataset. The goal of our caption 368

generation pipeline is to transform each caption, 369

which describes the existing scene or objects in 370

the image, into a negation-style caption in which 371

certain elements are explicitly described as absent. 372

To efficiently manipulate the caption with com- 373

plicated semantics, we leverage GPT-4o (OpenAI 374

et al., 2024) in a multi-step manner from negation 375

prompt generation, evaluation questions generation 376

and quality verification. 377

1. Negation Prompt Generation: For every input 378

caption, we ask LLM to identify a random scene 379

or object that is mentioned in the original cap- 380

tion. The selected scene or object will be used 381

as the negation object to generate negation cap- 382

tion. Once we have the original caption and the 383

negation object, we prompt LLM to rewrite the 384

original caption such that the object should be 385

semantically absent from the original caption. 386

2. Evaluation Question Generation For every 387

negation prompt, we prompt LLM to identify 388

the positive semantics and negative semantics 389

in the sentence while discard the negation pat- 390

tern. For example, given a negation caption "A 391

dog playing a yellow ball while there is no man 392

walking around", the positive semantics will be 393

"A dog playing a yellow ball", while the nega- 394

tive semantics will be "man walking around". 395

Both the positive semantics and negative seman- 396

tics are combined with "Is there...?" to form the 397

questions qp and qn. 398

3. Question Quality Verification Although GPT- 399

4o is one of the SOTA LLMs for semantic under- 400
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Model Avg. Affirmation Negation Hybrid R@5 Neg-R@5

CLIP (Pretrained) 16.28 21.89 16.89 9.99 54.76 47.92
CoN-CLIP 15.70 0.05 36.73 11.97 51.91 48.22
NegCLIP 10.21 9.97 19.76 1.83 68.73 64.41

CLIP (CC12MNegFull) 46.9 56.49 41.71 42.29 54.20 51.90
TNG-CLIP (Ours) 52.5 68.75 44.75 43.29 62.00 61.11

Table 1: Result on Negbench MSCOCO image dataset on image-to-text matching and text-to-image retrieval tasks.
R@5 refers to the Top-5 accuracy on original (non-negation) MSCOCO-Caption dataset, while Neg-R@5 refers to
the Top-5 accuracy on negation MSCOCO-Caption dataset from NegBench.

Model Avg. Affirmation Negation Hybrid

CLIP (Pretrained) 14.47 31.96 8.34 14.97
CoN-CLIP 22.36 0.01 27.67 24.14
NegCLIP 8.50 22.58 8.62 4.08

CLIP (CC12MNegFull) 52.65 73.75 35.69 62.34
TNG-CLIP (Ours) 59.23 85.92 36.39 72.80

Table 2: Result of Negbench image-to-text matching on VOC2007 image dataset

standing, it still might generate text that are se-401

mantically incorrect. Thus, verification is neces-402

sary to prevent the improper generation. Given403

the negation prompt, p, positive question, qp,404

and negative question qn, we prompt the LLM405

to ask whether the semantics in the qp is stated406

positively in p, and whether the semantics in the407

qn is stated negatively in p with the negation408

semantics. If the LLM’s answer for both ques-409

tions are correct, the negation data sample will410

be kept, otherwise it will be discarded.411

In the end, NEG-TTOI contains 2000 valid samples,412

selected from 2500 candidates.413

4.2 Evaluation metrics414

Unlike image-text matching or retrieval tasks such415

that the explicit ground truth can be found, evaluat-416

ing image generation task is relatively subjective.417

Inspired by (Park et al., 2025; Hu et al., 2023), we418

employ GPT-4o (OpenAI et al., 2024) to evaluate419

the existence and absence of the objects. Given a420

image generated using negation caption as prompt421

and the positive question and negative question, we422

evaluate the model’s generation quality via the met-423

ric of Compositional Accuracy: it’s True if the424

LLM answers "yes" on positive question and "no"425

on negative question at the same time.426

5 Experiments427

To show the capability of our proposed method on428

multiple downstream tasks, we evaluate our model429

on negation tasks including image-to-text match- 430

ing, text-to-image retrieval and text-to-image gen- 431

eration. Our goal is to assess TNG-CLIP’s negation 432

semantics understanding via multiple benchmarks 433

and show its generalization and capacity on diverse 434

negation-based scenarios. In the paper, all experi- 435

ments are performed on a single Nvidia A40 GPU 436

with batch size of 128 and learning rate of 5e-6. 437

5.1 Matching & retrieval evaluation 438

To evaluate the negation understanding ability of 439

TNG-CLIP, we present the experiments on image- 440

to-text matching and text-to-image retrieval tasks. 441

Benchmarks We employ the following bench- 442

marks to evaluate the model’s performance: 443

• Valse-Existence (Parcalabescu et al., 2022) 444

benchmark evaluates the model’s performance 445

on negation imaget-to-text matching task. 446

Given a image and two text description about 447

the presence and absence of an object in 448

the image, e.g. "There is animal in the im- 449

age"/"There is no animal in the image", the 450

model should select the best-matched text. 451

• NegBench (Alhamoud et al., 2025b) bench- 452

mark is a comprehensive benchmark to eval- 453

uate the negation understanding of mod- 454

els on variant image-to-text matching and 455

text-to-image retrieval tasks. It includes 456

negation-based matching tasks based on 457

both MS-COCO(Chen et al., 2015) and 458
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VOC2007(Everingham et al.) datasets, a text-459

to-image retrieval task based on MS-COCO460

evaluation dataset, where the captions are con-461

verted into compositional negation style. In462

the matching task, images are paired with four463

different captions of three categories: Affirma-464

tion for "It include A and B.", Negation for465

"Does not include A and B.", and Hybrid for466

"Include A but not B.".467

Model Accuracy

CLIP (Pretrained) 65.16
NegCLIP 73.22

CoN-CLIP 74.15
CLIP (CC12MNegFull) 76.21

NegationCLIP 80.15
TNG-CLIP (Ours) 81.64

Table 3: Valse-Existence Image-to-Text Matching

Baselines To evaluate the performance of our468

method, we compare it against several existing469

baseline methods for CLIP’s negation understand-470

ing, including pretrained-CLIP (Radford et al.,471

2021), NegCLIP (Yuksekgonul et al., 2023), CoN-472

CLIP (Singh et al., 2024), and CLIP fine-tuned on473

CC12M-NegFull (Alhamoud et al., 2025a). For fair474

comparison, all of the methods are initialized based475

on pre-trained CLIP ViT-B/32 model.476

Comparison Experiments We present the477

matching and retrieval task of NegBench-478

MSCOCO in table 1 and the matching task of479

NegBench-VOC2007 in table 2. From the tables,480

we observe that previous methods are lack of gener-481

alization on negation-based tasks, but only focus on482

the negation understanding of specific tasks. For ex-483

ample, CoN-CLIP’s performance on matching (af-484

firmation) task is 0.05 and 0.29 on MSCOCO and485

VOC2007 datasets, which indicates that the method486

is biased such that it sacrifices the CLIP’s perfor-487

mance on non-negation performance for negation488

improvement. For NegCLIP, even though it get489

the best score on retrieval task, we observe that the490

affirmation performance is lower than that of the491

pretrained-CLIP, and its performance on matching492

(hybrid) is low. On the other hand, the CC12M-493

NegFull fine-tuned CLIP presents general improve-494

ment of different tasks, indicating its capability of495

diverse negation tasks. Our method, TNG-CLIP,496

even though slightly underperforms the NegCLIP497

Strategy Avg. Acc.

dynamic dataset 51.61 ± 0.96

fixed dataset 49.52 ± 1.27

Table 4: Effect of using dynamic dataset. Evaluation on
NegBench-MSCOCO image-to-text matching task.

model on retrieval tasks, achieves SOTA perfor- 498

mance on all the matching tasks, shows its general- 499

ization and high-performance on diverse scenarios. 500

Similarly, the evaluation on Valse-Existence 501

dataset, in Table 3, further proofs TNG-CLIP’s, 502

capability of negation understanding. While the 503

benchmark is first used by NegationCLIP (Park 504

et al., 2025) and achieves promising result of 80.15 505

on CLIP ViT-B/32 based models, our method gets 506

better performance, 81.64, which is higher than all 507

other negation-understanding CLIP baselines. 508

Effectiveness of Dynamic Dataset The training- 509

time data generation pipeline generates the nega- 510

tion caption based on the other image-text pairs 511

in the same batch, which makes the negation cap- 512

tion of same image different in every epoch. We 513

analyze the effect of such dynamic dataset and 514

compare how the performance differs from using 515

fixed dataset. We store the image-text set, S, gen- 516

erated in each training epoch for every epoch as 517

the fixed dataset. We then use the fixed dataset to 518

replace the data generation pipeline to fine-tune the 519

CLIP model. To get statistically significant com- 520

parison result, we repeat the TNG-CLIP’s training 521

procedure for 10 times and use 10 fixed dataset 522

collected from different training epochs to fine- 523

tune pre-trained CLIP with same objective func- 524

tion and hyper-parameters. We present the mean 525

and standard deviation in Table 4. We observe 526

that the performance of TNG-CLIP is higher than 527

using fixed dataset, and the standard deviation is 528

also smaller than the fixed one. We explain such 529

phenomenon as the CLIP’s fine-tuning on fixed 530

dataset constrains the model’s negation understand- 531

ing to specific <caption, negation object> pair, 532

thus harms the generalization of the model on nega- 533

tion tasks, leading to lower mean accuracy. At the 534

same time, the data variance among every epoch 535

for TNG-CLIP works as a natural regularization to 536

prevent overfitting and memorizing incorrect corre- 537

lation, thus lead to smaller standard variance. 538

More analytic experiments are in Appendix A.4 539

and A.3. 540
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5.2 Text-to-Image Generation541

Model Arch. Acc.

SD-1.5 ViT-L/14 32.60
SDXL-1.0 ViT-L/14 27.45

SD-1.5 w/ CoN-CLIP ViT-L/14 28.40
SD-1.5 w/ TNG-CLIP (ours) ViT-L/14 45.65

pretrained-CLIP + proj ViT-B/32 28.25
NegCLIP + proj ViT-B/32 33.85

CoN-CLIP + proj ViT-B/32 24.05
CC12MNegFull + proj ViT-B/32 36.95

TNG-CLIP + proj (ours) ViT-B/32 41.70

Table 5: Image Generation on NEG-TTOI benchmark

5.2.1 CLIP for Image Generation Task542

Although CLIP model is mostly used to do image-543

text matching tasks, it can be applied to text-to-544

image generation tasks indirectly. For example, the545

text encoder from stable diffusion model is the orig-546

inal copy of CLIP ViT-L/14’s text encoder (Rom-547

bach et al., 2022). To evaluate the negation under-548

standing of CLIP in text-to-image generation field,549

Park et al. provides a simple yet effective way, by550

replacing the original text encoder from stable dif-551

fusion model with their proposed negation-aware552

CLIP. This direct substitution is possible because553

they fine-tune only the text encoder, preserving the554

original image embedding space and maintaining555

the text feature alignment with it.556

5.2.2 Experiment Setup557

Following the strategy mentioned above, we fine-558

tuned our TNG-CLIP from pretrained CLIP ViT-559

L/14 model, and replace the original stable diffu-560

sion model’s text encoder with ours.561

However, most baseline methods are fine-tuned562

only on CLIP ViT-B/32 model, it is difficult to563

do the direct substitution due to the mismatch of564

output feature dimension. To tackle such issue, we565

attach a MLP projector after the frozen text encoder,566

and perform knowledge distillation between CLIP567

ViT-L/14’s text encoder acts and CLIP ViT-B/32’s568

text encoder with projector, to align the output of569

projected CLIP ViT-B/32 text encoder similar to570

that of CLIP ViT-L/14 text encoder. We perform571

add MLP to all the baseline methods and fine-tune572

the MLP, with text encoder frozen, on the same573

dataset, MS-COCO Caption (Chen et al., 2015).574

5.2.3 Experiment Analysis575

The comparison results on NEG-TTOI benchmark576

are presented in Table 5. The upper table shows577

the comparison with CLIP ViT-L/14’s text encoder 578

architecture. We choose SD-1.5 (Rombach et al., 579

2022) as the generative model backbone and re- 580

place its text encoder with that of ours and CoN- 581

CLIP’s. All the experiment here are the zero-shot 582

performance on NEG-TTOI benchmark. We ob- 583

serve that among the all, using our TNG-CLIP’s 584

text encoder achieves the best accuracy, indicat- 585

ing its outstanding capability of handling negation 586

feature for image generation. On the other hand, 587

the accuracy of CoN-CLIP is lower than original 588

stable diffusion model, which shows its deficiency 589

on image generation task. 590

The lower table presents the accuracy of SD- 591

1.5 by replacing its text encoder with the combi- 592

nation of CLIP ViT-B/32 based architecture and 593

the fine-tuned MLP projector. Noticing that the 594

accuracy of our method using CLIP ViT-B/32’s 595

text encoder is 41.70, while that for using CLIP 596

ViT-L/14’s text encoder is 45.65, showing that the 597

projected ViT-B/32 text encoder is not as effective 598

as ViT-L/14’s text encoder, and is only used for 599

the purpose of providing accessible and fair com- 600

parison between the baselines on image generation 601

task. Among the all, our method’s text encoder still 602

achieves the best accuracy, and the clip fine-tuned 603

with CC12MNegFull (Alhamoud et al., 2025a) is 604

the second best, similar with its performance in 605

image-text matching tasks. 606

We provide more detailed image generation task 607

analysis in Appendix A.2. 608

6 Discussion & Conclusion 609

In this paper, we focus on the critical problem of 610

improving negation understanding for CLIP. In- 611

stead of using pre-generated fixed negation dataset, 612

we propose a training-time negation data genera- 613

tion pipeline to generate dynamic negation caption 614

during the training time, addressing the time- and 615

compute- inefficiency problem of previous dataset. 616

We also show that using dynamic negation cap- 617

tion during the training can improve mdoel’s gen- 618

eralization and boost the performance of negation 619

fine-tuned CLIP. On the other hand, we propose the 620

first negation-aware text-to-image generation evalu- 621

ation benchmark to expand the horizon of negation- 622

related benchmarks. Overall, our work underscores 623

the negation understanding in the study of vision 624

language model, and call for the wider exploration 625

of negation-aware model in diverse tasks. 626
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7 Limitations627

In this paper, we propose a negation-aware CLIP,628

TNG-CLIP, trained via the novel efficient training-629

time negation data generation pipeline. We also630

propose a negation text-to-image generation bench-631

mark, NEG-TTOI, to evaluate the capability of632

generative model’s performance with negation se-633

mantics. However, although we have shown the634

performance and generalization of TNG-CLIP via635

multiple benchmarks, we see the limit of our paper:636

• In the paper, we mainly focus on the nega-637

tion understanding of CLIP model. As the638

lack of negation understanding is an overall639

challenge among all vision language models,640

further exploration on negation-awareness of641

diverse VLMs is necessary.642

• The training-time negation data generation643

pipeline is currently limited to image-text644

pair dataset, which is adopted to apply con-645

trastive learning. Our negation data genera-646

tion pipeline has the potential to be extended647

beyond image-text pairs, eg. visual question648

answering dataset, thus supports the negation-649

awareness training with objective function650

other than contrastive loss.651
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A Appendix846

A.1 Ablation Study of Asymmetric847

Noise-Augmented Objective848

In order to train the negation-aware CLIP for di-849

verse tasks, we propose a novel asymmetric noise-850

augmented loss that different from the original con-851

trastive loss of CLIP. We exam the contribution of852

each component in this novel objective function853

with analytic ablation study. Within the objective854

function, we split its component to four parts based855

on the functionality of each:856

• compositional alignment refers to align the857

compositional negation caption to the image858

in Lt2i.859

• full alignment refers to align the full negation860

caption to the image in the Lt2i.861

• original alignment refers to align the original862

caption to the image in Lt2i.863

• noise alignment refers to align the random-864

chose caption to the image in Li2t.865

The analytic results are presented in Table 6, with866

the evaluation on Negbench-MSCOCO matching867

and Negbench-MSCOCO Retrieval tasks. From the868

table, we observe that by eliminating compositional869

negation, full negation and original caption from870

Lt2i separately, the corresponding performance in871

matching task drops. For example, without original872

caption, the affirmation accuracy drops from 68.75873

to 60.18. At the same time, the accuracy of nega-874

tion retrieval tasks remains similar, indicating that875

the components in Lt2i are not the primary factors876

for it.877

We then analyze the effect of random noise in878

Li2t. Instead of letting image random choose cap-879

tion, we match the image to its corresponding orig-880

inal, compositional negation and full negation cap-881

tions as three independent experiments. Addition-882

ally, we let images to randomly match one of its883

corresponding original, compositional negation and884

full negation caption, and even directly delete the885

Li2t loss. Through the experiments, we found that886

without the random noise, performance of re-887

trieval task drops significantly. This matches the888

hypothesis we proposed in Sec 3.2 that negation 889

dataset is an OOD task for pre-trained CLIP, the 890

direct fine-tuning may cause worse performance. 891

Lastly, we propose and examine another loss ob- 892

jective: can we split the generated image-text set, 893

S, to form three image-text pairs for each of origi- 894

nal, compositional negation and full negation, and 895

apply normal contrastive loss on the three indepen- 896

dently? We implement such objective function and 897

present it at the bottom of the table. We observe 898

that by doing so, the performance of both matching 899

task and retrieval task are sub-optimal. While there 900

is also no noise label added to the objective train- 901

ing, the worse result on using independent losses, 902

again, emphasizes the importance of adding noise 903

when fine-tuning CLIP on negation-related dataset. 904

A.2 More Analysis of Image Generation 905

Experiment 906

In the image generation task, we observe the ineffi- 907

ciency of original Stable Diffusion and CoN-CLIP 908

in the NEGTTOI benchmark. But why this hap- 909

pens? To further explore that, we evaluate the per- 910

formance of models with two analytic metrics: Pos- 911

itive Accuracy and Negative Accuracy. Given a 912

prompt "generate A without B", Positive Accuracy 913

measures if the image contains A, and Negative 914

Accuracy measures if the image doesn’t contain 915

B. The result is presented in Table 7. In the table, 916

we can observe that for original Stable Diffusion 917

model, the positive accuracy is higher than that of 918

using our method or CoN-CLIP as text encoder, but 919

the negative accuracy is much lower. This explicitly 920

shows that the original text encoder cannot process 921

negation semantics to help avoid the generation 922

of unwanted objects. On the other hand, adopting 923

CoN-CLIP as text encoder can significantly boost 924

the negative accuracy, but at the same time, its per- 925

formance on positive accuracy becomes low. This 926

indicates the CoN-CLIP model is a biased model 927

towards negation-understanding, while ignores the 928

generalization on other non-negation tasks. 929

A.3 Non-Negation Generalization on Image 930

Classification 931

Although TNG-CLIP is specifically designed for 932

negation understanding, it is important to ensure 933

that its performance on non-negation tasks re- 934

mains intact, in another word, it should not suf- 935

fer from catastrophic forgetting on tasks that the 936

original pre-trained CLIP model was capable of 937

handling. Inspired by the experiments from (Singh 938
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Model Avg. Affirmation Negation Hybrid Neg-R@5

TNG-CLIP 52.50 68.75 44.75 43.29 61.11

Ablation of Caption Category

w/o compositional 48.15 65.45 38.02 40.10 56.66
w/o full 51.31 75.63 24.75 51.44 60.79

w/o original 46.66 60.18 45.82 37.79 59.91

Ablation of Noise

Li2t: original 52.49 81.93 16.09 56.66 45.32
Li2t: compositional 50.13 78.05 11.97 57.40 45.39

Li2t: full 40.29 45.12 44.11 31.85 48.58
Li2t: random of three 47.92 58.66 43.26 41.10 50.66

w/o Li2t 46.24 59.54 36.04 42.29 50.49

independent losses 46.49 55.41 43.74 40.05 50.19

Table 6: Ablation Study on NegBench MSCOCO matching task

Model Arch. Positive Negative

SD-1.5 ViT-L/14 80.85 41.95
SDXL-1.0 ViT-L/14 87.05 32.30

SD-1.5 w/ CoN-CLIP ViT-L/14 46.25 72.50
SD-1.5 w/ TNG-CLIP (ours) ViT-L/14 75.80 63.05

pretrained CLIP + proj ViT-B/32 45.65 67.25
NegCLIP + proj ViT-B/32 67.80 52.10

CoN-CLIP + proj ViT-B/32 39.45 72.65
CC12MNegFull + proj ViT-B/32 53.76 71.80

TNG-CLIP + proj ViT-B/32 63.65 68.50

Table 7: Image Generation on Neg-TtoI benchmark

et al., 2024), we conduct the zero shot image939

classification on TNG-CLIP and pre-trained CLIP940

with eight diverse benchmarks: FER2013 (Du-941

mitru et al., 2013), Flickr-8K (Hodosh et al.,942

2013), Flickr-30K (Plummer et al., 2016), MS-943

COCO (Chen et al., 2015), SUN397 (Xiao et al.,944

2010), VOC2007 (Everingham et al.), CIFAR-945

10 (Krizhevsky, 2009), CIFAR-100 (Krizhevsky,946

2009). The top1 and top5 accuracy score is pre-947

sented in Figure 3. In the figure, we observe that the948

zero-shot performance of TNG-CLIP remains sim-949

ilar with that of pre-trained CLIP, indicating there950

is no catastrophic forgetting or overfitting to our951

proposed method. Surprisingly, we also observe952

that in some cases, such as Flickr-8K, Flickr-30K,953

MS-COCO and VOC2007 benchmarks, the TNG-954

CLIP outperforms the pre-trained CLIP, illustrating955

improving the negation understanding can improve956

model’s performance on general tasks. 957

A.4 Time-Efficiency Test 958

As we generate data samples during the training 959

stage, does the generation pipeline significantly 960

slower the training process and becomes time- 961

consuming? We compares the average training 962

time per batch on the same GPU device, Nvidia- 963

A40, with and without the data generation pipeline 964

in Table 8. For every batch, the data generation 965

pipeline takes 0.13 sec, which is only 2.55% slower 966

than without using the data generation pipeline. 967

Thus, adding the data generation pipeline to the 968

training is still time-efficient. 969

A.5 Template-based Negation Pattern 970

During the negation caption generation, we use pre- 971

defined LLM-generated negation pattern template 972

to convert the original caption and negation object 973
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Figure 3: The zero shot image classification accuracy
of pre-trained CLIP and TNG-CLIP on eight image
classification benchmarks.

Strategy Time (sec)

w/o data generation 4.97
w/ data generation 5.10

data generation 0.13

Table 8: Time Efficiency for Data Generaiton

to compositional negation caption and full negation974

caption. We present the template we used here in975

Table 9 and Table 10.976
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There’s no {cap} in the image. No {cap} is included in the image.
There is not {cap} in the image. The image does not have {cap}.
No {cap} is present in the image. {cap} is not present in the image.
{cap} is absent. No {cap} is present.
There isn’t any {cap}. Not a single {cap} can be seen.
The image is without {cap}. The image is lacking {cap}.
There appears to be no {cap} in the image. The image does not contain {cap}.
There does not exist {cap} in the image. There is nothing about {cap}.
There isn’t any {cap}. No {cap} is seen in the image.

Table 9: Templates for full negation caption generation, we replace the cap with the provided original caption.

{cap} with no {obj}. {cap} without {obj}
{cap} that do not have {obj}. {cap} having no {obj}.
{cap} not include {obj}. {cap} excluding {obj}.
{cap}, but no {obj} are present. {cap}, though no {obj} can be seen.
{cap} without any {obj} in sight. {cap} yet no {obj} are nearby.
{cap} but no {obj} are visible. {cap} and no {obj} are anywhere around.
{cap}, without any {obj} in the vicinity. {cap}, with no {obj} in the surroundings.
{cap}, but no {obj} are in the area. {cap}, and no {obj} can be found nearby.
{cap} in the absence of {obj}. {cap}, where no {obj} are present.
{cap} with an absence of {obj}. {cap}, as no {obj} are around.
{cap}, while lacking any {obj}. {cap} but no {obj} are engaging.
{cap} with no {obj} participating. {cap} yet no {obj} are interacting.
{cap}, as no {obj} are involved. {cap}, while {obj} remain absent from the

scene.
{cap} though no {obj} can be spotted. {cap} where no {obj} are noticeable.
{cap} but no {obj} are detectable. {cap}, as no {obj} are apparent.
{cap}, with no sight of any {obj}. No {obj} is visible, but {cap}.
No {obj} can be seen, while {cap} happens. No {obj} is present, yet {cap} continues.
No {obj} appears in sight, but {cap} unfolds. Not a single {obj} is noticeable, but {cap}.
No trace of {obj} can be found, while {cap}
occurs.

No sign of {obj} is apparent, but {cap} is hap-
pening.

There is no {obj} in view, but {cap} takes
place.

None of the {obj} are around, yet {cap} con-
tinues.

Not even one {obj} is nearby, but {cap} is
ongoing.

No {obj} exists in the scene, while {cap} hap-
pens.

Absolutely no {obj} is here, yet {cap} re-
mains.

Nowhere can {obj} be found, but {cap} is
evident.

Nowhere in sight is any {obj}, yet {cap} un-
folds.

No {obj} is around in the surroundings, but
{cap} is occurring.

Table 10: Templates for compositional negation caption generation, we replace the cap with the provided original
caption and obj with the corresponding negation object.
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compositional negation caption positive question negative question
A room painted in blue with a white
sink, but no door.

Is there a room painted in blue
with a white sink?

Is there a door?

A shot inside a kitchen without anyone
present.

Is there a kitchen shown? Is there anyone present?

A woman is walking on the sidewalk
without her dog.

Is there a woman walking on the
sidewalk?

Is there her dog?

A man without a bike at a marina. Is there a man at a marina? Is there a bike?
A man is sitting on a bench without a
bicycle nearby.

Is there a man sitting on a bench? Is there a bicycle nearby?

There’s no kitchen sink beside the door
and countertop.

Is there a door and countertop? Is there a kitchen sink beside the
door and countertop?

A bathroom without a checkered black
and white tile floor.

Is there a bathroom? Is there a checkered black and
white tile floor?

A house boat is moored on a riverbank
with no bikes in sight.

Is there a house boat moored on
a riverbank?

Is there a bike?

A train missing a striped door waiting
on a train track.

Is there a train waiting on a train
track?

Is there a striped door?

A small airplane flying without a jet
nearby.

Is there a small airplane flying? Is there a jet nearby?

A woman is seen without a horse in
front of a fence with razor wire.

Is there a woman in front of a
fence with razor wire?

Is there a horse?

No vans are traveling over a bridge next
to train tracks.

Is there a bridge next to train
tracks?

Is there a van?

A person riding a bicycle without any
river nearby.

Is there a person riding a bicycle? Is there a river nearby?

No giraffes can be seen in the wood and
metal fenced enclosure.

Is there a wood and metal fenced
enclosure?

Is there a giraffe?

A row team without a lead woman
shouting.

Is there a row team? Is there a lead woman shouting?

A lady is sitting in a room devoid of any
bright pink walls.

Is there a lady sitting in a room? Is there a bright pink wall?

A man carrying a plate without any food
on it.

Is there a man carrying a plate? Is there any food on the plate?

Table 11: Example from Neg-TtoI negation image generation benchmark
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