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Abstract

Large language models (LLMs) have emerged as powerful
tools with vast potential across various domains. While they
have the potential to transform the educational landscape with
personalized learning experiences, these models face chal-
lenges such as high training and usage costs, and suscepti-
bility to inaccuracies. One promising solution to these chal-
lenges lies in leveraging knowledge graphs (KGs) for knowl-
edge injection. By integrating factual content into pre-trained
LLMs, KGs can reduce the costs associated with domain
alignment, mitigate the risk of hallucination, and enhance
the interpretability of the models’ outputs. To meet the need
for efficient knowledge graph creation, we introduce Words
to Wisdom (W2W), a domain-independent LLM-based tool
that automatically generates KGs from plain text. With W2W,
we aim to provide a streamlined KG construction option that
can drive advancements in grounded LLM-based educational
technologies.

Introduction
The recent emergence of large language models (LLMs) has
introduced a new era of AI capabilities, including an un-
precedented proficiency in complex language-based tasks
(Brown et al. 2020; He et al. 2023). In the realm of ed-
ucation, LLMs have emerged as powerful tools, offering
promises of personalized learning experiences, real-time
feedback mechanisms, and automated assessment genera-
tion (Wang et al. 2022; Sonkar et al. 2023; Seßler et al.
2023). However, despite these models’ remarkable perfor-
mance, LLMs still pose significant challenges. First, the cost
of aligning pre-trainined LLMs to specific tasks and do-
mains is significant. For those without the proper infrastruc-
ture or funds, state-of-the-art technologies still remain inac-
cessible. Another notable concern is LLMs’ susceptibility
to hallucination – a phenomenon where a model generates
seemingly valid, but ultimately fictitious content (Rawte,
Sheth, and Das 2023). In educational contexts, where acces-
sibility, factual integrity, and explainability are paramount,
these challenges can undermine the trust and utility of LLM-
based systems.

Knowledge graphs (KGs) – structured representations of
knowledge consisting of entities (nodes) and relations (di-
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Figure 1: The W2W pipeline. Steps shown in green are pro-
cessing steps using GPT-3.5. “Clause Deconstruction” is our
novel contribution to existing automated knowledge graph
(KG) construction frameworks.

rected edges) – offer a promising avenue for addressing
the shortcomings of LLMs. KGs represent facts as triplets
(s, r, o), where r denotes the relation between the subject
entity s and object entity o. As logical structures, KGs facil-
itate many essential educational tasks including question an-
swering (Huang et al. 2019) and inference (Sonkar, Katiyar,
and Baraniuk 2022). With retrieval-augmented generation
(Lewis et al. 2021), KGs can be used to ground even pre-
trained LLMs to factual sources, improving their accuracy
and interpretability, while mitigating the risk of hallucina-
tion (Wu et al. 2023; Feng, Zhang, and Fei 2023). Construct-
ing a KG, however, has traditionally been a labor-intensive
process, requiring domain-expertise and/or crowdsourcing
efforts (Clancy, Ilyas, and Lin 2019; Chaudhri et al. 2021).
While a few recent works have explored LLM-based KG
construction methods to address these shortcomings (Meyer
et al. 2023; Carta et al. 2023; Hu et al. 2023), building accu-
rate KGs at scale still remains a challenge.

In this paper, we introduce Words to Wisdom (W2W), an
innovative pipeline leveraging OpenAI’s GPT-3.5 for auto-
matic KG construction from unstructured text. Unlike other
LLM-based KG construction methods, W2W does not rely
on highly-formatted schema or pre-defined ontologies, mak-
ing its outputs accessible and intuitive even for those with
minimal understanding of database engineering. By harness-
ing the synergies between LLMs and KGs, W2W aims to
offer a cost-effective solution for KG construction that can
help advance the frontier of AI-driven educational technolo-
gies.

System Overview
W2W is developed in Python 3.10, primarily using the
langchain package for the LLM prompting modules and



the gradio package for public web-hosting on Hugging
Face Spaces.1 The overall architecture is shown in Figure 1.
Our system uses the gpt-3.5-turbo model checkpoint
for text processing, with all model parameters at their default
values. In the next paragraphs, we provide a description of
each module of W2W.

Clause Deconstruction. For the initial module of W2W,
we propose a novel text simplification step that breaks down
complex sentences into distinct “units” of information. In
natural language, a sentence comprises one or more clauses,
each conveying an independent unit of information. Parsing
the meaning of a sentence requires the ability to deconstruct
these units. For instance, the complex sentence,

“Both dogs and cats chase squirrels, but fish do not,”

conveys three separate ideas: (i) dogs chase squirrels, (ii)
cats chase squirrels, and (iii) fish do not chase squirrels.
With our proposed simplification module, Clause Decon-
struction, we prompt2 GPT-3.5 to tease out the individual
ideas from any sentence. The simplification ensures that our
pipeline can handle sentences of varying lengths and com-
plexities, and ensures that all essential information from the
original text is explicitly- and concisely-written in the sim-
plified text.

This unit-based deconstruction offers two crucial benefits.
First, we note that sentences are simplified to a format that
closely aligns with the representation of simple facts in KGs.
Just as a KG triplet is composed of a subject entity s, a re-
lation r, and an object entity o, so too is a clause comprised
of a subject (the primary noun phrase), a relation (the link-
ing verb phrase), and an object (the secondary noun phrase).
This analogy suggests that our novel clause deconstruction
step is well-suited to the automated KG extraction process.

The second benefit of Clause Deconstruction lies in
its ability to mitigate hallucinations during the automatic
KG construction process. By breaking down sentences into
clearer, more concise substructures, our method helps to
constrain spurious facts in the generated KG. This not only
improves the overall quality of W2W’s graphs, but also en-
hances their interpretability and reliability.

Knowledge Graph Extraction. W2W’s core lies in its
unique perspective on KG extraction. In our perspective, a
KG triplet is nothing more than a specially-structured in-
dependent clause (e.g. (dogs, chase, squirrels)). Since the
Clause Deconstruction step aligns the text with KG struc-
ture, we only need a simple prompt,2 to translate from natu-
ral language syntax to KG syntax.

Our prompting strategy represents a departure from tradi-
tional KG construction approaches, which assume a graph-
building perspective. In the traditional perspective, entity ex-
traction defines the nodes of the graph, and relationship se-
lection defines the edges of the graph (Clancy, Ilyas, and Lin
2019; Chaudhri et al. 2021). An advantage of our approach
over the traditional approach is that we simplify these two

1https://huggingface.co/spaces/jhatchett/Words2Wisdom
2Prompts used in this work are available in our source code:

https://github.com/johaun-hatchett/Words2Wisdom

Figure 2: The W2W interface. At the top, we input an Ope-
nAI API key. On the left, we provide plain text to be pro-
cessed. After processing, a downloadable ZIP archive con-
taining the generated knowledge graph and other metadata
appears on the right. In the bottom-most panel, we provide a
preview of the knowledge graph facts.

tasks into a single process. By aligning our framework with
the structure of natural language rather than the structure of
graphs, we streamline the conversion between the two, al-
lowing for a more intuitive and efficient KG extraction.

Post-Processing. W2W is a batch-wise processing
pipeline, which introduces the possibility of undesired
variations in capitalization, verb conjugation, and noun
inflection across the generated KG elements. To limit these
variations and improve the overall consistency of the graph,
we implement a basic normalization: (i) lowercase all
entities and relations; (ii) remove leading articles and “to
be” verbs from entities and relations.

Demonstration
W2W’s graphical user interface is shown in Figure 2. There
are four primary panels:

• OpenAI API Key: An OpenAI API key is required to
run W2W.

• Input: The user can either: (a) type text directly, or (b)
upload a plain text document for processing.

• Output: After processing, W2W exports a ZIP archive
containing: (i) the generated knowledge graph, (ii) the
indexed text batches, and (iii) pipeline metadata.

• Preview: After processing, the generated knowledge
graph can be inspected by expanding the accordion panel.

We also provide W2W as a command-line utility tool, al-
lowing for customization of the pipeline, the LLM, and its
prompts.

Conclusion
W2W offers a unique solution for quickly generating knowl-
edge graphs that can be used to ground large language mod-
els. As future work, we will explore methods for quality as-
surance that further improve our graphs’ consistency.
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