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Abstract

The rapid advancement of reasoning capabilities in large language models (LLMs)
has led to notable improvements on mathematical benchmarks. However, many of
the most commonly used evaluation datasets (e.g., AIME 2024) are widely available
online, making it difficult to disentangle genuine reasoning from potential memo-
rization. Furthermore, these benchmarks do not evaluate proof-writing capabilities,
which are crucial for many mathematical tasks. To address this, we introduce
MATHARENA, a new benchmark based on the following key insight: recurring
math competitions provide a stream of high-quality, challenging problems that can
be used for real-time evaluation of LLMs. By evaluating models as soon as new
problems are released, we effectively eliminate the risk of contamination. Using
this framework, we find strong signs of contamination in AIME 2024. Nonetheless,
evaluations on harder competitions, such as CMIMC 2025, demonstrate impres-
sive reasoning capabilities in top-performing models. MATHARENA is also the
first benchmark for proof-writing capabilities. On IMO 2025, top models achieve
slightly less than 40%, demonstrating both notable progress and significant room
for improvement. So far, we have evaluated over 50 models across seven com-
petitions, totaling 162 problems. As an evolving benchmark, MATHARENA will
continue to track the progress of LLMs on newly released competitions, ensuring
rigorous and up-to-date evaluation of mathematical reasoning.

1 Introduction

Recent advances in the mathematical reasoning capabilities of large language models (LLMs) [20, 7]
have raised the following three concerns about the adequacy of existing mathematics benchmarks:

1. Contamination risks: Many benchmarks are sourced from publicly available math competitions,
which are accessible online and often used to train LLMs. This leaves them susceptible to data
contamination, making it difficult to measure progress accurately. Data contamination can occur
either through indirect inclusion of benchmark problems in training data or by using benchmark
performance for hyperparameter tuning or model selection. For instance, we find that the popular
AIME 2024 dataset is significantly contaminated by most leading LLMs, making the benchmark
unsuitable for evaluating the models’ capabilities.

2. High-cost, private benchmarks: To mitigate contamination, some leading benchmarks—such
as FrontierMath [15] and HLE [30]—adopt a private, human-curated approach. While effective in
avoiding data leakage, these datasets pose several major issues. First, their private nature raises
concerns about reproducibility and transparency, making it impossible to verify the results accurately.
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Figure 1: MATHARENA leaderboard. The picture shows the CMIMC competition held in March
2025. Cell color denotes the pass rate of the model on the problem out of 4 attempts. Warning signs
show a possible contamination risk due to the model being released after the competition.

Moreover, the benchmark creators may selectively grant access to certain organizations [10], creating
an uneven playing field. And finally, the high cost of developing such datasets is prohibitive. For
instance, HLE required a $500,000 prize pool to incentivize contributions.

3. Emphasis on final answers: Most existing benchmarks, including HLE and FrontierMath,
primarily evaluate problems with single final answers. This can be misleading, as models may
arrive at the correct answer through pattern recognition or brute-force enumeration, rather than
genuine mathematical reasoning. Such benchmarks fall short of capturing the depth and rigor of
problems found in mathematical olympiads, which often require detailed proofs and multi-step
logic. Furthermore, most practical applications of LLMs in mathematics involve generating proofs or
explanations, rather than simply providing final answers.

MATHARENA: A new benchmark for mathematical reasoning We introduce MATHARENA,
a dynamic publicly available benchmark which addresses the above limitations by evaluating on
newly released math competitions (see Fig. 1). Our core insight is that recurring math competitions
produce a rich source of high-quality, uncontaminated problems. These problems are pre-vetted
by the competition organizers for originality, ensuring that similar problems have not appeared
previously and thereby reducing contamination risk. By evaluating models on competitions occurring
after model release, MATHARENA eliminates the risk of contamination and offers a clean, forward-
looking measure of progress. Furthermore, some of the included competitions (e.g., IMO 2025)
have proof-based problems that are absent in other benchmarks. Unlike private or static benchmarks,
MATHARENA is fully transparent, reproducible, and continuously updated throughout the year as
new problems become available. This enables continuous adaptation to the evolving landscape of
mathematical reasoning, ensuring that the included competitions remain relevant and challenging.
We implement the entire MATHARENA pipeline for parsing, solving, and verifying problem solutions
and release the code, data, and model responses as open source.

So far, we have evaluated over 50 models across seven competitions, totaling 162 problems. Our
results indicate that GPT-5, GROK 4, and GEMINI-2.5-PRO are the top-performing models on the
included competitions, outperforming the top 1% of human participants. However, we also find room
for improvement on proof-based competitions, with models scoring below 40% on the IMO 2025.
This highlights the need for further research in this area.

Key contributions In summary, our key contributions are as follows:

• We introduce MATHARENA, a benchmark that leverages newly released competitions to
evaluate LLMs, eliminating contamination while being fully transparent and reproducible.

• We propose a scalable evaluation pipeline for parsing, solving, and verifying problems from
diverse competition formats, including final-answer and proof-based problems.

• We compare and thoroughly analyze the performance of state-of-the-art models on these
competitions, highlighting significant progress made within the past year.
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2 Related Work

In this section, we discuss the key prior approaches for evaluating mathematical reasoning.

Public answer-based benchmarks The most widely used benchmarks evaluate models by com-
paring their outputs to fixed ground-truth answers—typically numerical values or closed-form
expressions. Early benchmarks such as GSM8K [6] and MATH [17] have largely been saturated by
recent language models. Even more challenging competitions, like AIME 2024, have seen similar
progress and are close to saturation. Omni-MATH [14], OlympiadBench [16], HARP [36], and
OlymMATH [31] increase difficulty by incorporating harder problems from olympiad competitions.
However, sourcing problems from past competitions, which have been available online for years,
makes it difficult to track progress due to data contamination risks. This concern is supported by
evidence in the case of GSM8K [37], and we confirm contamination of AIME 2024 in Section 4.

Private answer-based benchmarks FrontierMath [15] is a recently introduced private benchmark
designed to be significantly more challenging, with problems that demand mathematical reasoning
combined with a deep background in research-level mathematics. Similarly, Humanity’s Last
Exam [30] has collected a large number of private challenging problems across dozens of subjects.
While their extreme difficulty makes an interesting target for frontier models, the private nature of
these benchmarks makes standardized evaluation and fair model comparison difficult. Furthermore,
this difficulty level makes tracking progress challenging, particularly for open source models and
models on the Pareto frontier of cost-performance. Finally, the private nature of the benchmark raises
concerns about reproducibility and transparency, as access to these benchmarks has been selectively
granted to certain organizations [10].

Proof-based benchmarks Another line of evaluation focuses on verifying the correctness of reason-
ing traces rather than final answers. A common strategy is to require LLMs to generate formal proofs
in systems like Lean, Coq, or Isabelle, enabling automatic verification. Datasets and benchmarks in
this category include miniF2F [39], FIMO [22], PutnamBench [32], and LeanWorkbook [35]. How-
ever, these approaches often underutilize the natural language capabilities of LLMs and are limited
by the models’ ability to produce correct formal code. Concurrent work [23] reveals that models
typically fail to generate fully rigorous proofs in natural language. Even for the correctly solved
problems, the inclusion of the IMO shortlist problems likely leads to significant contamination, and
the size of the benchmarks makes it infeasible to evaluate new models on all problems. GHOSTS [13]
manually evaluate the proof-writing capabilities of GPT-4, but their benchmark is limited to just two
older models and has not been updated since 2023.

Dynamic benchmarks To address contamination and adapt to evolving capabilities, some bench-
marks are designed to be continuously updated with new problems. LiveBench [33], for instance,
evaluates LLMs across domains including coding, data analysis, and mathematics. The mathematics
portion in particular includes slightly harder than MATH-level problems, as well as fill-in-the-blank
proof-based tasks, making it easier than MATHARENA, while also not evaluating rigorous proving
capabilities. Another similar work to ours is LiveAoPSBench [24], which allows evaluating models
on a snapshot of problems from a particular point in time. This can be seen as a retroactive simulation
of live evaluation as performed in MATHARENA. However, the benchmark is not updated and does
not contain problems from 2025, which precludes the evaluation of recent frontier models.

Perturbation-based benchmarks Another way to mitigate contamination risks is to generate new
problems by perturbing existing ones [19, 25, 40]. While this strategy reduces overlap, it does not
fully eliminate contamination: perturbed problems rely on the same underlying reasoning patterns.
In contrast, our approach introduces entirely new problems that require new high-level reasoning
strategies.

Other benchmarks Finally, some benchmarks adopt less conventional methods to evaluate mathe-
matical reasoning. For example, MathTrap [38] evaluates logical consistency in model responses,
while MathConstruct [8] focuses on problems that require constructive proofs. These approaches
provide a more diverse view of the mathematical reasoning capabilities of the models. However,
these benchmarks typically require expensive human data curation, which limits scalable evaluation.
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Figure 2: The pipeline for constructing MATHARENA. When a new competition is released, we
first extract the problems and answers. We then query all selected models to obtain their responses.
Depending on the problem type, we either use an automated parser or human graders for evaluation.
Finally, we report scores on a public leaderboard with a GUI for viewing individual model answers

3 MATHARENA

In this section, we describe the pipeline used to construct MATHARENA, as shown in Fig. 2. The
process begins by selecting a sufficiently challenging and reputable competition and extracting its
problems and solutions (Section 3.1). Next, we evaluate a selected set of models on these problems,
ensuring a fair comparison and avoiding data leakage (Section 3.2). Depending on the type of problem,
either final-answer or proof-based, we use different methods for parsing and evaluation (Section 3.3).
For final-answer problems, we use an automated rule-based parser to extract answers. For proof-based
problems, human graders evaluate the model outputs. Finally, we compute leaderboard rankings and
perform statistical post-processing to ensure accuracy and reliability (Section 3.4).

3.1 Competition Selection and Extraction Table 1: Calendar of completed and planned com-
petitions. N denotes the number of problems.

Competition Type Date N Current
AIME Answer Feb 30 ✓
HMMT FEB. Answer Feb 30 ✓
USAMO Proof Mar 6 ✓
CMIMC Answer May 40 ✓
BRUMO Answer Apr 30 ✓
IMO Proof Jul 6 ✓
PROJECT EULER Answer - 20+ ✓
MMATHS Answer Nov TBD ✗
DMM Answer Nov TBD ✗
PUMAC Answer Nov TBD ✗
PUTNAM Proof Dec 12 ✗

Competition selection To effectively repur-
pose high-quality math competitions for LLM
evaluation, we carefully select which compe-
titions to include in MATHARENA and ensure
accurate formatting of each problem. Table 1
shows a calendar of competitions currently in-
cluded in MATHARENA, along with additional
competitions we plan to incorporate. At present,
MATHARENA includes seven competitions com-
prising a total of 162 problems. We categorize
competitions based on whether they consist of
final-answer or proof-based problems. Final-
answer competitions are easier to evaluate but tend to be less challenging. For these, we focus on
high-difficulty competitions such as AIME (a qualifier for the USAMO) and several more difficult
university-organized tournaments. We experimented with other well-known competitions, such as
Kangaroo, and excluded them as they are already saturated by existing models.

Proof-based competitions pose a greater challenge and are more representative of deep mathematical
reasoning. However, they also require manual evaluation, as scalable automated grading of proofs
remains an open problem. To ensure high evaluation quality, we use human graders to evaluate
proofs and focus on a small set of core competitions: USAMO (US high-school olympiad), IMO
(International Math Olympiad), and the Putnam competition (US undergraduate level).

In addition to the standard mathematical competitions, we include problems from Project Euler [11], a
popular online platform that emphasizes mathematical problem solving through code implementations.
Unlike traditional competitions, Project Euler does not follow a fixed schedule or problem set. Instead,
it maintains a continually expanding collection of problems. For evaluation, we focus only on the
most recent problems and plan to update this subset regularly as new ones are released.

Problem extraction After selecting competitions, we extract the problems from their original
sources and format them into a standardized template. We manually verify each problem for
typographical errors, inconsistencies, or formatting issues.
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3.2 Model Selection and Solution Generation

Model selection MATHARENA is continuously updated with newly released models. To avoid an
overly cluttered leaderboard, we only select models that meet at least one of the following criteria:
(i) the model competes for the top score in a given competition (e.g., GPT-5, GEMINI-2.5-PRO,
GROK 4), (ii) the model competes for the top-performing open-weight option (e.g., DEEPSEEK-R1,
QWEN3), or (iii) the model competes for a Pareto-optimal point on the cost-performance tradeoff
curve (e.g., GROK 4 FAST, GPT-OSS-20B). We exclude non-reasoning models, as they consistently
underperform reasoning models and do not satisfy any of the selection criteria.

Solution generation Each model is evaluated once per competition using the hyperparameters
recommended by the model providers, without further tuning. This avoids overfitting and reduces the
risk of information leakage. For answer-based competitions, we prompt the models to output their
answer inside of a boxed environment, while for proof-based competitions, we prompt the models to
output the entire proof. In App. D, we provide the prompts used for each competition. To account
for stochasticity, each model generates four responses per question, and we report the average score
across these runs. Models are evaluated close to the competition date, minimizing contamination
risk. If a model was released after the competition date, this is clearly indicated on the leaderboard.
Examples of model outputs and questions are shown in App. E.

Project Euler tools For Project Euler, we allow models to use tools to execute code, as this is often
necessary to solve the problems. We provide a Python and C++ interpreter for this purpose. Models
can generate code snippets that are executed in a secure sandbox environment, and the output can be
used in subsequent reasoning steps. We limit the number of code executions to 20 per problem.

3.3 Solution Grading

Our grading strategy differs significantly between final-answer and proof-based problems. We outline
details of both approaches below. These approaches are depicted in Fig. 2 with Parse (answer-based)
and Human (proof-based) branches.

Answer-based competitions Answer-based competitions typically allow fairly accurate automated
grading by extracting the final answer from boxed and using rule-based parsing on the extracted string.
However, given the small size of these competitions, fairly accurate parsing is not good enough,
as even minor parser errors can have a disproportionate impact. To this end, we develop a custom
rule-based parser that converts arbitrary LATEX strings into structured sympy expressions, capable of
handling complex mathematical objects such as fractions, lists, and radicals. These expressions are
then checked for equivalence with the ground truth answer using sympy. Since model outputs often
vary in formatting, parser robustness is crucial. We implement two measures to ensure correctness.

First, we developed a GUI to support manual review of model answers, highlighting: (i) suspiciously
short outputs, which may indicate truncation due to token limits, (ii) parser errors, and (iii) instances
where the correct answer appears in the reasoning trace but is not successfully extracted. In the first
case, if a model frequently exhibits this issue, we may consider re-running it with a different API
provider, as the used provider likely limits the number of tokens per generation. In the other cases,
we perform manual verification of all such flagged problems. Second, we incorporate an LLM-based
judge, using the GEMINI-2.5-FLASH model, which evaluates whether the model’s final answer is
semantically equivalent to the ground truth. If the parser and judge disagree, we manually inspect the
model response and update the parser as needed.

Proof-based competitions Automated grading is currently insufficient for proof-based problems,
so we rely on expert human graders for precise grading. First, as competitions typically do not publish
their grading scheme, expert graders develop a structured grading scheme meant to closely resemble
the one used at the actual competition, e.g., rewarding points for partial progress. Next, graders
receive anonymized solutions from the selected models and grade them according to the previously
developed scheme. Two independent judges grade each solution, providing not only a final score but
also a justification for their decision. We refer readers to [29] for further details of the procedure.

3.4 Leaderboard and Post-Processing

Once model outputs have been evaluated, we perform several post-processing steps to ensure the reli-
ability of reported results. These include leaderboard construction and statistical variance estimation.
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Table 2: The results of our numerical answer evaluation on the latest models evaluated on all
competitions. Measured cost is the average cost to run a model one time on a single competition, and
accuracy is the average accuracy across all 4 competitions. Green cells denote that the model was
released after the competition date. Human performance is reported for the top 1% of participants
in the AIME and HMMT competitions. For BRUMO and CMIMC, the human performance is not
available.

Model AIME HMMT BRUMO CMIMC Acc (avg) Cost (avg)
GPT-5 (HIGH) 95.0 88.3 91.7 90.0 91.3 4.83
GROK 4 FAST (REASONING) 90.8 91.7 94.2 85.6 90.6 0.18
GROK 4 90.8 92.5 95.0 83.1 90.4 7.56
GPT OSS 120B (HIGH) 90.0 90.0 91.7 85.6 89.3 0.21
DEEPSEEK-V3.2 (THINK) 91.7 90.0 95.8 75.6 88.3 0.22
GPT-5-MINI (HIGH) 87.5 89.2 90.0 83.1 87.5 1.09
GLM 4.5 93.3 77.5 92.5 71.3 83.7 1.71
GPT OSS 20B (HIGH) 89.2 75.0 85.0 72.5 80.4 0.22
GEMINI-2.5-PRO 87.5 82.5 90.0 58.1 79.5 5.02
GPT-5-NANO (HIGH) 85.0 74.2 80.8 73.8 78.4 0.40
GLM 4.5 AIR 83.3 69.2 90.0 70.6 78.3 0.90
CLAUDE-SONNET-4.5 (THINK) 84.2 67.5 90.8 66.9 77.3 9.09

HUMAN (TOP 1%) 84.4 66.8 N/A N/A N/A N/A

Leaderboard Results are published on a public leaderboard at https://matharena.ai. The
interface is designed for ease of use, allowing users to navigate results, inspect individual model
outputs, and verify parsing and grading decisions. This enables users to qualitatively analyze the
models’ performance and verify the correctness of our parser and grading process.

Variance estimation Due to the small size of most competitions, variance estimation is crucial
for robust interpretation. We estimate variance for two key metrics: (1) model rank, important
for comparative analysis, and (2) raw scores, which reflect absolute performance. To compute a
confidence interval for model ranks, we use a paired permutation test to count the number of models
significantly better or worse than a given model mi at a significance level α, yielding a confidence
interval for its rank. Details of the test can be found in App. C. To compute a confidence interval
for the accuracy, we treat each answer as a Bernoulli trial with parameter p̂ and compute variance as
p̂(1− p̂)/N , where N is the number of questions. p̂ is estimated using model accuracy.

4 Evaluation

In this section, we present our evaluation of leading LLMs on MATHARENA. We also analyze the
results to investigate data contamination, performance trends over time, and confidence intervals.
Details on accessing the data and code used in our experiments, along with licensing information, are
provided in App. A. To facilitate open research, we release all results and raw model responses on
our website https://matharena.ai.

Setup We evaluated models on the following competitions from 2025: AIME [2, 3],
HMMT [18],BRUMO [4], CMIMC [5], USAMO [27], IMO [12], and Project Euler [11]. Col-
lectively, these competitions span 162 problems covering algebra, combinatorics, geometry, and
number theory. USAMO and IMO are proof-based competitions, while the others require numerical
final answers. We evaluated over 50 LLMs across all competitions, incurring approximately USD
2, 000 in API query costs for the experiments discussed in this paper, excluding development expenses.

4.1 Numerical Answer Competitions

Our final-answer-based evaluation, excluding Project Euler, includes four competitions comprising
130 problems. We focus on non-deprecated models in this section and present full results in App. B.
A model is deprecated once a strictly better version from the same provider is released (e.g., O3-MINI
is deprecated upon the release of O4-MINI), after which it is excluded from future evaluations.
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Figure 4: Comparison between new and old competitions. The black dotted line indicates quantiles
of human performance. Models above the human line are likely contaminated.

Main results Table 2 reports results for the best non-deprecated models at the time of writing.
Following the evaluation protocol described in Section 3, each model was evaluated four times
per problem, with accuracy computed using the pass@1 metric and no additional inference-time
strategies (e.g., majority voting). Overall, the latest models demonstrate very strong performance.
The best-performing models—GPT-5, GROK 4, and GROK 4 FAST—achieve accuracies of 91.3%,
90.6%, and 90.4%, respectively, with GROK 4 FAST being significantly cheaper. These models vastly
outperform the top 1% of human participants in AIME and HMMT, indicating their capability to
solve most problems correctly and compete with the best human contestants. Among open-source
models, GPT-OSS-120B leads, closely followed by DEEPSEEK-V3.2 (THINK).

Cost-accuracy Pareto frontier Fig. 3a shows the cost-accuracy Pareto frontier across all competi-
tions. Cost reflects the money in USD needed to run a model on a full competition, averaged over all
competitions. The frontier currently only includes three models from XAI and OPENAI.

Performance over time Fig. 3b illustrates the model scores on HMMT 2025 as a function of
time. Each dot represents a model release, and the red line denotes the Pareto frontier of accuracy
over time. The dashed vertical line marks the competition date, meaning models to the left of it
are guaranteed to be uncontaminated. We show similar plots for other competitions in App. B. We
observe that models released before September 2024 achieved less than 10% accuracy (e.g., GPT-4o).
Performance significantly improved with the release of chain-of-thought reasoning models like O1
and continued to rise with subsequent iterations.

Data contamination of past competitions A key aim of our study is to evaluate the reliability
of model performance on older competitions, particularly AIME 2024, where contamination may
have occurred. Fig. 4a and Fig. 4b compare model scores on the 2024 and 2025 versions of AIME
and HMMT. The x-axis shows performance on the 2025 version, while the y-axis shows the 2024
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score. The dotted line represents human performance quantiles, enabling us to account for difficulty
changes between the years, as the same human quantile is expected to yield similar performance
across years. Most models lie above this line on AIME with a margin of 10% − 20%, suggesting
inflated performance on AIME 2024 due to data contamination. QWQ-PREVIEW-32B is a notable
outlier and outperforms the expected human-aligned performance by nearly 60%, indicating extreme
contamination. In contrast, the discrepancy is much smaller for HMMT, indicating more trustworthy
results—likely because HMMT is less prominent and less likely to be included in training datasets.

Another possible source for contamination of a new competition is that versions of problems from
the new competition may have already appeared online, either in past contests or online forums. We
investigate this for AIME 2025 and HMMT 2025 using DeepResearch [28], and find that 8 problems
from AIME 2025 and 1 problem from HMMT 2025 can be found online in a similar form. We find
that these are mostly easier problems that do not affect the overall results, but they underscore an
interesting caveat of evaluating in future competitions. Details are provided in App. B.

Table 3: Variance in the performance of models
averaged for all competitions. 95% confidence
intervals are shown for both rank and accuracy.

Model Rank Acc (avg)
GPT-5 (HIGH) 1-4 91.25± 2.4
GROK 4 FAST (REASONING) 1-5 90.57± 2.5
GROK 4 1-5 90.36± 2.5
GPT OSS 120B (HIGH) 1-7 89.32± 2.6
DEEPSEEK-V3.2 (THINK) 2-8 88.28± 2.6
GPT-5-MINI (HIGH) 4-9 87.45± 2.8
GLM 4.5 8-11 83.65± 3.0
GPT OSS 20B (HIGH) 11-16 80.42± 3.4
GEMINI-2.5-PRO 11-17 79.53± 3.2
GPT-5-NANO (HIGH) 12-17 78.44± 3.5
GLM 4.5 AIR 12-17 78.28± 3.5
CLAUDE-SONNET-4.5 (THINK) 12-17 77.34± 3.5

Confidence intervals Most existing bench-
marks for large language models rely on large
datasets, raising concerns that the variance in
a single competition may be too high to yield
meaningful conclusions. In contrast, small com-
petitions are often used to evaluate human par-
ticipants, indicating that they can be reliable.

Using the methodology from Section 3.4, we
compute 95% confidence intervals for rank and
accuracy across all competitions. Table 3 shows
these intervals averaged across competition,
with per-competition intervals shown in App. B.
Despite the smaller size, MATHARENA can reli-
ably differentiate between most models. In par-
ticular, rank intervals are relatively small, with
the top three models being GPT-5, GROK 4
FAST, and GROK 4, all within 1% of each other.
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Figure 5: Distribution of the 4-sample accuracy
estimates of several models for HMMT.

Repeating runs As a more intuitive ap-
proach to understanding variance, we follow
Abdin et al. [1] and perform repeated evalua-
tions. Specifically, we select several represen-
tative models (O4-MINI (MEDIUM), QWEN3-
30B-A3B, DEEPSEEK-R1-DISTILL-32B, and
DEEPSEEK-R1-DISTILL-14B), sample 100 so-
lutions per problem, and derive 25 score esti-
mates per model using 4 per-problem samples
as described in Section 3.4. We then fit kernel
density estimates (KDEs) to these score distri-
butions. The results show that the score distribu-
tions are sharp, validating our methodology of
averaging accuracy over four runs.

Cross-competition correlation We additionally compute the Spearman correlation between dif-
ferent competitions. A high correlation indicates consistent model rankings and suggests that a
single competition is representative of overall performance. AIME, HMMT, and CMIMC all show
correlations above 80%, clearly indicating that results from one competition generalize well to other
similar competitions. The high overall correlation supports the conclusion that single-competition
evaluations are generally robust.

4.2 Project Euler

Setup We evaluated six state-of-the-art models on Project Euler: GPT-5, O4-MINI, GROK 4, GROK
4 FAST, GEMINI-2.5-PRO, and CLAUDE-SONNET-4.5. These models were selected based on their
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strong performance in other competitions within MATHARENA. Since these problems typically
require programming to solve, we allow models to use tools to execute code, as described in Section 3.

Table 4: Performance on Project Euler with tools.
95% confidence intervals are shown for both rank
and accuracy. Cost reflects the money in USD
needed to run a model on all 20 problems.

Model Rank Acc Cost
GPT-5 (HIGH) 1-3 55.00± 10.9 21.58
GROK 4 FAST 1-4 47.50± 10.9 2.22
GROK 4 1-4 47.50± 10.9 46.92
O4-MINI (HIGH) 2-4 43.75± 10.9 11.38
CLAUDE-SONNET-4.5 5-6 16.25± 8.1 16.93
GEMINI-2.5-PRO 5-6 12.50± 7.2 6.90

Results As shown in Table 4, GPT-5 achieved
the highest accuracy of 55%, followed by GROK
4 and its faster and cheaper variant at 47.5%.
CLAUDE-SONNET-4.5 and GEMINI-2.5-PRO
lag behind, achieving accuracies of 16.25% and
12.5%, respectively.

4.3 Evaluating Natural Language Proofs

One of the core goals of MATHARENA is to eval-
uate models on proof-based math competitions,
particularly the USAMO [27], IMO [12], and
Putnam [26]. Of these, USAMO 2025 and IMO
2025 have occurred at the time of writing. We conducted evaluations immediately after problem
release using the procedure described in Section 3. More details about the evaluation for USAMO
2025 can be found in our previous report [29]. In this section, we discuss the results of IMO 2025.

Model selection and evaluation We evaluated six state-of-the-art models: GPT-5, O3, O4-MINI,
GEMINI-2.5-PRO, GROK 4, and DEEPSEEK-R1-0528. We applied the best-of-n selection strategy
introduced by Dekoninck et al. [9], selecting the best proof from 32 samples per problem. In this
process, the model itself serves as a judge in a bracket tournament between the generated proofs,
choosing the winner of each round until a final proof is selected. Prompts for this procedure are
provided in App. D.

Results GPT-5 achieved the highest score, with an average of 38% (16 points). Although this result
may appear modest, especially given the 200 dollars spent to generate only 24 answers, it nonetheless
represents strong performance given the exceptional difficulty of the IMO. However, 16 points fall
short of the 19 required for a bronze medal (19/42). Full results are available on our leaderboard,
where individual responses and judge feedback can be explored in detail. Several examples of model
responses are given in App. E. Because the number of problems is small, the rank confidence intervals
are wider than in numerical competitions. We therefore recommend caution when interpreting the
results, particularly when comparing models with similar scores.

Qualitative analysis We highlight several qualitative findings from our evaluation. First, GROK 4
performed considerably below expectations. Many of its initial responses were extremely brief, often
providing only a final answer without explanation. Similar patterns can be seen on other MATHARENA
benchmarks, where GROK 4 frequently produces answers with little depth or justification. In contrast,
GEMINI-2.5-PRO shows a different issue: when it fails to find a valid proof, it often cites non-existent
theorems. This is especially problematic because it misleads users by presenting false authority,
thereby undermining trust in the model’s reasoning. While this behavior was less common in the
IMO responses compared to the USAMO [29], it remains a concern. On a more positive note,
compared to earlier evaluations [29], we observed fewer formatting errors and fewer cases of models
over-optimizing for final-answer styles, such as boxing entire proofs or assuming that every response
must be numerical. This suggests progress in handling open-ended mathematical reasoning tasks
more reliably. Finally, one of our judges briefly reviewed a subset of the 32 raw responses produced
by the models before the best-of-n selection. They noted that many of these raw responses were
very weak and estimated that, without filtering, model scores would likely have dropped below 10%.
Interestingly, the judge also observed that some unselected answers appeared more coherent than the
chosen ones, yet contained more factual errors.

5 Discussion

We briefly describe the limitations and broader impact of our work.

Limitations There are only a limited number of annual competitions that are sufficiently challenging
to serve as effective benchmarks for state-of-the-art LLMs. As a result, the size of MATHARENA
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Table 5: Main results of our evaluation. Problems are scored out of 7 points, with the maximum
possible total score being 42. Listed scores are averaged over all four runs. We measure cost in USD,
and report the average score across all generations and graders for each problem.

Model P1 (/7) P2 (/7) P3 (/7) P4 (/7) P5 (/7) P6 (/7) Total (/42) Cost (avg)
GPT-5 (HIGH) 2.3 0.0 1.8 5.3 6.8 0.0 16.0 53.61
GEMINI-2.5-PRO 1.0 0.0 5.0 3.3 4.0 0.0 13.3 107.99
O3 (HIGH) 0.0 0.0 0.5 2.5 4.0 0.0 7.0 55.83
O4-MINI (HIGH) 1.1 0.0 0.4 3.3 1.3 0.0 6.0 25.84
GROK 4 0.9 0.3 1.3 0.9 1.8 0.0 5.0 131.96
DEEPSEEK-R1-0528 0.3 0.0 0.4 0.0 2.3 0.0 2.9 14.88

remains small, leading to relatively wide confidence intervals in our results. However, we expect this
to improve over time as more competitions are added, gradually reducing uncertainty. Furthermore,
current state-of-the-art models already solve nearly all but the most difficult questions in answer-based
competitions. This suggests that such benchmarks may soon become saturated, possibly as early
as 2026. To maintain meaningful evaluations, we anticipate the need to identify or design more
challenging competitions. Unlike static benchmarks, however, the dynamic nature of MATHARENA
allows it to evolve alongside model capabilities, ensuring continued relevance as the field progresses.

Further, there are some potential concerns about residual data contamination arising from the time gap
between a model’s release and the competition date. On our leaderboard, we clearly indicate models
that were released after the competition data. However, since there is a time gap between the public
release of a competition and our evaluation, it is theoretically possible that closed-source models
could be updated with the new competition data before we evaluate them. In practice, however, our
evaluations are conducted only a few hours to at most a few days after the competition concludes,
while current training pipelines require much longer to incorporate new data. For these reasons, we
believe that contamination risks in our setting are minimal.

Broader impact MATHARENA has already made a notable impact on the field. Several major
model providers have cited MATHARENA results in their release notes, including PHI-4-REASONING
[1], GEMINI-2.5-PRO [21], and GROK-3 [34]. In February, we were the first to demonstrate that
the performance of reasoning-focused LLMs on older math competitions generalizes well to newer
ones. Our work has gotten significant community interest, and we expect MATHARENA to remain a
valuable and adaptive resource, supporting the ongoing evaluation of LLMs by keeping the benchmark
both challenging and aligned with the evolving frontier of model capabilities.

6 Conclusion

We introduced MATHARENA, a benchmark designed to evaluate the mathematical performance of
large language models (LLMs) using uncontaminated problems from human math competitions.
The key insight was that such competitions generate a diverse set of challenging and naturally
uncontaminated problems, making them ideal for rigorous evaluation. To support this, we developed
a scalable pipeline that parses problems and answers, samples model solutions, extracts final answers,
and verifies correctness. Using this framework, we evaluated over 50 LLMs on 162 problems from
seven math competitions held in 2025. Our results show substantial progress in LLMs’ mathematical
capabilities while also confirming the impact of data contamination in prior benchmarks.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: As we introduce a new benchmark in this paper, and we do provide the
benchmark, it is clear that the claims made in the abstract and introduction are accurate.
The only other claim we make is the strong signs of contamination in AIME 2024, which is
supported by Fig. 4a.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: In Section 5 we discuss the limitations of MATHARENA.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: There are no theoretical results in this paper.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide all the information needed to reproduce the main experimental
results in Section 3. Furthermore, our code contains detailed and clear instructions on how
to reproduce the results.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results in App. A.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: In Section 3 we provide a clear description of the experimental setup. Further-
more, our code contains detailed and clear instructions on how to reproduce the results.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We dedicate paragraphs in Section 4 to the statistical significance of our
results, clearly stating the method used to compute the confidence intervals. Furthermore,
we provide all results with confidence intervals in App. B.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: In Section 4, we clearly indicate the costs for running each model on each
competition, and mention the total cost of running all experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We confirm to have read and understood the NeurIPS Code of Ethics, and we
confirm that our research is in accordance with it.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We discuss the potential positive and negative societal impacts of our work in
Section 5.

Guidelines:
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• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: None of the datasets released in this paper pose a high risk for misuse.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We proactively contact the authors of the competitions to ask for permission
to use their datasets. In accordance with the discussions with the authors, we released our
datasets under the CC-BY-NC-SA 4.0 license. In App. A we describe the licenses of the
datasets used in our work in more detail.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
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• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package

should be provided. For popular datasets, paperswithcode.com/datasets has curated
licenses for some datasets. Their licensing guide can help determine the license of a
dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: Our code and benchmark are well documented, and satisfy the requirements of
the NeurIPS Benchmarks & Datasets track.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This work does not involve crowdsourcing or research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This work does not involve crowdsourcing or research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: This work does not involve LLMs as any important, original, or non-standard
components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for
what should or should not be described.
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A Code and Data Availability and Reprodicibility

This section outlines the availability of code and data used in our benchmark. Our code is publicly
available at https://github.com/eth-sri/matharena. Regarding data availability, we typically
publish datasets on HuggingFace at https://huggingface.co/MathArena. All data is available
under the CC-BY-NC-SA 4.0 license, which allows for non-commercial use and modification,
provided that the original source is credited. This license was chosen after consultation with the
competition organizers. In particular, we reached out to all competition organizers to ensure that our
data release complies with their policies. All organizers agreed to the use of their questions under the
CC-BY-NC-SA 4.0 license.

B Additional Results

Full main results In Table 6 we include the complete results of our benchmark on many proprietary
and open-source LLMs. We did not evaluate poorly performing models, or models that were
superseded by better versions on the CMIMC or BRUMO competitions.

Table 7: Distribution of problem types per com-
petition. Some problems were assigned multiple
domains, as they combined concepts from more
than one area.

Competition Algebra Comb. Geo. NT
AIME 9 9 8 6
HMMT FEB. 7 10 11 4
CMIMC 8 14 14 5
BRUMO 7 10 8 5

TOTAL 31 43 41 20

Domain-specific results While the best-
performing models tend to show consistent re-
sults across different competitions, their per-
formance varies significantly across mathemat-
ical problem domains. We manually classified
each problem into one of four standard high-
school competition categories: Algebra, Com-
binatorics, Geometry, and Number Theory, as
shown in Table 7. Calculus problems were
grouped under Algebra, while non-standard or
word-based problems were categorized under
Combinatorics.

As seen in Table 8, nearly all models struggle more with combinatorial and geometric prob-
lems—domains that typically require greater creativity capabilities. In the domain of Geometry,
models consistently struggle with visualizing constructions or applying synthetic reasoning. Instead,
most correct solutions rely on analytical approaches—typically brute-force coordinate methods. As
a result, even weaker models can solve simpler problems using these methods. However, when
compared to other mathematical domains, stronger models show relatively poorer performance on
Geometry tasks, likely because the domain requires spatial intuition and reasoning that current models
lack. In contrast, when problems require standard techniques or symbolic manipulation, as is often
the case in Algebra and Number Theory, LLMs show significantly stronger performance.

Confidence intervals per competition In Table 9,Table 10, Table 11, and Table 12 we show the
confidence intervals for the results of each competition using the method described in Section 3.

Timeline for all competitions In Fig. 6 we show the Pareto frontiers for all competitions in
function of time. The red curves trace the Pareto-optimal points in release-date vs. accuracy for all
competitions. The black dotted lines mark the competition release dates.

Token usage per model As shown in Table 13, we also tracked the number of tokens used by
almost all model during evaluation. This includes both prompt and response tokens, averaged over all
problems from final-answer competitions. The higher number of input tokens for GPT-5 is due to
caching of response tokens in some cases.

Data contamination of past competitions We used DeepResearch [28] to search the internet for
problems similar to those in the AIME 2025 and HMMT 2025 competitions. We found the following
sources that may be similar to the problems in the AIME 2025 and HMMT 2025 competitions:

• AIME 2025 Problem 1: https://www.quora.com/
In-what-bases-b-does-b-7-divide-into-9b-7-without-any-remainder
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Figure 6: Accuracy of models with respect to their release date and cost. Each dot represents a
released model; the red curves trace the Pareto-optimal points in release-date vs. accuracy for all
competitions. Black dotted lines mark the competition release dates.

• AIME 2025 Problem 3: https://math.stackexchange.com/questions/3548821/
number-of-combination-of-incremental-numbers-for-a-number (reported by Dim-
itris Papailiopoulos)

• AIME 2025 Problem 5: https://math.stackexchange.com/questions/3146556/
how-many-five-digit-numbers-formed-from-digits-1-2-3-4-5-used-exactly-once-a
(reported by Dimitris Papailiopoulos)

• AIME 2025 Problem 6: https://www.wyzant.com/resources/answers/105893/
isosceles_trapezoid_abcd_contains_inscribed_circle_o_the_area_of_the_

trapezoid_is_510_square_centimeters_the_radius_of_the_circle_is_10_cm_find_

ad

• AIME 2025 Problem 10: https://math.stackexchange.com/questions/1923331/
how-many-different-ways-can-the-numbers-1-9-be-arranged-in-a-3x9-grid

• AIME 2025 Problem 17: https://math.stackexchange.com/questions/2526124/
find-all-positive-integers-n-such-that-n-3-divides-n2-27#:~:text=4e

• AIME 2025 Problem 22: https://math.stackexchange.com/questions/2145033/
counting-all-sets-with-the-same-least-common-multiple

• AIME 2025 Problem 25: https://math.stackexchange.com/questions/4824833/
re-visit-combinatorics-involving-3-adjacent-objects

• HMMT 2025 Problem 15: https://puzzling.stackexchange.com/questions/116775/
the-longest-path-of-edges-on-a-3x3-grid
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C Permutation Test for Rank Confidence Interval

Construction confidence interval To compute a confidence interval at significance level α for a
model’s rank, we use pairwise comparisons between models via a paired permutation test.

For a given model mi, we compare it to every other model mj :

• Let N+
i,j be the number of models mj for which mi performs significantly better.

• Let N−
i,j be the number of models mj for which mi performs significantly worse.

Given a total of N models, the rank confidence interval for model mi is [N+
i,j + 1, N −N−

i,j ].

Paired permutation test A paired permutation test is a non-parametric method for testing whether
two related samples have significantly different means. It requires:

• A set of paired observations: (x1, y1), (x2, y2), . . . , (xn, yn)

• A test statistic T computed over these pairs.

The null hypothesis is that xi and yi are exchangeable, i.e., swapping them does not affect the test
statistic in expectation.

To test this hypothesis, we generate random permutations by flipping each pair (xi, yi) with a
probability of 50%. For each permutation, we compute the test statistic. By repeating this process
many times, we create a distribution of the test statistic under the null hypothesis. We then compare
the unpermuted test statistic to this distribution to determine if it is significantly different. Specifically,
if the quantile of the unpermuted statistic within this distribution is less than the significance level α,
we reject the null hypothesis and conclude that there is a significant difference between the samples.

Paired permutation test for rank In our setting, each paired sample indicates the correctness of a
single answer of models mi and mj on the same problem. For a single competition, the test statistic
is the total difference in performance between the two models:

T ((x1, y1), . . . , (xn, yn)) =

n∑
i=1

(xi − yi).

When aggregating performance across multiple competitions, we weight each competition equally,
regardless of the number of problems it contains. This results in a weighted sum in the test statistic,
where each sample is weighted by the inverse of the number of problems in its respective competition.
This ensures that the total weight associated with each competition is equal. If we denote the number
of problems in competition c as Nc, and ci as the competition of problem i, the test statistic becomes:

T ((x1, y1), . . . , (xn, yn)) =

n∑
i=1

(xi − yi)

Nci

.

We can then apply the procedure described above to compute the rank confidence interval for model
mi.
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Table 6: The full main results of our numerical answer evaluation, sorted by average score. We
measure cost in USD, and report the average score across all generations for the 3 competitions.

Model AIME HMMT BRUMO CMIMC Acc (avg) Cost (avg)
GPT-5 (HIGH) 95.0 88.3 91.7 90.0 91.3 4.83
GROK 4 FAST (REASONING) 90.8 91.7 94.2 85.6 90.6 0.18
GROK 4 90.8 92.5 95.0 83.1 90.4 7.56
GPT OSS 120B (HIGH) 90.0 90.0 91.7 85.6 89.3 0.21
DEEPSEEK-V3.2 (THINK) 91.7 90.0 95.8 75.6 88.3 0.22
GPT-5-MINI (HIGH) 87.5 89.2 90.0 83.1 87.5 1.09
DEEPSEEK-V3.1 (THINK) 90.8 85.8 90.0 81.3 87.0 1.23
O4-MINI (HIGH) 91.7 82.5 86.7 84.4 86.3 1.86
O3 (HIGH) 89.2 77.5 95.8 78.8 85.3 3.23
GEMINI-2.5-PRO-05-06 83.3 80.8 89.2 N/A 84.4 0.68
GLM 4.5 93.3 77.5 92.5 71.3 83.7 1.71
DEEPSEEK-R1-0528 89.2 76.7 92.5 69.4 81.9 1.65
GPT OSS 20B (HIGH) 89.2 75.0 85.0 72.5 80.4 0.22
GEMINI-2.5-PRO 87.5 82.5 90.0 58.1 79.5 5.02
GPT-5-NANO (HIGH) 85.0 74.2 80.8 73.8 78.4 0.40
GLM 4.5 AIR 83.3 69.2 90.0 70.6 78.3 0.90
CLAUDE-SONNET-4.5 (THINK) 84.2 67.5 90.8 66.9 77.3 9.09
O3-MINI (HIGH) 86.7 67.5 N/A N/A 77.1 1.92
GROK 3 MINI (HIGH) 81.7 74.2 85.0 66.3 76.8 0.34
QWEN3-235B-A22B 80.8 62.5 86.7 N/A 76.7 0.25
K2-THINK 83.3 65.0 83.3 65.6 74.3 N/A
O4-MINI (MEDIUM) 84.2 66.7 84.2 60.6 73.9 0.92
QWEN3-A22B-2507-THINK 92.5 71.7 45.8 N/A 70.0 1.34
CLAUDE-OPUS-4.0 (THINK) 69.2 58.3 81.7 N/A 69.7 34.26
GEMINI-2.5-FLASH (THINK) 70.8 64.2 83.3 50.6 67.2 2.65
QWEN3-30B-A3B 70.0 50.8 77.5 N/A 66.1 0.15
O3-MINI (MEDIUM) 76.7 53.3 N/A N/A 65.0 0.92
O1 (MEDIUM) 81.7 48.3 N/A N/A 65.0 24.06
DEEPSEEK-R1 70.0 41.7 80.8 N/A 64.2 0.72
PHI-4-REASONING-PLUS 74.2 46.7 N/A N/A 60.4 0.19
QWQ-32B 65.8 47.5 N/A N/A 56.7 0.59
O4-MINI (LOW) 61.7 47.5 65.8 46.3 55.3 0.36
GROK 3 MINI (LOW) 65.0 50.8 65.8 36.9 54.6 0.10
DEEPSEEK-R1-DISTILL-32B 60.0 33.3 68.3 N/A 53.9 0.16
DEEPSEEK-R1-DISTILL-70B 55.0 33.3 66.7 N/A 51.7 0.19
DEEPSEEK-R1-DISTILL-14B 49.2 31.7 68.3 N/A 49.7 0.08
CLAUDE-3.7-SONNET (THINK) 49.2 31.7 65.8 N/A 48.9 10.89
OPENTHINKER-32B 56.7 36.7 N/A N/A 46.7 N/A
GEMINI-2.0-FLASH-THINKING 53.3 35.8 N/A N/A 44.6 N/A
S1.1-32B 50.0 37.5 N/A N/A 43.8 N/A
DEEPSEEK-V3-03-24 50.0 29.2 N/A N/A 39.6 0.14
LIMO 49.2 30.0 N/A N/A 39.6 N/A
O3-MINI (LOW) 48.3 28.3 N/A N/A 38.3 0.34
QWQ-32B-PREVIEW 33.3 18.3 N/A N/A 25.8 0.32
GEMINI-2.0-FLASH 27.5 13.3 N/A N/A 20.4 0.04
DEEPSEEK-V3 25.0 13.3 N/A N/A 19.2 0.10
GEMINI-2.0-PRO 27.5 7.5 N/A N/A 17.5 0.40
DEEPSEEK-R1-DISTILL-1.5B 20.0 11.7 N/A N/A 15.8 0.11
LLAMA-4-MAVERICK 22.5 8.3 N/A N/A 15.4 0.03
GPT-4O 11.7 5.8 N/A N/A 8.8 0.26
CLAUDE-3.5-SONNET 3.3 1.7 N/A N/A 2.5 0.26
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Table 8: Average accuracy per model per problem type, sorted by average score.
Model Algebra Combinatorics Geometry Number Theory
GPT-5 (HIGH) 100.0 91.3 81.1 94.0
GROK 4 96.8 87.8 86.6 88.1
GPT OSS 120B (HIGH) 100.0 86.0 81.1 90.5
GPT-5-MINI (HIGH) 93.5 83.7 80.5 91.7
O4-MINI (HIGH) 96.0 86.6 75.6 86.9
O3 (HIGH) 91.1 84.9 80.5 78.6
GEMINI-2.5-PRO-05-06 97.8 77.6 75.0 91.7
GLM 4.5 94.4 77.3 75.6 85.7
DEEPSEEK-R1-0528 89.5 80.8 73.8 79.8
GPT OSS 20B (HIGH) 93.5 75.0 71.3 82.1
GEMINI-2.5-PRO 96.8 70.3 73.2 76.2
GLM 4.5 AIR 87.1 69.8 75.0 84.5
GPT-5-NANO (HIGH) 86.3 73.3 70.1 88.1
O3-MINI (HIGH) 84.4 72.4 71.1 80.0
GROK 3 MINI (HIGH) 83.9 76.2 67.1 78.6
QWEN3-235B-A22B 90.2 67.2 68.5 86.7
O4-MINI (MEDIUM) 82.3 68.6 66.5 77.4
CLAUDE-OPUS-4.0 (THINK) 75.0 65.5 63.0 80.0
QWEN3-A22B-2507-THINK 87.0 57.8 59.3 78.3
GEMINI-2.5-FLASH (THINK) 83.1 56.4 58.5 73.8
QWEN3-30B-A3B 75.0 50.9 65.7 81.7
O3-MINI (MEDIUM) 70.3 56.6 64.5 70.0
O1 (MEDIUM) 67.2 61.8 59.2 75.0
DEEPSEEK-R1 68.5 52.6 63.9 78.3
PHI-4-REASONING-PLUS 65.6 50.0 59.2 72.5
QWQ-32B 59.4 47.4 55.3 72.5
O4-MINI (LOW) 61.3 52.9 45.1 70.2
GROK 3 MINI (LOW) 62.9 44.2 45.7 70.2
DEEPSEEK-R1-DISTILL-32B 56.5 42.2 54.6 71.7
DEEPSEEK-R1-DISTILL-70B 51.1 37.1 54.6 76.7
DEEPSEEK-R1-DISTILL-14B 50.0 37.1 50.9 73.3
CLAUDE-3.7-SONNET (THINK) 53.3 41.4 43.5 61.7
OPENTHINKER-32B 54.7 26.3 53.9 65.0
GEMINI-2.0-FLASH-THINKING 65.6 21.1 40.8 70.0
S1.1-32B 56.2 19.7 51.3 60.0
DEEPSEEK-V3-03-24 40.6 19.7 50.0 55.0
LIMO 43.8 23.7 42.1 62.5
O3-MINI (LOW) 39.1 23.7 46.1 52.5
QWQ-32B-PREVIEW 29.7 7.9 31.6 40.0
GEMINI-2.0-FLASH 20.3 5.3 26.3 30.0
DEEPSEEK-V3 17.2 3.9 28.9 30.0
GEMINI-2.0-PRO 21.9 3.9 18.4 35.0
DEEPSEEK-R1-DISTILL-1.5B 9.4 5.3 18.4 35.0
LLAMA-4-MAVERICK 14.1 2.6 17.1 40.0
GPT-4O 4.7 0.0 10.5 27.5
CLAUDE-3.5-SONNET 1.6 0.0 3.9 5.0

OVERALL 64.5 48.8 55.5 68.6
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Table 9: Results of the BRUMO competition
with 95% confidence intervals.

Model Rank Acc (avg)
O3 (HIGH) 1-10 95.83± 3.6
DEEPSEEK-V3.2 (THINK) 1-9 95.83± 3.6
GROK 4 1-12 95.00± 3.9
GROK 4 FAST 1-14 94.17± 4.2
DEEPSEEK-R1-0528 1-14 92.50± 4.7
GLM 4.5 1-14 92.50± 4.7
GPT-5 (HIGH) 1-17 91.67± 4.9
GPT OSS 120B (HIGH) 1-17 91.67± 4.9
CLAUDE-SONNET-4.5 (THINK) 1-17 90.83± 5.2
GPT-5-MINI (HIGH) 3-21 90.00± 5.4
DEEPSEEK-V3.1 (THINK) 4-20 90.00± 5.4
GEMINI-2.5-PRO 3-20 90.00± 5.4
GLM 4.5 AIR 2-19 90.00± 5.4
GEMINI-2.5-PRO-05-06 4-21 89.17± 5.6
QWEN3-235B-A22B 7-23 86.67± 6.1
O4-MINI (HIGH) 7-24 86.67± 6.1
GROK 3 MINI (HIGH) 10-24 85.00± 6.4
GPT OSS 20B (HIGH) 7-25 85.00± 6.4
O4-MINI (MEDIUM) 9-25 84.17± 6.5
GEMINI-2.5-FLASH (THINK) 12-25 83.33± 6.7
K2-THINK 11-25 83.33± 6.7
CLAUDE-OPUS-4.0 (THINK) 15-25 81.67± 6.9
DEEPSEEK-R1 16-25 80.83± 7.0
GPT-5-NANO (HIGH) 15-25 80.83± 7.0
QWEN3-30B-A3B 18-25 77.50± 7.5
DEEPSEEK-R1-DISTILL-14B 26-31 68.33± 8.3
DEEPSEEK-R1-DISTILL-32B 26-31 68.33± 8.3
DEEPSEEK-R1-DISTILL-70B 26-31 66.67± 8.4
GROK 3 MINI (LOW) 26-31 65.83± 8.5
O4-MINI (LOW) 26-31 65.83± 8.5
CLAUDE-3.7-SONNET (THINK) 26-31 65.83± 8.5
QWEN3-A22B-2507-THINK 32-32 45.83± 8.9

Table 10: Results of the CMIMC competition
with 95% confidence intervals.

Model Rank Acc (avg)
GPT-5 (HIGH) 1-4 90.00± 4.6
GROK 4 FAST 1-8 85.62± 5.4
GPT OSS 120B (HIGH) 1-7 85.62± 5.4
O4-MINI (HIGH) 1-8 84.38± 5.6
GROK 4 2-8 83.12± 5.8
GPT-5-MINI (HIGH) 2-8 83.12± 5.8
DEEPSEEK-V3.1 (THINK) 2-9 81.25± 6.0
O3 (HIGH) 3-12 78.75± 6.3
DEEPSEEK-V3.2 (THINK) 7-14 75.62± 6.7
GPT-5-NANO (HIGH) 8-15 73.75± 6.8
GPT OSS 20B (HIGH) 8-17 72.50± 6.9
GLM 4.5 8-17 71.25± 7.0
GLM 4.5 AIR 9-17 70.62± 7.1
DEEPSEEK-R1-0528 9-17 69.38± 7.1
CLAUDE-SONNET-4.5 (THINK) 10-18 66.88± 7.3
GROK 3 MINI (HIGH) 11-18 66.25± 7.3
K2-THINK 11-18 65.62± 7.4
O4-MINI (MEDIUM) 15-19 60.62± 7.6
GEMINI-2.5-PRO 18-19 58.13± 7.6
GEMINI-2.5-FLASH (THINK) 20-21 50.62± 7.7
O4-MINI (LOW) 20-21 46.25± 7.7
GROK 3 MINI (LOW) 22-22 36.88± 7.5
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Table 11: Results of the AIME competition with
95% confidence intervals.

Model Rank Acc (avg)
GPT-5 (HIGH) 1-9 95.00± 3.9
GLM 4.5 1-12 93.33± 4.5
QWEN3-A22B-2507-THINK 1-12 92.50± 4.7
O4-MINI (HIGH) 1-15 91.67± 4.9
DEEPSEEK-V3.2 (THINK) 1-15 91.67± 4.9
DEEPSEEK-V3.1 (THINK) 1-16 90.83± 5.2
GROK 4 1-16 90.83± 5.2
GROK 4 FAST 1-18 90.83± 5.2
GPT OSS 120B (HIGH) 1-18 90.00± 5.4
DEEPSEEK-R1-0528 2-18 89.17± 5.6
GPT OSS 20B (HIGH) 2-18 89.17± 5.6
O3 (HIGH) 2-18 89.17± 5.6
GPT-5-MINI (HIGH) 4-22 87.50± 5.9
GEMINI-2.5-PRO 4-23 87.50± 5.9
O3-MINI (HIGH) 4-24 86.67± 6.1
GPT-5-NANO (HIGH) 6-24 85.00± 6.4
O4-MINI (MEDIUM) 8-24 84.17± 6.5
CLAUDE-SONNET-4.5 (THINK) 8-25 84.17± 6.5
K2-THINK 13-25 83.33± 6.7
GLM 4.5 AIR 13-25 83.33± 6.7
GEMINI-2.5-PRO-05-06 13-25 83.33± 6.7
O1 (MEDIUM) 13-25 81.67± 6.9
GROK 3 MINI (HIGH) 14-25 81.67± 6.9
QWEN3-235B-A22B 14-25 80.83± 7.0
O3-MINI (MEDIUM) 18-30 76.67± 7.6
PHI-4-REASONING-PLUS 25-30 74.17± 7.8
GEMINI-2.5-FLASH (THINK) 25-32 70.83± 8.1
QWEN3-30B-A3B 25-33 70.00± 8.2
DEEPSEEK-R1 25-33 70.00± 8.2
CLAUDE-OPUS-4.0 (THINK) 25-34 69.17± 8.3
QWQ-32B 27-34 65.83± 8.5
GROK 3 MINI (LOW) 27-35 65.00± 8.5
O4-MINI (LOW) 28-37 61.67± 8.7
DEEPSEEK-R1-DISTILL-32B 30-37 60.00± 8.8
OPENTHINKER-32B 33-41 56.67± 8.9
DEEPSEEK-R1-DISTILL-70B 33-43 55.00± 8.9
GEMINI-2.0-FLASH-THINKING 33-43 53.33± 8.9
DEEPSEEK-V3-03-24 35-43 50.00± 8.9
S1.1-32B 35-43 50.00± 8.9
LIMO 36-43 49.17± 8.9
DEEPSEEK-R1-DISTILL-14B 36-43 49.17± 8.9
CLAUDE-3.7-SONNET (THINK) 35-43 49.17± 8.9
O3-MINI (LOW) 35-43 48.33± 8.9
QWQ-32B-PREVIEW 44-45 33.33± 8.4
GEMINI-2.0-PRO 44-48 27.50± 8.0
GEMINI-2.0-FLASH 45-48 27.50± 8.0
DEEPSEEK-V3 45-49 25.00± 7.7
LLAMA-4-MAVERICK 45-49 22.50± 7.5
DEEPSEEK-R1-DISTILL-1.5B 47-49 20.00± 7.2
GPT-4O 50-50 11.67± 5.7
CLAUDE-3.5-SONNET 51-51 3.33± 3.2

Table 12: Results of the HMMT competition
with 95% confidence intervals.

Model Rank Acc (avg)
GROK 4 1-6 92.50± 4.7
GROK 4 FAST (REASONING) 1-7 91.67± 4.9
GPT OSS 120B (HIGH) 1-7 90.00± 5.4
DEEPSEEK-V3.2 (THINK) 1-7 90.00± 5.4
GPT-5-MINI (HIGH) 1-8 89.17± 5.6
GPT-5 (HIGH) 1-10 88.33± 5.7
DEEPSEEK-V3.1 (THINK) 2-10 85.83± 6.2
O4-MINI (HIGH) 6-13 82.50± 6.8
GEMINI-2.5-PRO 5-14 82.50± 6.8
GEMINI-2.5-PRO-05-06 7-16 80.83± 7.0
GLM 4.5 8-17 77.50± 7.5
O3 (HIGH) 8-17 77.50± 7.5
DEEPSEEK-R1-0528 8-17 76.67± 7.6
GPT OSS 20B (HIGH) 10-21 75.00± 7.7
GROK 3 MINI (HIGH) 10-21 74.17± 7.8
GPT-5-NANO (HIGH) 9-21 74.17± 7.8
QWEN3-A22B-2507-THINK 11-23 71.67± 8.1
GLM 4.5 AIR 12-24 69.17± 8.3
O3-MINI (HIGH) 14-25 67.50± 8.4
CLAUDE-SONNET-4.5 (THINK) 14-24 67.50± 8.4
O4-MINI (MEDIUM) 15-25 66.67± 8.4
K2-THINK 17-25 65.00± 8.5
GEMINI-2.5-FLASH (THINK) 17-25 64.17± 8.6
QWEN3-235B-A22B 18-26 62.50± 8.7
CLAUDE-OPUS-4.0 (THINK) 21-28 58.33± 8.8
O3-MINI (MEDIUM) 24-32 53.33± 8.9
QWEN3-30B-A3B 25-32 50.83± 8.9
GROK 3 MINI (LOW) 25-32 50.83± 8.9
O1 (MEDIUM) 26-33 48.33± 8.9
QWQ-32B 26-33 47.50± 8.9
O4-MINI (LOW) 26-33 47.50± 8.9
PHI-4-REASONING-PLUS 26-33 46.67± 8.9
DEEPSEEK-R1 29-36 41.67± 8.8
S1.1-32B 33-39 37.50± 8.7
OPENTHINKER-32B 33-42 36.67± 8.6
GEMINI-2.0-FLASH-THINKING 33-43 35.83± 8.6
DEEPSEEK-R1-DISTILL-70B 34-43 33.33± 8.4
DEEPSEEK-R1-DISTILL-32B 34-43 33.33± 8.4
DEEPSEEK-R1-DISTILL-14B 35-43 31.67± 8.3
CLAUDE-3.7-SONNET (THINK) 34-43 31.67± 8.3
LIMO 35-43 30.00± 8.2
DEEPSEEK-V3-03-24 35-43 29.17± 8.1
O3-MINI (LOW) 36-43 28.33± 8.1
QWQ-32B-PREVIEW 44-46 18.33± 6.9
GEMINI-2.0-FLASH 44-48 13.33± 6.1
DEEPSEEK-V3 44-48 13.33± 6.1
DEEPSEEK-R1-DISTILL-1.5B 45-49 11.67± 5.7
LLAMA-4-MAVERICK 45-50 8.33± 4.9
GEMINI-2.0-PRO 47-50 7.50± 4.7
GPT-4O 48-51 5.83± 4.2
CLAUDE-3.5-SONNET 50-51 1.67± 2.3
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Table 13: Average number of input and output tokens used per model across all final-answer
competitions.

Input Output

GPT OSS 20B (HIGH) 151 44 214
GPT-5-NANO (HIGH) 186 31 651
GLM 4.5 AIR 156 25 488
GLM 4.5 156 24 174
CLAUDE-3.7-SONNET (THINK) 199 24 168
DEEPSEEK-R1-0528 141 23 855
GPT OSS 120B (HIGH) 151 23 597
GEMINI-2.5-FLASH (THINK) 144 22 803
GROK 3 MINI (HIGH) 141 21 917
DEEPSEEK-R1-DISTILL-1.5B 174 20 106
CLAUDE-SONNET-4.5 (THINK) 203 19 157
QWEN3-A22B-2507-THINK 158 18 749
DEEPSEEK-V3.1 (THINK) 152 18 562
PHI-4-REASONING-PLUS 393 18 309
DEEPSEEK-V3.2 (THINK) 152 17 426
QWEN3-30B-A3B 158 17 024
GPT-5-MINI (HIGH) 197 16 904
GROK 4 151 16 697
QWQ-32B 191 16 142
GEMINI-2.5-PRO 156 16 133
GPT-5 (HIGH) 1782 15 390
CLAUDE-OPUS-4.0 (THINK) 199 15 189
O3-MINI (HIGH) 170 14 526
QWEN3-235B-A22B 158 14 063
O1 (MEDIUM) 172 13 324
GROK 4 FAST (REASONING) 264 12 277
DEEPSEEK-R1 145 11 038
DEEPSEEK-R1-DISTILL-70B 148 10 566
QWQ-32B-PREVIEW 191 8808
O3-MINI (MEDIUM) 172 6892
O4-MINI (MEDIUM) 189 6549
GROK 3 MINI (LOW) 140 6369
DEEPSEEK-V3-03-24 167 3828
GEMINI-2.5-PRO-05-06 151 3712
GEMINI-2.0-FLASH 172 3040
GEMINI-2.0-PRO 173 2644
O3-MINI (LOW) 172 2511
DEEPSEEK-V3 167 2462
O4-MINI (LOW) 148 2433
LLAMA-4-MAVERICK 170 1252
GPT-4O 173 814
CLAUDE-3.5-SONNET 193 542
GEMINI-2.0-FLASH-THINKING 350 498
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D Prompts

We provide the full set of prompts used in our evaluation below. In each prompt, {{problem}} is
replaced with the problem statement.

Prompt AIME 2025

Please reason step by step, and put your final answer within \boxed{}.The answer is an integer between 0
and 999 inclusive.

{{problem}}

Prompt CMIMC and HMMT and BRUMO 2025

Please reason step by step, and put your final answer within \boxed{}.

{{problem}}

Prompt Project Euler

You are solving a problem from Project Euler.
As a tool you can use, you are given access to a code execution environment. Invoke that tool to execute
Python or C++ code. You can execute code up to 20 times, so you can use them quite liberally.
You can also use the tool to run code that helps you reason about the problem, but does not directly
compute the final answer.
Answers that consist of code are not accepted, I will only accept a final answer to the question that does
not require me to run any code you produce, as you should use the tool for this.
You are REQUIRED to use the tool to compute the final answer. It is impossible to solve this problem
without using the tool.
Instead, your code should compute the answer (via the tool), after which you should put your final answer
within \\boxed{{}}.
Your answer should be correctly formatted by putting your final answer within \boxed{}, i.e., end your
reply with "### Final answer: \\boxed{your_answer_here}".

{{problem}}

Tool Description Project Euler

function:
description: 'Executes the code in the given language and returns the standard

output and standard error. Your code is always executed as a self-contained
script, and it does not have access to the previously executed code blocks!
If you use python, your code will be run in an environment with the following
libraries installed: pandas, numpy, scikit-learn, sympy, gmpy2'

name: execute_code
parameters:
properties:

code:
description: 'The self-contained code to execute'
type: string

lang:
description: 'The programming language of the code (python or cpp)'
type: string

required:
-code
-lang
type: object
type: function

Prompt USAMO 2025

Give a thorough answer to the following question. Your answer will be graded by human judges based on
accuracy, correctness, and your ability to prove the result. You should include all steps of the proof. Do
not skip important steps, as this will reduce your grade. It does not suffice to merely state the result.
Use LaTeX to format your answer.

{{problem}}
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Prompt IMO 2025

Your task is to write a proof solution to the following problem. Your proof will be graded by human judges
for accuracy, thoroughness, and clarity. When you write your proof, follow these guidelines:

- You are creating a proof, not a proof outline. Each step should be carefully explained and documented. If
not properly explained, the judge will assume that you cannot explain it, and therefore decrease your
grade.
- You can use general theorems and lemmas, but only if they are well-known. As a rule of thumb: if the
result has a name and is famous enough to have a Wikipedia page or something similar to describe it, it is
allowed. Any result from papers that would not be taught in high-school or low-level bachelor courses in
mathematics should not be used. Any use of such results will immediately give you a zero grade.
- Do not skip computation steps in your proof. Clearly explain what transformations were done and why they
are allowed in each step of a calculation.
- You should use correct LaTeX notation to write equations and mathematical symbols. You should encompass
these equations in appropriate symbols ("\\(" and "\\)" for inline math, "\\[" and "\\]" for block math) to
enhance the clarity of your proof. Do not use any unicode characters.
- Your proof should be self-contained.
- If you are not sure about a specific step, or do not know how to prove an intermediate result, clearly
state this. It is much preferable to indicate your uncertainty rather than making incorrect statements or
claims.

{{problem}}

Prompt Best-of-n Selection IMO 2025

You are judging which of the two LLM-generated proofs for a given math problem is better.

### Input:

Your input will consist of the following components:
- **Problem Statement**: A mathematical problem that the proof is attempting to solve.
- **Proof Solution A/B**: The proofs that you need to evaluate. This proof may contain errors, omissions,
or unclear steps. Proofs were generated by another language model, which was given the following
instructions:
<model_prompt>
- You are creating a proof, not a proof outline. Each step should be carefully explained and documented. If
not properly explained, the judge will assume that you cannot explain it, and therefore decrease your
grade.
- You can use general theorems and lemmas, but only if they are well-known. As a rule of thumb: if the
result has a name and is famous enough to have a Wikipedia page or something similar to describe it, it is
allowed. Any result from papers that would not be taught in high-school or low-level bachelor courses in
mathematics should not be used. Any use of such results will immediately give you a zero grade.
- Do not skip computation steps in your proof. Clearly explain what transformations were done and why they
are allowed in each step of a calculation.
- You should use correct LaTeX notation to write equations and mathematical symbols. You should encompass
these equations in appropriate symbols ("\\(" and "\\)" for inline math, "\\[" and "\\]" for block math) to
enhance the clarity of your proof. Do not use any unicode characters.
- Your proof should be self-contained.
- If you are not sure about a specific step, or do not know how to prove an intermediate result, clearly
state this. It is much preferable to indicate your uncertainty rather than making incorrect statements or
claims.
</model_prompt>

### How the solution should be graded:
The following examples are small mistakes that should only be slightly penalised:
- Makes a small computational mistake that can be easily fixed
- Misses an edge case which can be easily proven/disproven
- Skips over a step that follows without much reasoning or manual work
On the other hand, a solution should should be severely penalised if:
- It marks a step as trivial, if it is not immediately obvious with little reasoning why this would be the
case.
- It omits algebra-heavy computational steps, regardless of whether or not it has outlined the methodology.
Skipping shorter computations should be permitted.
- Generalizes over a pattern without rigorously describing the pattern, or without proving any relevant
properties.
- It cites a non-existing or unpopular source/Theorem, which cannot be immediately found from searching for
it online. Thus, any theorems that can be immediately found and have a Wikipedia article are allowed.

The model has been specifically told that it should not skip steps or mark them as trivial. Any violation
of this rule should be considered by assuming the model does not know how to derive the "trivial" step.

### Further Potential Issues:

Here are some common types of issues to look for:
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- **Overgeneralization**: The generated proof proceeds by proving the problem in one or more specific cases,
and then concludes that the result holds in general. However, it does not provide a proof for the general
case.
- **Oversimplification**: The proof marks steps as trivial or obvious without proper justification.
- **Skipping Computation Steps**: Proofs that skip computation steps or do not explain transformations
clearly can lead to misunderstandings.
- **Citing Non-Standard Works or Theorems**: Some models may cite theorems or results that are not well-
known or are not typically taught in high-school or low-level bachelor courses. Such theorems are only
allowed if they are well known.
- **Missing Edge Cases**: The proof may not consider all possible cases or edge cases.

### Scoring instructions

You should compare the two proofs and determine which one is better. If you believe Proof A is better, end
your analysis with \boxed{A}. If you believe Proof B is better, end your analysis with \boxed{B}. If you
believe both proofs are equally good, end your analysis with \boxed{equal}.

### Problem Statement:
{{problem}}

### Proof Solution A:
{{solution_a}}

### Proof Solution B:
{{solution_b}}

E Example Problems and Model Solutions

E.1 AIME 2025 - Problem 15

Problem
Let N denote the numbers of ordered triples of positive integers (a, b, c) such that a, b, c ≤ 36

and a3 + b3 + c3 is a multiple of 37. Find the remainder when N is divided by 1000.

Solution by GPT-5

Let 37 = 2187. For any 1 ≤ n ≤ 36, write uniquely n = u+ 27v with 0 ≤ u, v ≤ 26 (the pair
(u, v) = (0, 0) corresponds to n = 36). Then

n3 ≡ u3 + 81u2v (mod 2187).

Thus for a triple (x, y, z) with (ui, vi) the corresponding pairs, the condition

x3 + y3 + z3 ≡ 0 (mod 2187)

becomes

A+ 81B ≡ 0 (mod 2187), where A =
∑

u3
i and B =

∑
u2
i vi.

Fix u = (u1, u2, u3) and write d = gcd(27, u2
1, u

2
2, u

2
3). Then the linear congruence

∑
u2
i vi ≡

−A/81 (mod 27) has:
• 272 solutions if d = 1, provided 81 | A;
• 272 · 9 solutions if d = 9, provided 729 | A;
• 273 solutions if d = 27, provided 2187 | A.

So it remains to count the number of u-triples in each case. Write ui in base 3 as

ui = ai + 3bi + 9ci with ai, bi, ci ∈ {0, 1, 2}.

Then:
• ui divisible by 3 iff ai = 0; divisible by 9 iff ai = bi = 0.
• u3

i ≡ a3i + 9a2i bi + 27(. . . ) (mod 81);
• If ai = 0, then u3

i ≡ 27b3i + 243b2i ci (mod 729);
• If ai = bi = 0, then u3

i ≡ 729c3i (mod 2187).
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Count by cases:
1. d = 1 (at least one ui ̸≡ 0 (mod 3)), requiring 81 | A. Modulo 9, a3i ∈ {0, 1, 8},

and
∑

a3i ≡ 0 (mod 9) with some ai ̸= 0 forces {a1, a2, a3} = {0, 1, 2}. For such
a pattern, the further mod 81 condition reduces to a single congruence modulo 9 in
the (bi, ci). For ai = 1 or 2, the contribution is uniformly distributed over Z/9 as
(bi, ci) vary; for ai = 0 it is in {0, 3, 6} equally often. Hence for each of the 3! = 6
assignments of (0, 1, 2) to the three places, exactly 81 of the 93 choices of (bi, ci)
work. Thus N1 = 6 · 81 = 486.

2. d = 9 (all ui ≡ 0 (mod 3) but not all ≡ 0 (mod 9)), requiring 729 | A. With ai = 0,
u3
i ≡ 27b3i + 243b2i ci (mod 729), so

729 | A ⇐⇒
∑

b3i + 9
∑

b2i ci ≡ 0 (mod 27).

Among the 93 choices of (bi, ci), exactly 81 satisfy this (by a simple check or character
sum), of which 27 have all bi = 0 (these correspond to d = 27). Therefore N9 =
81− 27 = 54.

3. d = 27 (all ui ≡ 0 (mod 9)), requiring 2187 | A. Then ui = 9ci and A = 729
∑

c3i ;
so

2187 | A ⇐⇒
∑

ci ≡ 0 (mod 3).

There are N27 = 32 = 9 such triples.
Therefore the total number of (x, y, z) is

N = 272N1 + 272 · 9N9 + 273N27 = 729 · 486 + 729 · 9 · 54 + 273 · 9 = 885735.

Hence N (mod 1000) is 735.

735

E.2 HMMT Feb 2025 - Problem 20

Problem
The circumference of a circle is divided into 45 arcs, each of length 1. Initially, there are 15
snakes, each of length 1, occupying every third arc. Every second, each snake independently
moves either one arc left or one arc right, each with probability 1

2 . If two snakes ever touch,
they merge to form a single snake occupying the arcs of both of the previous snakes, and the
merged snake moves as one snake. Compute the expected number of seconds until there is only
one snake left.

Solution by GROK 4 FAST

448

3

Explanation
The problem involves 15 snakes on a circle of 45 arcs, initially placed every third arc, resulting
in 15 gaps of 2 empty arcs each. Define hi = Gi/2 for each gap Gi, so initially all hi = 1 and∑

hi = 15. The process tracks the number of clusters k (equal to the number of gaps) until
k = 1.
At each step, k independent directions d1, . . . , dk ∈ {+1,−1} are chosen with equal probability.
The updates are

εi =
di+1 − di

2
, i = 1, . . . , k (cyclic),

so
h′
i = hi + εi.

A gap is removed if h′
i ≤ 0, which occurs only if hi = 1 and εi = −1, reducing k by the

number of such events. The sum of the remaining hi remains 15.
Thus the state evolves as a Markov chain on partitions of 15, where the number of parts is k.
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Computations for small n (number of snakes) yield expected times:

e2 = 2, e3 = 16
3 , e4 = 10.

These fit the quadratic form

en =
2

3
(n2 − 1),

verified as

e2 = 2
3 (4− 1) = 2, e3 = 2

3 (9− 1) = 16
3 , e4 = 2

3 (16− 1) = 10.

For n = 15,

e15 =
2

3
(225− 1) =

2

3
× 224 =

448

3
.

This pattern arises from the coalescing dynamics, where the expected time scales quadratically
with n due to the symmetric random walk behavior of the gaps.

E.3 IMO 2025 - Problem 1

Problem
A line in the plane is called
emphsunny if it is not parallel to any of the x-axis, the y-axis, or the line x+ y = 0.
Let n ≥ 3 be a given integer. Determine all nonnegative integers k such that there exist n
distinct lines in the plane satisfying both of the following:

• for all positive integers a and b with a+ b ≤ n+ 1, the point (a, b) lies on at least one
of the lines; and

• exactly k of the n lines are sunny.

Solution by O4-MINI

Proof. Fix an integer n ≥ 3. Let

Sn = {(a, b) ∈ Z2 : a ≥ 1, b ≥ 1, a+ b ≤ n+ 1},

so |Sn| = n(n+1)
2 . We seek n distinct lines in the plane, exactly k of which are “sunny,” that

together contain every point of Sn. Recall a line is “sunny” if it is not parallel to any of
• the x–axis,
• the y–axis,
• the line x+ y = 0.

Equivalently, “non–sunny” lines are exactly the horizontals, verticals, or antidiagonals x+ y =
const.
Write s = n− k for the number of non–sunny lines, and k for the sunny lines. We will show:

1. One can cover Sn with n lines having exactly k ∈ {0, 1, 3} sunny lines.
2. No other value of k is possible.

—
Step 1 - Reduction to a smaller triangular grid. Let L be any collection of n lines covering
Sn, with s of them non–sunny and k = n− s sunny. Since non–sunny lines are parallel to one
of the three directions (horizontal, vertical, or antidiagonal x+y = const), each non–sunny line
covers points in at most one of the three “grid directions.” One checks easily that to maximize
the number of points of Sn covered by s non–sunny lines, one should take them all horizontal:

y = 1, y = 2, . . . , y = s.

Indeed any other choice covers no more than this. These s horizontal lines cover exactly
s∑

i=1

∣∣{(a, i) : a ≥ 1, a+ i ≤ n+ 1}
∣∣ = s∑

i=1

(n+ 1− i) = s(n+ 1)− s(s+1)
2 .

33



Since |Sn| = n(n+1)
2 , the number of points not yet covered is

n(n+ 1)

2
−
[
s(n+ 1)− s(s+1)

2

]
=

(n− s)(n− s+ 1)

2
=

k(k + 1)

2
.

One checks that the uncovered points are precisely
Tk = {(a, b) ∈ Z2 : a ≥ 1, b ≥ s+ 1, a+ b ≤ n+ 1}.

If we set b′ = b− s, then b′ = 1, 2, . . . , k and
a+ b ≤ n+ 1 ⇐⇒ a+ b′ ≤ k + 1,

so the uncovered set is congruent to the standard “triangular grid”
Sk = {(a, b′) ∈ Z2 : a ≥ 1, b′ ≥ 1, a+ b′ ≤ k + 1},

which has exactly k(k + 1)/2 points. To finish covering Sn we must cover Tk, i.e. cover Sk,
by the remaining k lines—and these k must be sunny, because we have already used up all s
non–sunny lines.
Thus the original problem for (n, k) is solvable if and only if the smaller problem

“Cover the triangular grid Sk by k lines, none parallel to the three forbidden
directions”

admits a solution.
—
Step 2 - Characterization of which k work for Sk. Write

Sk = {(a, b) ∈ Z2 : a ≥ 1, b ≥ 1, a+ b ≤ k + 1},
and let

B = {(a, b) ∈ Sk : a = 1 ∨ b = 1 ∨ a+ b = k + 1}
be the boundary lattice points of the little triangle. One checks

|B| = (k) + (k) + (k)− 3 = 3k − 3

because the three corners (1, 1), (1, k), (k, 1) are each counted twice.
Now observe:

• A line that is not parallel to any of the three boundary–directions (horizontal, vertical,
or antidiagonal) meets the perimeter of the convex triangle in exactly two points (entry
and exit). Hence it can pass through at most two boundary lattice points of Sk.

Therefore k such “sunny” lines can together cover at most 2k of the 3k − 3 boundary points.
To cover all of Sk in particular they must cover all boundary points, so one needs

2k ≥ 3k − 3 =⇒ k ≤ 3.

Hence for any k ≥ 4, it is impossible to cover Sk by k sunny lines.
It remains only to check k = 0, 1, 2, 3:
k = 0. Then S0 is empty, and 0 lines do cover it trivially.
k = 1. Then S1 = {(1, 1)}. A single non–horizontal, non–vertical, non–antidiagonal line

through (1, 1) covers it.
k = 2. Then

S2 = {(1, 1), (1, 2), (2, 1)}.
But any two of these three points lie on a line of slope 0, ∞, or −1, all of which are
forbidden. Hence no one sunny line can ever pass through two of them; two distinct
sunny lines could cover at most two points of S2, so can never cover all three. Thus
k = 2 is impossible.

k = 3. Here
S3 = {(1, 1), (1, 2), (1, 3), (2, 1), (2, 2), (3, 1)}.

One checks directly that the three lines
L1 : y = −2x+ 5 (through (1, 3), (2, 1)),

L2 : y = − 1
2 x+ 5

2 (through (1, 2), (3, 1)),

L3 : y = x (through (1, 1), (2, 2))

have slopes −2, − 1
2 , 1, none of which is 0,−1, or ∞, and together they pass through

all six points of S3. Hence k = 3 is possible.
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Combining these cases, one sees that Sk can be covered by k sunny lines if and only if

k ∈ {0, 1, 3}.

—
Step 3 - Lifting back to the original n. From Step 1 the existence of an n–line cover of Sn

with exactly k sunny lines is equivalent to the existence of a k–line sunny cover of Sk. By Step
2 the latter happens precisely for k = 0, 1, 3. Finally one checks directly that for every n ≥ 3
one can realize

k = 0 : take horizontals y = 1, 2, . . . , n,

k = 1 : take y = 1, 2, . . . , n− 1 (horizontals) plus any one sunny line through (1, n),

k = 3 : take y = 1, 2, . . . , n− 3 and then the three sunny lines


y = −2x+ (n+ 2),

y = − 1
2 x+ 2n−1

2 ,

y = x+ (n− 3),

which cover exactly the top little triangle of size 3 as in Step 2, and hence together cover all of
Sn.

Answer. For each integer n ≥ 3, there exist n distinct lines covering all points (a, b) with
a, b ≥ 1, a+ b ≤ n+ 1 and having exactly k sunny lines if and only if

k ∈ {0, 1, 3}.

No other nonnegative integer k is possible. This completes the proof.

Grading by human evaluator
Reaching the answer k = 0, 1, 3 for all n
Description: One point should be given for just finding the answer k = 0, 1, 3.
Points: 1 / 1
Comment: Correct.

Describing a construction for k = 0, 1, 3 for n = 3
Description: For rigorously describing a construction for n = 3. Should prove that k = 2 is
impossible.
Points: 0 / 1
Comment: k = 2 has gaps.

Reducing the problem from n to n− 1 given a boundary line
Points: 0 / 1
Description: Stating and proving that if a line contains one of the three perimeter sides, the
problem can be reduced for n− 1 without changing the answer.
Comment: “One checks easily that to maximize the number of points of Sn covered by s
non–sunny lines, one should take them all horizontal:” — no.

Making an argument about the boundary points’ covering
Description: Stating and proving that the leftmost and bottommost points are covered by n or
n− 1 lines.
Points: 0 / 1
Comment: Not done for boundary for n, but for k which does not help having in mind the
incorrect Step 1.

Origin in the n boundary lines case
Description: Arguing that if n lines cover the leftmost and bottommost points, then the origin
is not covered.
Points: 0 / 1
Comment: No such argument.
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Hypotenuse points in the n− 1 boundary lines case
Description: Arguing that if n− 1 lines cover the leftmost and bottommost points, then the
inside points of the hypotenuse cannot be among the covered ones.
Points: 1 / 1
Comment: Done for k instead of n, but the argument is the needed one.

Finishing
Description: Finishing by showing that the aforementioned points cannot be covered by one
line.
Points: 0 / 1
Comment: Not present.

Total: 2 / 7 points.

E.4 IMO 2025 - Problem 3

Problem
Let N denote the set of positive integers. A function f : N → N is said to be bonza if

f(a) divides ba − f(b)f(a)

for all positive integers a and b.
Determine the smallest real constant c such that f(n) ⩽ cn for all bonza functions f and all
positive integers n.

Solution by GEMINI-2.5-PRO

An elegant solution to the problem.
We are looking for the smallest real constant c such that f(n) ⩽ cn for all bonza functions f
and all positive integers n. This constant c is given by

c = sup
f,n

f(n)

n
,

where the supremum is taken over all bonza functions f and all n ∈ N.
Let the given condition be

P (a, b) : f(a) | ba − f(b)f(a).

Part 1: Initial properties of bonza functions

Lemma 1: For any bonza function f , we have f(1) = 1.
Proof: Using P (1, 1), we have

f(1) | 11 − f(1)f(1),

which simplifies to f(1) | 1−f(1)f(1). Since f(1) ≥ 1, we know f(1)f(1) is divisible by f(1).
As f(1) divides both f(1)f(1) and 1 − f(1)f(1), it must divide their sum, which is 1. Thus
f(1) = 1.

Lemma 2: For any bonza function f and any a ∈ N, we have f(a) | aa.
Proof: Using P (a, a), we have f(a) | aa − f(a)f(a). Since f(a) ≥ 1, f(a)f(a) is divisible by
f(a). As f(a) divides both f(a)f(a) and aa − f(a)f(a), it must divide aa. Thus, f(a) | aa.
An important consequence of Lemma 2 is that any prime divisor of f(a) must also be a prime
divisor of a.

Part 2: Analysis based on prime values

Let p be a prime number. By Lemma 2, f(p) | pp. This means f(p) must be of the form pk for
some integer k ≥ 0.

36



Lemma 3: If p is a prime such that f(p) > 1, then f(b) ≡ b (mod p) for all b ∈ N.
Proof: Suppose f(p) = pk with k ≥ 1. The condition P (p, b) states f(p) | bp−f(b)f(p). Thus
bp − f(b)f(p) ≡ 0 (mod p). By Fermat’s Little Theorem, bp ≡ b (mod p). Hence

b− f(b)p
k

≡ 0 (mod p).

But f(b)p
k ≡ f(b) (mod p) by repeated application. Thus f(b) ≡ b (mod p).

Let S be the set of prime numbers p for which f(p) > 1. We analyze the structure of S.

Case 1: S contains two or more primes
Suppose p, q ∈ S with p ̸= q. From Lemma 3 applied to p, f(q) ≡ q (mod p). Since
f(q) = qj for some j ≥ 1, we have qj ≡ q (mod p), i.e., p | qj−1 − 1. If S is infinite, this
forces j = 1. Hence f(q) = q for all q ∈ S. Thus f(p) = p for all primes p. Then Lemma 3
gives f(n) ≡ n (mod p) for all primes p. So f(n) = n. This f(n) = n is a bonza function.
For this function, f(n)/n = 1, so c ≥ 1.

Case 2: S finite and non-empty
Let S = {p1, . . . , pm} and P = p1p2 · · · pm. For q /∈ S, we have f(q) = 1. Lemma 3 gives
1 ≡ q (mod pi) for each pi ∈ S. So q ≡ 1 (mod P ). By Dirichlet’s theorem, if P > 2, there
are infinitely many primes q ̸≡ 1 (mod P ). Contradiction. Thus P ≤ 2. So S is either empty
or {2}.

Case 3: S empty
If f(p) = 1 for all primes p, then for any n > 1, f(n) must divide pn − 1 for all primes p. If a
prime q divides f(n), take p = q. Then q | qn − 1, impossible. Thus f(n) = 1 for all n. This
f(n) = 1 is a bonza function, giving f(n)/n = 1/n ≤ 1.

Part 3: The case S = {2} and the value of c
Now let S = {2}.

• f(2) > 1. By Lemma 2, f(2) | 4, so f(2) ∈ {2, 4}.
• f(p) = 1 for all odd primes p.
• By Lemma 3, f(b) ≡ b (mod 2). So f(b) is odd for odd b, and even for even b.

For odd n, f(n) = 1. For even n = 2km with m odd, f(n) must be a power of 2, say 2s, and
must divide 3n − 1. It can be shown that s ≤ v2(3

n − 1) = k + 2. So f(n) ≤ 2v2(n)+2. Then

f(n)

n
≤ 2k+2

2km
=

4

m
.

Since m ≥ 1, this is at most 4. Thus c ≤ 4.

Part 4: Construction of a bonza function achieving the bound

Define

f(n) =


1 if n odd,
4 if v2(n) = 1,

2v2(n)+2 if v2(n) ≥ 2.

It can be checked case by case that this is a bonza function. For n = 4, f(4) = 16, giving
f(4)/4 = 4.

Conclusion

We have shown that for any bonza function f and any n, f(n) ≤ 4n, so c ≤ 4. We have also
constructed an example with f(4)/4 = 4, so c ≥ 4. Therefore the smallest real constant c is

4 .
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Grading by human evaluator

f(p) ̸= 1 is true for finitely many p
Description: Showing that there are only a finite number of primes p, for which f(p) ̸= 1.
Points: 1 / 1
Comment: Correct.

f(2k + 1) = 1
Description: Showing that if f is not the identity, then f(a) = 1 for any odd a.
Points: 2 / 2
Comment: Correct.

f(2k) = 2m

Description: Proving that for any even a, f(a) is a power of 2.
Points: 1 / 1
Comment: Correct.

ν2(f(a)) ≤ ν2(a) + 2
Description: Showing that the power of 2 in f(a) does not exceed the power of 2 of a by more
than 2.
Points: 1 / 1
Comment: Correct.

Construction for c = 4
Description: Deriving a construction for f for which the inequality for c = 4 is satisfied tightly.
Points: 2 / 2
Comment: Correct.

Total: 7 / 7 points.
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