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Abstract

Traditional approaches to dialogue segmenta-001
tion perform quite well on synthetic or short002
dialogues but suffer when dealing with long,003
noisy dialogs. In addition, such methods004
require careful tuning of hyperparameters. We005
propose to leverage a novel approach that is006
based on dialogue summaries. Experiments007
on different datasets showed that the new ap-008
proach outperforms popular SotA algorithms in009
unsupervised topic segmentation and requires010
less setup. The source code is available at011
https://anonymous.4open.science/r/unsupervised-012
summary-based-segmentation013

1 Introduction014

The objective of topic segmentation is “to construct015

a system which, when given a stream of text, identi-016

fies locations where the topic changes” (Beeferman017

et al., 1999). This is an example of a classic and018

still challenging task to automate (Bai et al., 2023),019

(Nair et al., 2023).020

The challenging nature of topic segmentation021

comes from several aspects. First, even for human022

annotators topic segmentation might be a hard task023

(Gruenstein et al., 2008), which makes unsuper-024

vised approaches preferable. Second, it is hard to025

handle unstructured textual datasets, especially for026

long noisy real dialogues (section 3.2).027

Driven by these challenges, we propose the use028

of summary for unsupervised topic segmentation029

We also adopt this method for the limited context030

size of summarization models by using the chunk-031

ing technique (section 1). The resulting approach032

holds good quality for different models, with con-033

text size from 512 to 16384 tokens (table 3).034

To the best of our knowledge, there has been no035

other study focusing specifically on the summary-036

based unsupervised topic segmentation. For a study037

closest to our work, (Cho et al., 2022) learned sum-038

marization and segmentation simultaneously to ob-039

tain robust sentence representations.040

U1: hello , i love fashion and hope to be a doctor one day . you ?
U2: hello , i am an accountant from ohio . i have two boys and i am single .
U3: student , male , divorced , ex named doug . i own a beetle .
U4: oh a beetle how cool . i have a boring honda civic . what are your hobbies ?

U5: wow ! i make book covers in my free time . i am published also .
U6: how amazing ! i love to go hiking . what books have you written ?
U7: angel investor and if i can help someone are my recent books . hiking huh ?
U8: very cool ! yes , i love to hike you get some beautiful views !

U9: you are right ! if you take pictures you can sell them online . i love clothes .
U10: i never thought of that . i love clothes as well .
U11: i will attend au next year . i continue to write while studying medicine .
U12: good luck , being a doctor is hard . maybe you will write medical books .
U13: not a chance ! i love making up stories . medicine is too real sometimes .
U14: ah , fiction books . as long as you are doing what you love you can not go wrong .

S1: i love fashion and hope to be a doctor one day
S2: i make book covers in my free time
S3: i love to go hiking
S4: to go
S5: i own a beetle
S6: i will attend au next year
S7: i continue to write while studying medicine 
S8: to write while
S9: long as you are doing what you love you can not go wrong

Figure 1: Reference dialogue and generated summary.
Example from TIAGE dataset.

Our main contributions: 041

1. We leverage the summarization technique for 042

topic segmentation of long noisy texts, espe- 043

cially from transcribed spoken dialogues. 044

2. We show that the resulting approach holds 045

better quality on 3 datasets (SuperDialseg, 046

TIAGE, QMSum). 047

3. The proposed approach also has fewer hyper- 048

parameters to tune than other unsupervised 049

approaches. 050

2 Related work 051

Most approaches are to unsupervised topic segmen- 052

tation based on TextTiling work (Hearst, 1997). 053

2.1 TextTiling 054

TextTiling can be divided into two primary com- 055

ponents: the computation of sentence vectors and 056

the derivation of depth scores. While the methodol- 057

ogy for computing depth scores remains relatively 058

consistent or may undergo minimal modifications, 059

calculating sentence vectors has progressed sig- 060

nificantly from the classic Bag of Words used in 061
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TextTiling. Here we briefly review some of the062

more modern approaches in historical order.063

2.1.1 TopicTiling064

In 2012, the TopicTiling was introduced (Riedl and065

Biemann, 2012). It is a classic approach for text066

segmentation that outperforms TextTiling and still067

remains popular. Original TextTiling utilizes the068

LDA model under the hood for sentence vectors069

(topic vectors) calculations.070

Latent Dirichlet allocation (LDA) (Blei et al.,071

2001) is the most popular probabilistic topic model.072

LDA is a two-level Bayesian generative model, in073

which topic distributions over words and document074

distributions over topics are generated from prior075

Dirichlet distributions.076

To calculate topic vectors, other topic model077

may also be used. BERTopic (Grootendorst, 2022)078

utilizes neural embeddings, clustering, and class-079

based TF-IDF procedure to create a topic model.080

2.1.2 Embedding-based topic segmentation081

Another group of methods vectorize source text082

using neural embeddings from pre-trained language083

models and calculate the distance between adjacent084

pieces. Obtained distances are then employed to085

decide whether two adjacent sentences relate to the086

same segment.087

BERTSeg (Solbiati et al., 2021) utilizes SBERT088

(Reimers and Gurevych, 2019) embeddings to seg-089

ment dialogue utterances.090

Some other methods (Gao et al., 2023), (Xing091

and Carenini, 2021) utilize the Next Sentence Pre-092

diction (NSP) task from classic BERT as a scoring093

model to measure the coherence score (similarity)094

between adjacent utterances.095

HyperSeg (Park et al., 2023) the recently pro-096

posed model leverages the probabilistic orthogo-097

nality of randomly drawn vectors at extremely high098

dimensions099

3 Method100

3.1 Task formulation101

Consider corpus D of documents d. Every doc-102

ument d = (sj)
n
j=1, consists of utterances103

s1, . . . , sn. In this paper, we will use sentences104

as utterances if not explicitly stated, in general,105

they might also be replicas, words, etc.106

Given document d = (sj)
n
j=1 the goal of seg-107

mentation is to find a partition L = (lj)
k
j=1 such108

that joining the elements (segments) of L in the 109

same order reconstructs d and li ∩ lj = ∅ ∀i ̸= j. 110

3.2 Handling unstructured dualogues 111

We propose to narrow focus on transcribed spo- 112

ken dialogues. The preference between spoken 113

and written dialogues lays in their contrasting na- 114

ture(Daminova, 2023), (Drieman, 1962): 115

1. Spoken language may contain rapidly shifting 116

low-granularity topics. 117

2. Spoken language tends to be less formal and 118

structured, often featuring repetitive and in- 119

complete sentences. 120

3. Spoken language tends to be more lengthy, 121

with more words of single syllables. 122

3.3 Proposed summary-based pipeline 123

Given document d = (sj)
n
j=1: 124

1. Obtain document summary using a neural net- 125

work model. When dialogue fits the context 126

size of the model, the summary is obtained for 127

the whole dialogue. Otherwise we split a doc- 128

ument into consecutive parts (chunks) of a size 129

suitable for the summarization model. Then 130

each chunk was individually summarized, and 131

finally, the resulting summaries were joined 132

together. 133

2. Extract simple sentences (sentences that con- 134

tain only one verb) ss1, . . . , ssnss from the 135

summary. For this task, we utilized NLTK 136

sentence parser and spaCy DependencyParser 137

to create a grammar tree of a sentence. First, 138

we find the root token (i.e., the main verb) and 139

the other verbs of the sentence. Second, we 140

find the token span for each of the other verbs. 141

Finally we go through all the verb’s children, 142

obtain this verb’s simple sentence by leftmost 143

and rightmost child’s indexes. 144

3. Map sentences s1, . . . , sn from the 145

source document and simple sentences 146

ss1, . . . , ssnss from the summary of the 147

document to embeddings. 148

4. Compute cosine proximity between embed- 149

dings of text sentences and embeddings of 150

simple sentences from the summary. As a 151

result, we get a matrix E ∈ Rn×nss 152

2



Table 1: Statistics of datasets

Dataset # docs # words in doc avg #
train val test min avg max words in section uttrances in doc utterances in section

Super-
DialSeg 6690 1298 1277 33.0 218.3 525.0 48.8 13.4 3.4
TIAGE 286 96 97 109.0 185.1 264.0 40.4 15.4 4.1
QMSum 162 35 35 1371.0 9521.4 25529.0 1593.6 334.7 76.5

5. Apply Savitzky–Golay filter (Savitzky and Go-153

lay, 1964) to each row of E ∈ Rn×nss to154

obtain Ê ∈ Rn×nss .155

6. Apply TextTiling algorithm on the rows of the156

matrix Ê.157

Sentence vector (p̂j)
n
j=1 is row with index j158

in matrix Ê. For sentence vectors we compute159

depth scores depthj160

depthj =
1

2
(hlj + hrj − 2cj) ,

where cj represents the cosine similarity be-161

tween left (p̂j−window_size+1, . . . , p̂j) and right162

(p̂j+1, . . . , p̂j+window_size) mean-pooled win-163

dows of size window_size, hlj identifies the164

closest local maxima on the left of index j in165

the similarity scores. and hrj does the same166

for the right side.167

For each sentence from source document sj168

where depthj exceeding the threshold and cj169

is local minimum we make a decision about170

the presence of a segment boundary.171

To benefit in aforementioned domain we propose172

1. The use of summary to obtain sentence vectors173

for TextTiling (stages 1-4).174

2. Use Savitzky–Golay filter (Savitzky and Go-175

lay, 1964) (stage 5). This filter is known to176

effectively smooth out high-frequency noisy177

signals.178

4 Experimental setup179

4.1 Datasets180

We have selected 3 popular dialog datasets.181

In the preprocessing stage, we use utterances182

from all of the speakers in a dialogue. For a183

summary-based pipeline, we concatenate these ut-184

terances.185

Every dataset has pre-defined186

train/validation/test splitting. We use the187

validation set to tune hyperparameters, and the test 188

set to calculate the metrics. 189

SuperDialseg (Jiang et al., 2023) is a large- 190

scale supervised dataset for dialogue segmentation 191

that contains 9K dialogues based on two prevalent 192

document-grounded dialogue corpora. The dataset 193

is created with a feasible definition of dialogue 194

segmentation points with the help of document- 195

grounded dialogues, which allows for a better un- 196

derstanding of conversational texts. 197

TIAGE (Xie et al., 2021) is a dialog benchmark 198

that considers topic shifts, created through human 199

annotations. It enables three tasks to study differ- 200

ent scenarios of topic-shift modeling in dialog set- 201

tings: detecting topic-shifts, generating responses 202

triggered by topic-shifts, and creating topic-aware 203

dialogs. 204

QMSum benchmark (Zhong et al., 2021) is 205

designed for the task of query-based multi-domain 206

meeting summarisation and includes 1,808 pairs of 207

queries and summaries from 232 meetings across 208

various domains. The benchmark was created 209

through human annotation. 210

4.2 Metrics 211

Two widely known text segmentation metrics are 212

used: PK (Beeferman et al., 1999) and WindowDiff 213

(WD) (Pevzner and Hearst, 2002). Their detailed 214

description is available at Appendix A. 215

4.3 Models 216

We compare the proposed approach with the un- 217

supervised models from section 2: TT+BERTopic, 218

BERTSeg (Solbiati et al., 2021), DialStart (Gao 219

et al., 2023), CohereSeg (Xing and Carenini, 2021), 220

and Hyperseg (Park et al., 2023). 221

We also included two baselines for comparison: 222

random places boundaries with a probability of the 223

inverse average reference segment length, absence 224

returns no boundaries. 225

For a fair comparison, we report CohereSeg re- 226

sults with a coherence scorer based on a pre-trained 227

BERT model (aws-ai/dse-bert-base). Full Cohere- 228

Seg requires huge (20+ hours on A100 GPU) fine- 229
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Table 2: Overall Performance Comparison. The down arrow shows that the lower the metric value, the better.
The best result is highlighted in bold, the second is underlined. An asterisk denotes a supervised model if
it outperformed all unsupervised models. Bi-H-LSTM is placed separately since it is the only supervised
method here.

Models
Datasets SuperDialSeg TIAGE QMSum

WD↓ PK↓ WD↓ PK↓ WD↓ PK↓
Bi-H-LSTM *0,220 *0.210 0.492 0,442 0,714 0,648

random 0.554 0.474 0.591 0.499 0.530 0.470
absence 0.533 0.533 0.520 0.520 0.404 0.404

BERTSeg 0.483 0.476 0.470 0.439 0.387 0.377
TT+BERTTopic 0.489 0.478 0.478 0.461 0.447 0.438

DialSTART 0.498 0.483 0.507 0.471 0.478 0.443
HyperSeg 0.512 0.503 0.522 0.519 0.485 0.461
CohereSeg 0.562 0.438 0.528 0.451 0.817 0.569

BART-samsum (ours) 0.480 0.469 0.455 0.438 0.379 0.357

Table 3: Performance Comparison of different summary models. All of the summary models used chunking 1
on the QMSUM dataset (average dialogue length of 10k words and maximum of 25k words). The down
arrow shows that the lower the metric value, the better.

Datasets
Models Summary Segmentation

BART BART-samsum FLAN-T5-samsum LED-samsum
Super

DialSeg
WD↓ 0,488 0,480 0,485 0,491
PK↓ 0,480 0,469 0,475 0,483

TIAGE WD↓ 0,443 0,455 0,443 0,493
PK↓ 0,415 0,438 0,402 0,479

QMSum WD↓ 0,431 0,379 0,410 0,436
PK↓ 0,414 0,357 0,399 0,419

tuning on DailyDialog pairwise samples. This will230

increase TIAGE’s metrics to a new top-1. For a231

valid comparison with a fine-tuned CohereSeg, it232

would be correct to also fine-tune our summary233

model on the equivalent dataset.234

5 Experimental results235

5.1 Main results236

In our study, we found that our summary-based237

unsupervised method outperformed the popular un-238

supervised BERTSeg across all datasets and met-239

rics (see Table 2). At best, our method surpassed240

BERTSeg by 5% on WD and 6% on PK. Notably,241

our model excelled in processing transcribed dia-242

logues (QMSum), it significantly outperformed the243

supervised method.244

5.2 Comparison of different summary245

models.246

We assess the stability of our setup using various247

summarization models, as detailed in Table 3.248

The results indicate that summarization mod-249

els, even those not specifically designed for di-250

alogue summarization, are effective in using for 251

identifying text boundaries. For example, on the 252

TIAGE dataset BART achieves parity with FLAN- 253

T5-samsum in the WD metric and is within a 3% 254

difference in the PK metric when compared to 255

FLAN-T5-samsum. 256

6 Conclusion and future work 257

We have presented a novel approach for topic seg- 258

mentation based on summary. 259

We give practical evidence that the proposed ap- 260

proach shows favorable performance among the 261

tested unsupervised approaches and theoretical ev- 262

idence that the proposed summary-based method 263

is especially suitable for the transcribed spoken 264

dialogues domain. 265

We hope that our work can inspire further devel- 266

opment of summary-based topic segmentation. 267

Further research steps are planned for summa- 268

rization and its use for text segmentation. 269
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Limitations270

In contrast to existing topic segmentation tech-271

niques, such as sentence embeddings, the proposed272

approach requires performing additional summa-273

rization steps, which may be time-consuming espe-274

cially for substantial data, e.g., wiki727. Moreover,275

it might be difficult to obtain the pre-trained sum-276

marization model for low-resource languages.277
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A Metrics383

Pk is calculated by passing a sliding window of384

length k through the text of the document. The k385

value is defined as half the average length of the386

reference segment.387

k =
N

2 ∗ number of bounderies
388

Where N is the total number of sentences (or con-389

tent utterances).390

At each iteration, the algorithm determines391

whether the two ends of the frame are in the same392

or different segments of the reference segmenta-393

tion, and increases the counter if the segmentation394

of the model does not agree with the reference one.395

The resulting value is normalized by the number396

of measurements to get a value in the range from 0397

to 1.398

WindowDiff is obtained by summing the differ-399

ences of the ends of the segments in the reference400

segmentation Ri,i+k and in the computed segmen-401

tation made by model Ci,i+k. If it is greater than402

zero (i.e., the number of segments in the reference403

segmentation differs from the segmentation made404

by the model), it is summed with the rest, and then405

also normalized by the total number of measure-406

ments:407

WindowDiff =
1

N − k

N−k∑
i=1

[Ri,i+k ̸= Ci,i+k]408

k,N defined similarly to the previous paragraph409

B Implementation details410

B.1 Computational time411

It takes roughly two hours to pick up parameters412

on 3 datasets for one summarization model. Model413

inference time represents in Table 4414

Table 4: Model inference time

Model Inference time, sec
BART 7,5
BART-samsum 6,6
FLAN-T5-samsum 19,2
LED-samsum 0,8

B.2 Summarization models used 415

For the purpose of comprehensive comparison, we 416

select the most popular open-source models for 417

abstractive summarization from HuggingFace. 418

A list of models is: 419

1. BART: facebook/bart-large-cnn, context size 420

is 1024 421

2. BART-samsum: philschmid/bart-large-cnn- 422

samsum, context size is 1024 423

3. FLAN-T5: philschmid/flan-t5-base-samsum, 424

context size is 512 425

4. LED: rooftopcoder/led-base-book-summary- 426

samsum, context size is 16384 427

Some of the models have the suffix ’samsum’ 428

meaning that a model was fine-tuned using the 429

SAMSum corpus, which renders it an appro- 430

priate selection for abstractive dialogue sum- 431

marization. 432
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