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Abstract

We introduce a model named DreamLight for universal image relighting in this
work, which can seamlessly composite subjects into a new background while main-
taining aesthetic uniformity in terms of lighting and color tone. The background
can be specified by natural images (image-based relighting) or generated from
unlimited text prompts (text-based relighting). Existing studies primarily focus
on image-based relighting, while with scant exploration into text-based scenarios.
Some works employ intricate disentanglement pipeline designs relying on environ-
ment maps to provide relevant information, which grapples with the expensive data
cost required for intrinsic decomposition and light source. Other methods take this
task as an image translation problem and perform pixel-level transformation with
autoencoder architecture. While these methods have achieved decent harmoniza-
tion effects, they struggle to generate realistic and natural light interaction effects
between the foreground and background. To alleviate these challenges, we reorga-
nize the input data into a unified format and leverage the semantic prior provided
by the pretrained diffusion model to facilitate the generation of natural results.
Moreover, we propose a Position-Guided Light Adapter (PGLA) that condenses
light information from different directions in the background into designed light
query embeddings, and modulates the foreground with direction-biased masked
attention. In addition, we present a post-processing module named Spectral Fore-
ground Fixer (SFF) to adaptively reorganize different frequency components of
subject and relighted background, which helps enhance the consistency of fore-
ground appearance. Extensive comparisons and user study demonstrate that our
DreamLight achieves remarkable relighting performance.

1 Introduction

With the rapid development of generative models in recent years [, 2,13} 4], image composition has
received increasing attention owing to its capacity for controlled generation [5} 16l [7]. However, since
the implanted foreground and the new background originate from different sources, this discrepancy
can easily lead to an unrealistic perception of the composite image. In this paper, we focus on a
challenging task named universal image relighting, which aims to seamlessly composite a subject into
a new background while maintaining realism and aesthetic uniformity in terms of lighting and color
tone. The background can either be specified by provided natural images (image-based relighting),
or be created from unlimited text prompts (text-based relighting). This task ensures that users and
digital elements coexist naturally within any environment and has wide application in virtual reality
and intelligent editing for the film and advertising industries [8, 9} [10, [11} 12} [13]].
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Figure 1: Our DreamLight is a unified image relighting model capable of performing relighting
guided by arbitrary text or natural background images without any other prior such as HDR maps.
The top left of each set of figures is the original picture of the foreground, the bottom left is the given
condition, and the right is the generated result.

Early researches about relighting tend to focus on the image condition, e.g., image harmonization
and portrait relighting, while with scant exploration into text-based scenarios. Portrait relighting
methods [14} [T5} [16} [17] mainly take the idea of physics-guided design that explicitly models the
image intrinsics and formation physics. They decompose the input images into several components
and leverage a phased pipeline to incrementally learn image components such as surface normals and
albedo maps. Some harmonization methods [18} also take similar disentanglement idea. Despite
the promising results achieved by these approaches, obtaining training data with pairs of high-quality
relighting images and their corresponding intrinsic attributes from light stage is expensive and difficult.
Most harmonization methods [20} take this task as an image-to-image translation paradigm
and propose to perform pixel-level transformation based on autoencoder architecture. However, they
lack object semantic guidance and tend to overlook distinct variations in illumination. Recently, some
works [24][8] 23] exploit the powerful semantic modeling ability of generative diffusion models [1]]
to enhance relighting effect, but their light source relies on the given environment maps and such
maps are not always feasible to acquire in real world. IC-Light [26] is proposed to address both
image-based and text-based relighting for natural images without introducing other signal guidance.
It imposes light alignment training strategy to enhance the light consistence. However, IC-Light takes
two separate models for different conditions and does not tailor the structure. Simply concatenating
foreground, background, and noise limits the model’s understanding of foreground-background
interactions, leading to severe color bleeding and foreground distortions in some scenarios.

To address the above challenges, we present a model named DreamLight that can perform both
image-based and text-based relighting. In DreamLight, to generate natural interaction effects of light
and color tone between the foreground and the background, we propose a Position-Guided Light
Adapter (PGLA), which condenses light information from different directions in the background
into several groups of light query embeddings and selectively modulates the foreground area with
direction-biased masked attention. In addition, we present an effective Spectral Foreground Fixer
(SFF) as a post-processing module to enhance the consistency of foreground appearance and avoid
subject distortion. Based on the wavelet transform, SFF is trained to learn dynamic calibration
coefficients for high-frequency textures of input foreground and relighted low-frequency light. By
adaptively reorganize these information, SFF can output stunningly consistent foreground. Besides,
to facilitate the training of our model, we develop different kinds of data generation processes, e.g.,
3D rendering and training relighting lora, to produce diverse training samples.

We have performed extensive quantitative and qualitative comparisons. Experiment results demon-
strate that our DreamLight exhibits superior generalization and performance on the universal relighting
of natural images. Related ablations also prove the rationality and effectiveness of the proposed
designs. Furthermore, we observe that thanks to the unified learning of text and image conditions in a
single model, our DreamLight can generate results with the guidance of both conditions.



Our contributions can be summarized as follows:

* We propose a model named DreamLight for universal image relighting, which can seamlessly
composite a subject into a new background with either image or text conditions. We also
develop high-quality data generation process to benefit the training of our model.

* We introduce a Position-Guided Light Adapter (PGLA), which is designed to enable fore-
ground elements at different positions to interact with background light from various direc-
tions in a tendentious manner for generating more natural lighting effects.

* We propose a Spectral Foreground Fixer (SFF) module to adaptively reorganize different fre-
quency components of the input and relighted subjects, which helps enhance the consistency
of foreground textures.

2 Related Work

Image-based Relighting: There are two principal sets of related image-based relighting methods.
The first is portrait relighting approaches [[15} [14} (16} 27, 28 |29/ 130} |8, [17, 31]]. They mainly take
the idea of physics-guided model design that typically involve the intermediate prediction of surface
normals, albedo, and a set of diffuse and specular maps with ground truth supervision. To achieve that,
some methods rely on the paired training data acquired with the light stage system [32] and a target
HDR environment map as the external light source. However, the dependence on light stage data
and HDR maps incurs substantial data collection cost and significantly limits their implementation in
real-world situations, where obtaining HDR maps may not always be feasible. Some methods [|33}(31]]
employ multi-stage frameworks. As a result, the accuracy and performance of these systems hinge
on the precision of each individual stage. This makes the entire process complex and susceptible to
errors that could propagate throughout these intermediate steps. The second is image harmonization
methods that aim to match the color statistics of the foreground object with those of the background
for natural composition [[18, 20} 22} 23] 34} 21} 19} 135/ 36| 37} 38]]. These methods tend to take this
task as an end-to-end image-to-image translation paradigm, where the network is trained to predict a
harmonized image from the input composite. Some works [39]40] collect pixel-aligned paired data by
color transfer or altering foreground color in real images with pre-designed or learned augmentations.
While these methods have achieved decent harmonization effects, they struggle to generate realistic
and natural light interaction effects between the foreground and the background. Recently, some
works [24} 8l 25]] exploit generative models [[1] to enhance relighting effect, but most of them still rely
on the given environment maps for lighting guidance, which limits the potential application scenarios.
IC-Light [26]] proposes to perform pure natural image relighting by imposing light alignment training
strategy and achieves excellent performance for scenarios with strong lighting. However, its simple
network design limits the model’s performance and is prone to generating severe color bleeding. To
alleviate above issues, we propose DreamLight designed for natural images without any additional
prior source. A position-guided light adapter is introduced to boost the reasonable interaction between
subjects and backgrounds, thus contributing to generating natural and harmonious lighting effect.

Text-based Relighting: Currently, there is relatively less research focused on text-based relighting.
Although Lasagna [41] takes text as input, the text serves to indicate the light direction rather than to
describe the target background. The pioneer IC-Light [26] utilizes two separate models to handle
image-based and text-based relighting. Actually, some text-guided inpainting methods [42} 43| can
achieve similar effect. However, they tend to preserve the original lighting and color of the subject,
which may result in unnatural results. Conversely, our DreamLight achieves powerful relighting
performance of natural images using a single model for both image-based and text-based situations.

3 Method

3.1 Overview

Figure [2]illustrates the pipeline of our DreamLight. It takes a triplet of foreground image, background
image, and text prompt as input. For image-based relighting, the text prompt is set to “blend these
two images". For text-based relighting, the background image is designed as an all-black image.
The green and brown lines show the specific processes of image-based and text-based relighting,
respectively. In detail, we first utilize a pretrained segmentation model [26] 44] to extract the subject
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Figure 2: Pipeline of our DreamLight. It takes the foreground image, background image, and text
prompt as input. The masked foreground and background images are encoded by pretrained VAE and
concatenated with the random noise to serve as the input of UNet. The Position-Guided Light Adapter
is proposed to selectively inject background light from different directions into the foreground at
different locations for more natural relighting results. The Spectral Foreground Fixer is utilized to
enhance the consistency of the subject.

region and remove the original background from the input image. Following [26]], the masked
subject and background are encoded by VAE and then concatenated with the random noise to serve as
the input for diffusion UNet. For image-based relighting, a Position-Guided Light Adapter (PGLA)
is proposed to selectively inject background light information from different directions into the
foreground with direction-biased masked attention. Finally, a Spectral Foreground Fixer (SFF) is
utilized to enhance the consistency of the foreground.

3.2 Position-Guided Light Adapter

Although simply concatenating the background with random noise can convey some information
about environment lighting, it imposes pixel-aligned light prior and overlooks the natural interaction
between the subject and light from various directions in the background, thus resulting in undesirable
relighting results in some scenes. To alleviate this problem, we propose the Position-Guided Light
Adapter (PGLA), which enhances the foreground’s response to light sources from different directions
in background while reducing potential unreasonable light alignment. This is achieved by additional
encoding and organization of the background light information.

Specifically, the overall pipeline of our PGLA is based on the process of IP-Adapter [46]. We
first utilize a CLIP image encoder to encode the target background image into a feature map f, €
RHXWXC "where C indicate the embedding dimension. H, T denote the spatial size of feature map.
To mitigate the potential noise effects of background textures on light information extraction, we
perform a low-frequency enhancement operation on the encoded background features, which helps
emphasize the high-level lighting and color tones information. The process can be formulated as:

g = Gaussian(H, W, o),
fo=FFT(f) g, (D
for = IFFT(ReLU(Conv(fn))) + fo,

where F'F'T and I F'F'T are Fourier transform and Fourier inverse transform. g denotes the filtering
coefficient map. o is cutoff frequency and * means element-wise product. Conv and ReLU
operations are utilized to update the features in the spectral domain for efficient global interaction.

Then, we restructure the background features and encode light information from different direc-
tions into predefined light queries fg, which are randomly initialized learnable embeddings. Con-
sidering that the condition is vanilla 2D natural background images, we assume that the light
sources can be split into four basic directions: left, right, top, and down. Thus, we leverage
four sets of query embeddings to selectively extract light information from background features.

4
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to modulate the cross attention, making Figure 3: Process of direction-biased masked attention.
the query f(l;fft focus more on the infor- The upper figure is the design of the attention mask in
cross attention. Here the darker color indicates the ten-
dency toward 0. To allow different groups of query to per-
ceive different directions of light, we generate coefficient
maps with different attenuation directions and multiply
them to the original attention weight. For ease of un-
derstanding, we note the transformation of the left decay
map in the figure. Besides, the attention weight between
different queries has not been modified for overall light
information harmonization.

mation on the left side of the background
feature. Similarly for the light query re-
sponsible for the other directions. Be-
sides, we concatenate the light query and
background features as Key and Value to
ensure the interaction between different
group of queries, which contributes to
the overall harmonization.

Having these condensed light queries,

the next step is to inject their informa-

tion into the foreground area of the latent features in UNet with similar masked attention. That is, we
adjust the attention weight of condition cross attention so that different regions of the foreground
object have a stronger response to nearby light sources. In addition to the exchange of Q and KV,
we additionally add a mask to the background area to ensure that the background is not changed.
Furthermore, as shown in Figure[2] we only inject these light prior in the middle and up block of the
UNet. This is due to the fact that feature changes in down blocks may have an impact on the overall
semantics [47]]. We only need to make changes to the object’s light based on its overall representation,
which helps to avoid the potential distortion problems caused by extra information injection.

With such designs, the combined subject elements can perform selective interaction with the back-
ground to produce more natural relighting results. Related experiments in Section[4.3]also justify the
rationality of our designs.

3.3 Spectral Foreground Fixer

Diffusion-based methods tend to face the problem of foreground distortion, especially in small and
detailed areas such as face and text. On the one hand, the latent space of large-scale pre-trained
models tends to embellish the foreground, which can lead to inconsistency and ID variation with
the input. On the other hand, the encoding process of VAE may cause information loss in small
regions with high information density, leading to difficulties in maintaining the texture of the subject.
Therefore, we propose a Spectral Foreground Fixer (SFF) to address this challenge. This module is
based on the assumption that the high-frequency components of an image correspond to the pixels
varying drastically, such as object boundaries and textures, while the low-frequency components
correspond to the general semantic information such as the color and light.

As shown in Figure ] we utilize Wavelet Transform to extract the high-frequency and low-frequency
components of the input foreground image and the initial predicted results. It can be seen that the
high-frequency part maintains the details and textures, while low-frequency part indicate rough
colors and tones. Then we combine the high-frequency part of input foreground image with the
low-frequency component of the initial relighting result and feed them into a Modulator, which takes
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image-to-image generation paradigm and is trained to predict a set of coefficients to reorganize these
information. The reorganization process can be formulated as:

Oé,ﬁ = M(HQWM LQout)a
HQ, = HQin x o+ f3, (2)
Iéut = HQ;n + LQOut:

where H (@ and L() denote the high-frequency and low-frequency part extracted by Wavelet Transform,
respectively. M is the modulator. v € R¥*W>3 and g € R¥XWx3 are the predicted modulation
coefficients. « is utilized to control the influence degree of foreground texture and 8 contains the
balance information for harmonizing the foreground. Compared to directly reorganize the foreground
texture and background semantics, such design helps to output more consistent and natural results,
avoiding artifacts from forced combination. Finally, we replace the foreground region of initial
relighting images by the predicted I/ ,, according to the foreground mask.

The modulator M is individually trained in a self-supervised manner. Specifically, we perform
random color transformation on arbitrary natural images to obtain pseudo pairs of relighting data,
where the transformed image is input and original image serves as target. Then we extract the high-
frequency component of the transformed image and the low-frequency component of the original
image as inputs to the modulator for modulation coefficient prediction. The modulator is expected
to adaptively combine the high-frequency and low-frequency parts from different source and avoid
potential color noise or artifacts. We utilize MSE and perceptual loss [48]] to supervise the learning of
the modulator. Furthermore, to promote training stability and improve coordination, the supervision
is applied on both the predicted high-frequency part HQ/,, and entire output image I,,,,.

3.4 Data Generation

We design data generation pipeline to facilitate the training of our model. Our data has three sources.
Firstly, we construct pairs by training a relighting ominicontrol lora in a bootstrapping manner,
i.e., training — incorporating results into training set — continue training. The initial set consists
of 100 image pairs collected from time-lapse photography videos and self-photographed photos.
After each training, the model is used to relight vanilla images. High quality pairs are selected and
incorporated into the training set for continue training. We will open source this relighting lora to
benefit community. Secondly, we utilize available 3D assets [50] to render a number of consistent
images with lighting of different color and directions. We construct an automatically rendering
pipeline on 3D Arnold Renderer, and generate various lighting effects with random light sources
and HDR images for corresponding pairs. Finally, to enhance data diversity, we also process vanilla
images with IC-Light [26]] and filter out high-quality synthetic data pairs with aesthetic score [31]].
The prompts are generated through a two-step process: GPT-4 [52]] initially brainstorms over 200
fundamental scenarios, which are then tailored by LLaVA [33]] according to the main subjects present
in the images. Totally, the quantities of the three types of data are about 600k, 150k, and 300k,
respectively. Please see the supplementary material for detailed analysis about the training data.
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Figure 5: Image-based relighting results. (a) and (b) demonstrate the comparisons with popular
available image-based relighting methods, i.e., Harmonizer [38], INR [21], PCT [20], and IC-
Light [26]). (c) shows the generalizability of our DreamLight to foregrounds of different categories
and various styles of images. Please see the supplementary material for more qualitative results.

4 Experiment

4.1 Implementation Details

Our model is implemented in PyTorch [54] using 8 x A100 at 512 x 512 resolutions. The main
model and fixer model are trained separately. The main model is trained end-to-end with the batch
size of 512. The learning rate is set to 5e-5. We leverage StableDiffusion-v1.5 [1]] as the base
generative model and CLIP-H [53] as the encoder for position-guided light adapter. Following [26]],
we takes RMBG-1.4 as the segmentation model for extracting the region of subject. The spectral
foreground fixer is finetuned on the VAE model of StableDiffusion-v1.5. The cutoff frequency of
spectral filter is set to 5 in default. The number of light query is set to 4 for each direction. The
evaluation benchmark contains 600 high-quality image pairs rendered by Arnold Renderer from real
objects. For image-based relighting, we take the popular metrics of standard Peak Signal-to-Noise
Ratio (PSNR), Structural Similarity (SSIM), Learned Perceptual Image Patch Similarity (LPIPS) [56],
and image similarity score calculated by CLIP [55] (CLIP-IS) to verify the effectiveness of our
method. For text-based relighting, we utilize image-text matching CLIP score, aesthetic score [51]],
and Image Reward (IR) [57] score to assess the plausibility of the generated results. IR score is
calculated by text-to-image human preference evaluation models trained on large-scale datasets of
human preference choices. Aesthetic score is a linear model trained on image quality rating pairs of
real images. Please refer to the supplementary material for more details and illustrations.

4.2 Main Results

Qualitative Comparison: In Figure [5]and Figure [6] we present relighting results of our method
and the comparison with existing methods. Our DreamLight achieves excellent performance of both
image-based and text-based relighting in a single model. More relighting results can be found in
the supplementary materials. From (a) and (b) in Figure [5| we can see that our method not only
harmonizes the lighting of the foreground and background, but also more effectively models the
interaction between light sources and objects within images. In addition to human and natural
backgrounds, we illustrate the generalization ability of our model for foregrounds of different
categories and other stylistic images in (c). In Figure[§] we compare our method with IC-Light [26]
and existing state-of-the-art prompt-guided inpainting methods since existing studies have paid
limited attention to relighting based on given prompts. Although inpainting-based methods are
capable of generating backgrounds that are in accordance with text prompts, they exhibit a propensity
towards maintaining the color and lighting of the foreground unchanged, leading to an incongruity
with the background. IC-Light, in contrast, grapples with issues of excessive color variations in
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Figure 6: Results of text-based relighting. PowerPaint and BrushNet are powerful inpainting
methods that can perform prompt-guided inpainting. To better illustrate, we demarcate the foreground,
outpainting methods, and relighting methods with dashed lines.

Method PSNRT SSIMT LPIPS | CLIP-IST  Method CLIP Scoref Aesthetic Scoref IR ScoreT
INR [21] 16.79 0.694 0231 0.872 PP-VI [43] 0.6035 5.58 1.87
PCT [20] 18.45 0.714 0.206 0.895 PP-V2 [43]] 0.627 597 2.50
H 20.66 0.762 0.177  0.896 BrushNet 0.613 5.73 1.96
IC-Light [26]| 20.27 0.771 0.181  0.889 IC-Light [26] 0.629 6.04 2.25
Ours 22.15 0.783 0.158  0.908 Ours 0.644 6.32 347

Table 1: Quantitative results comparison Table 2: Quantitative results about text-based
about image-based relighting. relighting. PP denotes PowerPoint.

the generated images as well as distortions of the foreground. Our approach can produce relighting
results with more natural light. Additionally, the bottom row illustrates the capacity of our method to
maintain consistency for the subject. We can observe that all other methods generate results with
significant facial distortion, whereas ours ensures excellent subject consistency.

Quantitative Comparison: Table|[I]and Table 2] display the evaluation metrics of different methods
about image-based and text-based relighting, respectively. Table T]indicates that our approach can
yield more consistent and harmonious outcomes when provided with a target background image.
Results in Table 2] show that our DreamLight exhibits advantages in terms of vision-text compatibility,
aesthetic appeal, and rationality. Results of user study are reported in the supplementary materials.

4.3 Case Study

Position-Guided Light Adapter: In Figure[7]we Jethod — TPSNK IMT LPIP LIPI

conduct visualization comparison of the ablations “w/o adapter | 18.58 0.732 0.221 _ 0.865
about the PGLA. As depicted in Figure[7] the model Va/nilll'fll IPA. g(l)gil% 8;3% 8 }gézl 83(9);
1 1 1 w/0 Fllter . . . .
;truggles to learn the light interaction betwqen Fhe PGLA (Ours)| 2215 0783 0158  0.908
oreground and background without any prior im-

position (W/o adapter). When applying vanilla IP- Table 3: Results of different light adapter de-
Adapter [46]), which performs arbitrary interaction signs. “IP.A." means IP-Adapter [46]]. Filter
between subject and background, information from is the spectra] filter used to enhance the low-
diverse directions in the background interferes with  frequency component of background.

each other, thereby affecting the final relighting

performance. Through the utilization of direction-biased masked attention, the model selectively
transmits background lighting information, enabling the foreground to acquire lighting that is harmo-
nious with the background (the last two columns). The design of low-frequency enhancement further
discards irrelevant information exist in the background textures, thus contributing to robust training
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Figure 7: Visualization comparisons with different light adapter design strategies.

Input Subject ControlNet

Figure 8: Visualization comparisons with different foreground fixer strategies. For the ease of
observation, we accentuate the changes in the facial region on the right side of each relighting result.
The green box above showcases the magnified facial region of the relighted results. The red box
below presents the magnified facial region of the input foreground image. Best viewed zoom-in.

of the model and promoting generation of more natural and consistent results. Quantitative results in
Table [3]also demonstrate the rationality of our designs.

Spectral Foreground Fixer: Figure[§|shows the qual- Ffehod | N
itative analysis about the proposed SFF. The introduc- W7o fixer | 19.31 0.652 0.846 5.31
tion of ControlNet [58]] to provide subject information ~ ControlNet| 19.69 0.674  0.868 5.46
fails to alleviate the issue of foreground distortion, as SFF (Ours)| 25.53 0.831  0.946  6.84
distortions often occur on small areas and such design
struggles to avoid the problem of encoding information
loss. Our SFF achieves robust foreground preservation
effects, as also substantiated by the quantitative results in Table[] As mentioned above, SFF primarily
works on critical small regions. While the refinement of these regions is important for visual quality,
it has limited impact on global metrics. Thus, to better test the refinement effect, in Table [ we crop
small face regions for metric calculation.

Handle Both Conditions: We observe

that thanks to the unified learning of

text and image conditions in a single  Text prompt:
model, our DreamLight can generate at night
results with the guidance of both con- S
ditions. As shown in Figure [0 our Foreground Background Output
method can maintain the structure and
elements of the given background while
making additional adjustments based on
text prompts. Note that this ability is
emergent and our model does not undergo training for such situation.

Table 4: Different foreground fix strategies.

Figure 9: Visualization results of our DreamLight condi-
tioned on both text prompt and background image.

5 Conclusion

In this paper, we present DreamLight that can perform both image-based and text-based relighting in
a single model. In addition to extending application scenarios, our model emerges with the ability to
handle both conditions simultaneously. By performing tendentious interaction between foreground
and background in Position-Guided Light Adapter (PGLA), our model can achieve a natural and
harmonious relighting effect. In addition, the Spectral Foreground Fixer (SFF) greatly enhance
the consistency of the subject by adaptively leveraging information of different frequency bands.
To train the model, we also develop a high-quality data generation pipeline. Experiment results
have demonstrated that our DreamLight achieves excellent relighting performance and superior
generalization ability for natural images. We hope this work could inspire more related researches
and potential practical applications.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We clearly provide our motivation and contribution in these parts and the
claims accurately reflect them.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the potential limitations in the supplementary materials.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: We aim to address a practical and applicable task named unified image
relighting rather than proposing theoretical results.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have provided our implementation details in the main paper and supple-
mentary materials. We will open source our code and models.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: Codes and models need to be reviewed by our organization before they are
made available. We will make them public as soon as possible.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We have claimed the corresponding information in the main paper and supple-
mentary materials.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We have demonstrated the generation results of different seeds in the supple-
mentary materials.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We have claimed the compute resources.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: We have followed the NeurIPS code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We have discussed the potential broader impacts in the supplementary materi-
als.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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11.

12.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Our work is under the CC-BY 4.0 license.
Guidelines:
e The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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13.

14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We do not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our work does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our work does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: We only use LLMs to benefit writing.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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