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Abstract001

VLM-based mobile agents are increasingly002
popular due to their capabilities to interact with003
smartphone GUIs and XML-structured texts004
and complete daily tasks. However, existing on-005
line benchmarks struggle with result replication006
due to dynamic environmental changes, while007
offline benchmarks, with their single-trajectory008
annotations, force the agents to follow the pref-009
erences of the annotator, limiting their reflec-010
tions to complete tasks through multiple paths.011
Additionally, both types of benchmarks fail to012
assess whether agents can handle noise or en-013
gage in proactive interactions due to a lack of014
noise and overly full instructions. To address015
these limitations, we construct a more realistic016
and comprehensive multimodal offline bench-017
mark named Mobile-Bench-v2, which includes018
a common task split with multi-path evalu-019
ations, a Noisy-APP split with pop-ups and020
ads, a contaminated split AITZ-Noise based on021
AITZ, and an ambiguous instruction split with022
preset Q&A interactions. We evaluate agent023
frameworks with VLMs on the common split024
using both single- and multi-path evaluation025
and assess the supervised fine-tuning agent on026
AITZ-Noise. Moreover, we explore whether027
incorporating noise into the original training028
data can overcome in-domain ad contamina-029
tion. Data will be released in the future.030

1 Introduction031

LLM–based mobile agents (Wang et al., 2023;032

Ding, 2024) are increasingly popular due to their033

capability to interact directly with mobile Graphic034

User Interfaces (GUIs) and their potential to man-035

age daily tasks autonomously. Unfortunately, LLM-036

based agents cannot fully comprehend the mobile037

GUI structure and widget functionality, relying038

solely on text such as Visual-Hierarchical, XML,039

HTML, or Accessible-Visited Trees. VLM-based040

agents (Ma et al., 2024; Zhang et al., 2024a) can041

provide a more comprehensive understanding of042

GUIs through visual perception and text assistance. 043

This has led to recent work replacing foundational 044

models with VLMs, resulting in some benchmarks 045

for end-to-end mobile tasks based on GUI pages. 046

Existing VLM-based Agent benchmarks can be 047

broadly categorized as online and offline: (1) On- 048

line evaluation involves the agent executing oper- 049

ations on a real device based on the user’s high- 050

level instructions until the task is completed. These 051

benchmarks directly determine the success rate by 052

checking the widget values in the final GUI. (2) 053

Offline evaluation uses static datasets where the 054

golden path is pre-executed on the device, with 055

actions and screenshots saved offline. The agent 056

generates the current action based on each step’s 057

screenshot and historical actions. Online bench- 058

marks (Murthy et al., 2024; Deng et al., 2024a; 059

Wang et al., 2024c) allow agents to complete tasks 060

through various paths; however, due to the insta- 061

bility of the device environment, such as OS up- 062

dates, APP updates, and user preference records, 063

the evaluation results are fluctuating and unstable. 064

Although offline benchmarks (Chai et al., 2024; 065

Cheng et al., 2024; Rawles et al., 2024) are more 066

convenient, static GUIs will gradually become ob- 067

solete. Considering the diversity of agent task so- 068

lutions, the agent’s good performance may only 069

represent a good fit to the preferences encoded in 070

the current benchmark annotations but does not 071

necessarily indicate robustness or the ability to 072

handle multi-path solutions. Benchmarks such as 073

MobileAgentBench (Wang et al., 2024c) and Au- 074

toDroid (Wen et al., 2024) are constructed on real 075

devices and evaluated within Google apps using the 076

Android Accessibility Service; these apps feature 077

clean pages without task-irrelevant ads, buttons, 078

and pop-ups. At the same time, users may not be 079

able to provide such precise and full instructions 080

all at once (Wang et al., 2024f). Overall, existing 081

benchmarks have several limitations, including a 082

lack of multi-path evaluation, overly clean testing 083
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Table 1: Comparison of Mobile-Bench-v2 to other benchmarks. Scale: # is the number of unique instructions
on general third-party apps, average steps per instruction, and screenshots. * indicates step metrics are mis-
annotated, and the tasks are not normal mobile GUI tasks.

Benchmarks # Unique
General Inst.

# Avg
Steps

# Screen-
shots

Task
Category

Task
Path

Realistic
Environment

Ambiguous
Noise

PIXELHELP 187 4.2 ∼800 Navi.&QA Single ✗ ✗
MOTIF 480 4.5 ∼21K Navi. Single ✗ ✗
AITW 1,539 6.5 ∼510K Navi. Single ✗ ✗
AITZ 506 7.5 ∼18K Navi. Single ✗ ✗
AMEX 341 12.8 ∼104K Navi. Single ✗ ✗
SCREENSPOT ∼1,200 1 ∼600 Grounding Dot ✗ ✗
MOBILEAIBENCH * * * QA Dot ✗ *
MOBILEAGENTBENCH 100 20 ∼2k Navi. Multiple ✓ ✗
GUI ODEYSSEY 7,735 15.4 * Navi. Single ✗ ✗
MOBILE-BENCH 832 * 14,144 Navi. Multiple ✓ ✗

Mobile-Bench-v2 12,856 7.28 ∼48k Navi.&QA Both ✗ ✓

environments, and overly explicit instructions.084

To address the above limtations, we extend085

Mobile-Bench (Deng et al., 2024a) to form a new086

benchmark named Mobile-Bench-v2. Specifically,087

we make the following improvements: (1) Offline088

Multi-path Tasks: In contrast to the Mobile-Bench089

LLM online testing platform, we construct multi-090

modal offline data. To combine the advantages of091

both online and offline environments, we propose092

a multi-path testing approach. Based on the ran-093

dom walk graph-structured corpus of Mobile3M094

(Wu et al., 2024a), we use the GIAS (Generat-095

ing Instructions From GUI Action Sequences) to096

construct 12k instructions. We verify the quality097

and stability of the generated instructions by per-098

forming multi-path sampling and human evaluation.099

Then, multiple closed-source frameworks and open-100

source agents are tested on this benchmark using101

both single-path and multi-path modes. (2) Sim-102

ulating realistic noisy environment: We collect103

an additional sub-dataset named Mobile-Bench-104

Noisy with substantial ads and pop-ups to simulate105

a noisy environment and contaminate AITZ and106

AITW by inserting ads into original trajectories107

to build AITZ-Noise. (3) Cross-lingual Evalua-108

tion: Existing datasets and benchmarks set tasks109

in Google apps and English environments. How-110

ever, these apps tend to be cleaner than their Chi-111

nese counterparts. We use native English ads from112

AITZ as in-domain noise, while ads collected from113

Chinese apps serve as out-domain ones. We also114

explore whether introducing English ads into the115

training data can enhance the agent’s ability to han-116

dle in-domain noise contamination. (4) Active In-117

teractive Evaluation: We construct a sub-dataset118

named Mobile-Bench-ambiguous, which allows119

agents to ask when necessary during task execution. 120

Full and ambiguous instructions are built in the first 121

round, and the questions raised by the agents dur- 122

ing the warm-up process are assigned to each step, 123

along with manually annotated answers in the sec- 124

ond round. 125

Overall, our work makes three main contribu- 126

tions: 127

• We construct evaluation data based on Mo- 128

bile3M’s graph structure corpus and propose the 129

GIAS for annotating instructions. 130

• We manually construct ambiguous instruction 131

tasks and noise tasks, select apps with frequent 132

ads as noise benchmarks and contaminate existing 133

clean data by inserting ads. 134

• To the best of our knowledge, we are the first 135

to create a comprehensive multimodal GUI evalua- 136

tion benchmark for mobile GUI agents while also 137

building multipath and noise evaluation. 138

2 Related work 139

2.1 Mobile Agents 140

Large language models (Achiam et al., 2023) 141

emerge as autonomous agents (Li et al.; Wen et al., 142

2023) in the mobile domain and garner consid- 143

erable attention. With the rapid development of 144

vision-language models (VLMs), multimodal re- 145

searchers build mobile GUI agents (Yang et al., 146

2023; Zheng et al., 2024) and multi-agent frame- 147

works (Ding, 2024; Li et al., 2024; Wang et al., 148

2024b) based on closed-source VLMs. Meanwhile, 149

some researchers focus on training agents with 150

stronger element grounding (Cheng et al., 2024; 151

Hong et al., 2024; Wu et al., 2024b), page naviga- 152

tion (Niu et al., 2024; Lu et al., 2024; Gou et al., 153
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Page Description

Action Intent
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Figure 1: The Mobile-Bench-v2 includes three types of tasks: Common-split, Noisy-split, and Ambiguous-split,
and demonstrates the process of instruction generation and manual annotation for each task. In Noisy-split, the
GUIs with red shading represent noise.

2024), GUI understanding (Chai et al., 2024; You154

et al., 2024; Baechler et al., 2024) and task planning155

capabilities (Zhang et al., 2024c; Nong et al., 2024;156

Xu et al., 2024) based on open-source VLMs. In157

addition, Bai et al. (2024) and Wang et al. (2024e)158

use joint online and offline reinforcement learning159

to enhance the generalization of mobile agents.160

2.2 Mobile Agent Benchmarks161

As shown in Table 1, AndroidEnv (Toyama et al.,162

2021) and MobilEnv (Zhang et al., 2023) are163

the first to create LLM agent evaluation environ-164

ments based on reinforcement learning. Mobile-165

Bench (Deng et al., 2024a) and AppBench (Wang166

et al., 2024a) introduce online benchmarks com-167

bining API and GUI, while MobileAgentBench168

(Wang et al., 2024c) establishes the first fully auto-169

mated multimodal benchmark for VLM-based GUI170

agents. More offline benchmarks (Li et al., 2020a;171

Burns et al., 2021; Murthy et al., 2024) are released,172

which are primarily categorized into GUI under-173

standing and task-oriented. (1) For task-oriented174

benchmarks, AITW (Rawles et al., 2024) and AITZ175

(Zhang et al., 2024b) create large-scale benchmarks176

based on Google apps, while AMEX (Chai et al., 177

2024) supplements these benchmarks by adding 178

data for GUI understanding with similar app types. 179

ScreenSpot (Cheng et al., 2024), Mobile3M (Wu 180

et al., 2024a), and GUIOdyssey (Lu et al., 2024) 181

focus on more granular element grounding and task 182

planning. (2) Rico (Deka et al., 2017) is the first 183

non-annotated GUI corpus, followed by ScreenQA 184

(Hsiao et al., 2022), Widget Caption (Li et al., 185

2020b), and Screen2words (Wang et al., 2021), 186

which is for Q&A, widget understanding, and page 187

summarization. Subsequently, Mind2web (Deng 188

et al., 2024b) incorporates additional GUI data of 189

varying sizes, and Meta-GUI (Sun et al., 2022) pro- 190

vides tasks for multi-round dialogues. 191

3 Mobile-Bench-v2 192

3.1 Mobile Task Formulation 193

For the GUI agent, there are four essential capa- 194

bilities: (i) Planning to determine the action step 195

sequences. (ii) Action Thought to produce an ac- 196

tion description at each step (e.g., “open the flight 197

detail page”), (iii) Element Grounding to identify 198

a widget (e.g., “[Click](x1,y1)”) on the GUI, (iiii) 199
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Action Reflection to evaluate whether the action200

result is correct. Given a mobile screenshot S (e.g.,201

a ctrip screenshot on Android) and a task T (e.g.,202

“Book a fight ticket from Chengdu to Beijing Sep.15203

for me.”), a GUI agent should generate a sequence204

of executable actions. Specifically, at time step t,205

the agent should select an action at from the action206

space A, which includes three types of actions: (1)207

Click. (2) Scroll. (3) Input.208

ât =


[x1, y1, x2, y2], ât ∈ Click

D ∈ {↑, ↓,←,→} , ât ∈ Scroll

text, ât ∈ Type

(1)209

Based on the current environment observation St,210

the action history H1:t−1={â1, â2, ..., ât−1}, and211

the last step refection ft−1, the GUI agent will212

generate plan Pt:213

Pt =
{
â
(1)
t · · · â

(n)
t | (â1, · · · , ŝt−1), ft−1,St

}
(2)214

where Pt represents the planning of the next n215

actions starting from the current step. The envi-216

ronment observation St comprises an HTML docu-217

ment textt and a mobile screenshot imaget. If the218

current step is the first step of the entire task, the219

overall plan PT can be expressed as:220

PT =
{
A1:n | Ca, arg max

{Tij
}k

k∑
j=1

SIM(Ti, Tij )
}

(3)221

where Ca is the corpus of each APP, which222

is collected by the GUI agent random walk.223 ∑k
j=1 SIM(Ti, Tij ) is the topk recall of the simi-224

larity comparison between the current task Ti and225

backup task Tij .226

3.2 Data Construction227

The breadth-first search and random walk algo-228

rithms of Mobile3M are described in Appendix A229

and data distribution is shown in Figure 4.230

Generating common instructions from action se-231

quences. When we construct the Mobile3M graph232

corpus, the key challenge is how to annotate instruc-233

tions for each trajectory that closely aligns with the234

intended actions. Building on Murty et al. (2024)’s235

fine-tuning of web agents to eliminate redundant236

actions from action sequences, two key points for237

pairing trajectories and instructions are the intent238

understanding and the content changes between239

different GUIs: (i) Using intents behind actions240

instead of themselves is more model-friendly to241

VLMs because coordinate-based actions without242

GUI pages cannot accurately reproduce the action243

Algorithm 1 GIAS Algorithm

Require: Start Page, P0; End Page, Pt; Trajectory σ; Page
Description des; GUI Pages, s; Action, a; Action Intent,
T ; Page Changes, C; Instruction, I; Task, T

Ensure: Prompt, P ; Few Shot Cases, FS ; Verified Flag, Q;
1: Select σi = {si1 , si2 , . . . , sit−1} from P0 to Pt

2: for each sij ∈ σi do
3: for j = 0 to t do
4: des(sij)← Qwen(sij , Pt)
5: Tij:j+1 ← des(sij), des(si(j+1)), a(sij →

si(j+1))
6: Cij:j+1 ← des(sij), des(si(j+1))
7: Iij ← {Ci0, Ci1, . . . , Cit}, {Ti0, Ti1, . . . , Tit}
8: end for
9: end for

10: for each path σi do
11: Ii ←Merge {Ii1, Ii2, . . . , Iik}
12: end for
13: for each Ii do
14: Ii ← Simp(Ii, FS , Psim)
15: end for
16: T , Q ← V eri {I1, I2, . . . , Ii, P, FS} for all Trajecto-

ries σi, ensuring no redundant steps
17: return T

scenes. Buttons with the same appearance but no 244

textview may have entirely different meanings on 245

the same GUI. In Figure 6, the same ‘plus’ but- 246

ton represents adding ‘Hazelnut Latte’ and ‘Cookie 247

Mocha’ respectively. Simply recording the action 248

itself may lead to semantic confusion in action his- 249

tory. (ii) Providing content change descriptions to 250

VLMs can reduce hallucinations when handling 251

the sequential relationships between consecutive 252

GUIs. Due to input length limitations, VLMs can 253

typically process no more than eight 1K-resolution 254

images in a single sequence, while Llama3.2-90B 255

can only process a single image at a time. 256

To address the limitations above, we propose an 257

automated instruction annotation method named 258

GIAS (Generating Instructions From Mobile UI 259

Action Sequences), which is shown in Figure 1. 260

The whole process is as follows: (1) multi-path 261

sampling based on fixed start and end pages; (2) 262

GUI page content annotation; (3) action intent 263

inference; (4) GUI Change Summary; (5) sub- 264

instruction generation; (6) merging and simplifica- 265

tion. The entire process is explained in detail in Al- 266

gorithm 1. Specifically, we choose paths that start 267

from nodes with the same name in Mobile3M and 268

end at homogeneous nodes with different names 269

(Homogeneous nodes refer to pages whose similar- 270

ity or the number of identical UI elements exceeds 271

the threshold (Lu et al., 2006)). Considering its 272

diversity, we select trajectories that include at least 273

two different types of actions and minimize the ra- 274

tio of homogeneous pages. We deploy Qwen2-VL- 275
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Figure 2: The task distribution chart is sorted by the number of simple tasks in descending order. The average
steps for both simple and complex tasks in each app remain relatively balanced.

72B (Wang et al., 2024d) for page content, GPT-4276

for change annotation, and then use GPT-4o for277

sub-task instruction generation, merging, and sim-278

plification. More details on GIAS can be seen in279

Appendix B.280

Noisy app and ambiguous instruction data.281

Mobile-Bench-Noisy is primarily derived from282

manual annotation and contamination in existing283

data: (1) For manual annotation, we select apps284

from third-party markets; these apps contain un-285

avoidable ads and pop-ups. When performing ac-286

tions on these apps, we do not handle the following287

scenarios in advance: login, update, permission288

settings, ad pop-ups, and VIP subscriptions. In289

some instructions, to test the agent’s response in290

unexpected situations, we deliberately click on ad291

pages incorrectly to see if it can recover from diver-292

gent paths. All noisy GUIs are additionally marked,293

and XML is dumped, which makes this benchmark294

adaptable for non-purely visual agents as well. (2)295

For data contamination, we randomly insert at least296

one ad into AITZ and AITW trajectory. For Mobile-

Figure 3: The task distribution fan figure for five repre-
sentative APPs: on the left, the distribution of simple
tasks and their respective step counts; on the right, the
distribution of complex tasks and their respective step
counts.

297
Bench-Ambiguous, we first construct the full in-298

structions annotate action trajectories, and remove299

key information from these instructions to simulate 300

ambiguous instructions. Multiple sets of interac- 301

tive Q&A are annotated at each step. For example, 302

the full instruction is: ‘I want a 16GB + 512GB 303

MacBook Pro M4 in the Midnight version.’ The 304

ambiguous instruction is: ‘I want to buy a Mac- 305

Book.’ In fact, it is only when the agent enters the 306

selection page that he will know that the Apple M4 307

no longer offers the Midnight version. More details 308

can be seen in appendix C.2. 309

3.3 Data Statistics 310

The apps and categories in the Mobile-Bench-v2 311

remain consistent with Mobile3M, comprising 15 312

categories and 49 apps, with each category contain- 313

ing at least three similar apps. It includes 12,854 314

test cases, which we divide into two categories 315

based on action steps: simple tasks (4-6 steps) and 316

complex tasks (7-11 steps). As shown in Figure 3, 317

there are 9,620 simple tasks with an average of 4.62 318

steps and 3,234 complex tasks with an average of 319

7.21 steps. All instructions are generated using the 320

GIAS algorithm along with state-of-the-art open 321

and closed-source VLMs. Figure 2 shows the task 322

distribution. We strive for balance, but some apps, 323

like SeekBooks (a book-finding tool), experience 324

imbalances. These occur because GIAS finds it 325

hard to understand user intent, especially given the 326

limited number of exploration steps in shopping 327

apps. To analyze this phenomenon, we additionally 328

compare the task proportions of five representative 329

applications in Figure 3. As an observation, shop- 330

ping apps (DuApp&Zhuishushenqi) have a higher 331

proportion of complex tasks compared to simple 332

tasks. In contrast, since Baicizhan features a clean 333

page and straightforward functionality (vocabulary 334

learning), constructing task instructions from ran- 335

dom walk data becomes easier when the explo- 336

ration depth is shallow. The noise and ambiguous 337
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instruction test split each contains 100 instances,338

with each task in the ambiguous split including at339

least 5 additional manually constructed Q&A. The340

average trajectory lengths are 12.74 for the noise341

tasks and 7.53 for the ambiguous instruction tasks.342

Furthermore, we randomly insert one of 150+ ads343

at a step within one of the 2504 trajectories in AITZ344

and AITW, ensuring that it overlays the original345

target button while shifting a step.346

3.4 Data Quality Verification347

The common split is based on Mobile3M’s filter-348

ing and annotation, while the noisy and ambiguous349

instructions are entirely manually annotated. Due350

to the random walk involved in the former, the351

instruction trajectories may include redundant ac-352

tions, whereas the latter requires checking whether353

the noise is handled correctly and the quality of the354

Q&A. Therefore, we designed a data quality verifi-355

cation experiment shown in Table 2, extracting 100356

data from the subsets to validate the quality of the357

instructions and annotated trajectories. Win Rate358

represents the proportion of instructions generated359

by GIAS that are equal to or exceed the quality360

of those manually validated and annotated. SE is361

almost equal to 1, indicating that there are almost362

no redundant steps in the annotation.

Metric Simple Complex Noisy Ambiguous
Annotation Step 4.62 7.21 12.74 7.53
Evaluation Step 4.57 7.07 12.36 7.12
Win Rate↑ 86.0 72.5 100 86.0
SE↓ 1.01 1.02 1.03 1.05

Table 2: Quality Verification experiment results. Crowd-
sourced annotations with quality verification performed
by agent professionals.363

4 Experiments364

4.1 Experimental Setup365

For Mobile-Bench-v2 common, noisy, and ambigu-366

ous splits, we experiment the agent frameworks367

such as AppAgent and MobileAgent-v2 with dif-368

ferent fundamental VLMs: Qwen2-VL-72B (Wang369

et al., 2024d), Llama3.2-90B (Dubey et al., 2024),370

Qwen-VL-Max, GPT-4o (Achiam et al., 2023) and371

GPT-4v. We use OS-Atlas and Qwen2-VL-7B to372

evaluate AITZ-Noise and construct CoaT format373

data on AITZ trajectories to fine-tune them. To re-374

duce close-source model costs, only zero-shot eval-375

uations are done on a subset split of Random-800376

(600 simple and 200 complex), which has a similar377

sub-split distribution with the full split. Simple and378

complex splits set the maximum number of steps 379

to 20 and 25. For ambiguous data, we set up an ab- 380

lation study (1): Ambiguous Instruction: providing 381

the agent with ambiguous instructions and step-by- 382

step Q&A; (2) Full Instruction: providing the agent 383

with a single comprehensive instruction covering 384

all details upfront. We use LlamaFactory for fine- 385

tuning and building the CoaT data as multi-turn 386

dialogues. For multi-path, two GUIs are provided 387

only during back actions, while other actions are 388

restricted to the current GUI. Unlike Appagent, we 389

annotate the widget types using a specific letter 390

with a number (Figure 8). 391

4.2 Metrics 392

We establish all four metrics based on the method- 393

ologies proposed in Wang et al. (2024c) and Zhang 394

and Zhang (2023), 395

Success Rate (SR): Nsuccess/Mtasks, where 396

Nsuccess is the number of completed tasks, judged 397

by whether the agent reaches the final pages in 398

multi-path evaluation or does completely correct 399

actions in single-path evaluation. 400

Step Efficiency (SE): Sactual/Smin, where Sactual 401

is the number of actual steps to complete a task, and 402

Smin is the task’s minimal annotated steps. This 403

metric expresses if the agent performs unnecessary 404

or redundant actions in multi-path evaluation. 405

Step Accuracy (Step.Acc): Stp/Sgt, where Stp 406

is the number of predicted actions that match the 407

golden actions, and Sgt is the number of golden 408

actions. For click and scroll actions, the predicted 409

action needs to be in the same area as the golden 410

action, with the scroll action additionally requiring 411

the same direction as the golden action. For input 412

actions, the predicted text must achieve an F1 score 413

of at least 0.5 compared to the golden action. 414

TYPE: Sttp/Sgt, where Sttp is the number of pre- 415

dicted actions that match the type of golden actions. 416

For whole three actions, we use TYPE to check 417

whether the action types are correct. 418

4.3 Main Result 419

Common data results. As shown in Table 3, 420

the Qwen series models showcase superior per- 421

formance in commom tasks, while Llama performs 422

relatively poorly. Under AppAgent-v1, the best- 423

performing Qwen2-VL-72B achieves 21.1% SR 424

in the single-path evaluation of simple task and in 425

the fewest SE(5.2) achieving highest 20.6% SR in 426

the multi-path evaluation of the simple task. GPT- 427

4o outperforms Qwen2-VL-72B in SR(25.6% > 428
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Models Cate. Common-Simple Common-Complex Noisy Data Ambiguous Data
Type/SE Step. Acc SR Type/SE Step. Acc SR Type/SE Step. Acc SR Type/SE Step. Acc SR

AppAgent-v1 with Single-Agent Framework

Qwen2-VL-72B
Single 95.2 60.3 21.1 93.5 53.8 5.0 78.0 24.4 0.0 91.2 43.5 1.0
Multi 5.2 62.8 20.6 4.4 58.9 4.0 - - - - - -

Qwen-VL-Max
Single 94.7 58.6 20.5 91.2 54.7 7.5 77.1 24.3 0.0 90.3 48.5 0.0
Multi 5.9 67.6 12.6 4.3 63.1 6.6 - - - - - -

Llama3.2-VL-90B
Single 86.4 22.4 2.6 87.0 24.3 1.0 69.7 11.2 0.0 85.4 15.5 0.0
Multi - - - - - - - - - - - -

GPT-4v
Single 91.2 24.0 6.0 90.8 25.2 0.0 72.7 17.4 0.0 88.6 20.5 0.0
Multi 6.1 29.7 3.0 4.5 29.4 0.0 - - - - - -

GPT-4o
Single 80.4 57.6 18.5 69.2 40.6 1.5 52.3 18.2 0.0 64.7 33.9 0.0
Multi 5.3 61.8 19.8 4.4 61.7 6.5 - - - - - -

MobileAgent-v2 with Multi-Agents Framework

Qwen2-VL-72B
Single 91.5 50.5 13.0 91.6 49.0 4.5 75.8 20.7 0.0 86.2 40.8 1.0
Multi 5.4 54.9 15.1 4.4 58.6 4.0 - - - - - -

Qwen-VL-Max
Single 74.2 17.0 3.0 68.8 12.3 2.0 66.5 4.2 0.0 66.6 7.0 0.0
Multi 5.4 29.6 4.5 4.3 24.8 3.0 - - - - - -

Llama3.2-VL-90B
Single 62.4 16.6 1.0 67.0 17.5 0.0 63.7 9.7 0.0 64.3 8.3 0.0
Multi - - - - - - - - - - - -

GPT-4v
Single 90.8 22.9 3.8 90.6 28.3 0.5 62.5 12.6 0.0 91.0 15.6 0.0
Multi 6.0 17.8 5.4 4.5 11.8 0.0 - - - - - -

GPT-4o
Single 91.9 53.5 13.5 92.3 50.5 7.0 77.1 25.5 0.0 91.6 39.7 2.0
Multi 4.9 57.6 25.6 4.2 56.3 7.5 - - - - - -

Table 3: Results on MobileBench-v2 Common, Noisy and Ambiguous splits. Type is used in the single-path
evaluation, while SE is used in the multi-path evaluation. The ‘-’ indicates that the model does not support
Reflection in the multi-path setting due to single-image support or window length limitations.

Agent Benchmark General Google App Install Web Shopping Total
Step. Acc Noisy Step. Acc Noisy Step. Acc Noisy Step. Acc Noisy Step. Acc Noisy

Qwen2-VL Normal 38.5 - 44.8 - 60.0 - 45.1 - 46.9
Noise 37.3 15.4 42.2 17.2 54.7 20.5 42.1 17.1 43.9 17.4

OS-Atlas Normal 41.9 - 46.4 - 60.5 - 46.3 - 48.6
Noise 38.8 21.8 41.7 19.7 56.4 23.5 43.8 23.6 45.1 21.7

Table 4: Results on AITZ-Noise. Qwen2-VL and OS-Atlas are evaluated on AITZ and AITZ-Noise.

15.1%) on multi-path evaluation of the simple task,429

with fewer SE(4.9 < 5.4) under MobileAgent-v2430

framework. Counterintuitively, GPT-4o achieved431

a higher Step.Acc and SR compared to GPT-4v432

and Llama3.2-VL-90B, but lower TYPE. This433

is because GPT-4o exhibits weaker instruction-434

following capabilities when page information and435

few-shot guidance are lacking. AppAgent-v1436

outperforms in single-path evaluations, whereas437

MobileAgent-v2 excels in multi-path scenarios.438

This discrepancy can be attributed to the fact that,439

compared to the predefined correct action history440

in single-path testing, agents are more likely to get441

lost in the divergent paths of multi-paths. However,442

MobileAgent-v2’s reflection and summarization443

mechanism effectively mitigates this issue.444

Noisy data results. For noisy data, results in the445

third block of Table 3 demonstrate that none of446

the models are able to complete a task. Even447

superior models achieve very low Steps. Acc448

and TYPE on tasks involving noisy data. For449

instance, GPT-4o merely attains 25.5% Step.Acc450

and 77.1% TYPE under MobileAgent-v2. At the 451

same time, under MobileAgent-v2, Qwen-VL-Max 452

still could not be correctly output according to the 453

prompt in the command format. The compari- 454

son between MobileAgent-v2 and AppAgent-v1 455

reveals that high-performing models, such as GPT- 456

4o and Qwen2-VL-72B, achieve superior results 457

in MobileAgent-v2, while low-performing models, 458

such as GPT-4v and Llama3.2-VL-90B, perform 459

relatively better in AppAgent-v1. 460

4.4 Ambiguous Instruction Ablation Study 461

As shown in the far-right column of Table 3, Qwen- 462

VL-Max exhibits relatively strong results in TYPE 463

(90.3%) and Step.Acc (48.5%) under AppAgent-v1, 464

while Qwen2-VL-72B shows the best performance 465

under MobileAgent-v2 with a SE of 86.2% and 466

Step.Acc of 40.8%. This ablation study demon- 467

strates that step-by-step Q&A can help the agent 468

effectively ignore irrelevant content in task instruc- 469

tions for the current step. The results in Table 470

6 indicate that step-by-step Q&A contributes to 471
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Agent Training Data General Google App Install Web Shopping
Step. Acc Noisy SR Step. Acc Noisy SR Step. Acc Noisy SR Step. Acc Noisy SR

Supervised Fine-tuning Setting(LoRA)

CogAgent AITW(CoaT) 40.4 - 11.5 38.1 - 11.3 45.2 - 17.3 39.1 - 13.4
Qwen2-VL-7B AITZ(CoaT) 36.1 - 8.3 39.1 - 11.2 50.9 - 20.7 41.8 - 15.2
Qwen2-VL-7B AITZ-Noise 39.8 98.0 11.7 42.3 99.0 16.6 60.9 100 30.4 41.5 99.0 13.3
OS-Atlas-7B AITZ-Noise 46.2 99.0 18.7 50.2 99.5 21.3 62.4 100 33.0 44.8 99.0 17.3

Supervised Fine-tuning Setting(Full)

Qwen2-VL-7B AITZ-Noise 43.2 96.0 15.6 46.2 97.5 19.8 64.2 98.5 35.6 50.9 98.0 22.3
OS-Atlas-7B AITZ-Noise 47.2 98.0 19.0 47.1 99.0 22.3 66.7 99.0 38.0 51.8 99.0 23.5

Table 5: Qwen2-VL, Cogagent, and OS-Atlas fine-tuned on AITZ-Noise, AITW, or AITZ and evaluation on
AITZ-Noise. Metric “Noisy” means in-domain noisy step accuracy. More Experiments can be seen in Table 7.

Models Full Instruction Ambiguous Instruction
Type Step. Acc SR Type Step. Acc SR

AppAgent-v1 with Single-Agent Framework

Qwen2-VL-72B 82.9 41.5 1.0 91.2 43.5 1.0
Qwen-VL-Max 81.2 39.3 0.0 90.3 48.5 1.0
Llama3.2-VL-90B 67.9 7.6 0.0 85.4 15.5 0.0
GPT-4v 72.8 15.9 0.0 88.6 20.5 0.0
GPT-4o 59.7 31.9 1.0 64.7 33.9 0.0

MobileAgent-v2 with Multi-Agents Framework

Qwen2-VL-72B 80.3 38.5 1.0 86.2 40.8 1.0
Qwen-VL-Max 57.6 3.3 0.0 66.6 7.0 0.0
Llama3.2-VL-90B 57.8 4.0 0.0 64.3 8.3 0.0
GPT-4v 84.6 13.9 0.0 91.0 15.6 0.0
GPT-4o 87.7 38.4 2.0 91.6 39.7 2.0

Table 6: Ablation study on Mobile-Bench-Ambiguous.

enhanced performance. Notably, under AppAgent-472

v1, the Step.Acc of Qwen-VL-Max and GPT-4v473

using step-by-step Q&A increased by 9.2% and474

4.6% compared to full instruction. Full instructions475

may affect the model’s ability to accurately iden-476

tify tasks on the current page, whereas ambiguous477

instructions with step-by-step Q&A help the model478

better comprehend the page and execute more ap-479

propriate actions.480

5 Discussion481

In-domain noisy AITZ results. As shown in Ta-482

ble 4, the Step.Acc of Qwen2-VL and OS-Atlas483

decreased by an average of 3.0% and 3.5% from484

normal to in-domain noise. Given that the Noisy485

step accuracy is 17.4% and 21.7%, this indicates486

that smaller-scale agents fail to learn the features487

of advertisements during fine-tuning. As a result,488

they exhibit almost no generalization capability on489

transferred noisy data, even when only the back-490

ground screenshot changes. More details can be491

found in Appendix B.2.492

Mobile-Bench-Noisy out-domain data results.493

Unlike AITZ-Noise, the ads in Noisy-App are more494

dynamic and variable which is shown in Figure495

11. Specifically, they exhibit the following three496

features: (1) After the pop-up ad countdown ends, 497

the ad disappears automatically, and the agent’s 498

delayed instructions may cause accidental taps; (2) 499

Some video ads cannot be closed during the early 500

viewing stages; (3) The mis-taps caused by real 501

ad noise may trigger app redirection. Due to these 502

factors, in table 3, the Step.Acc of GPT-4o, GPT-4v, 503

and Qwen-VL-Max decreased by 39.4%, 6.6%, and 504

30.4%, compared with common-complex task. The 505

Step.Acc of models like GPT-4o on out-domain 506

noise is, on average, 51% lower compared to in- 507

domain agents. 508

Solving in-domain noise through fine-tuning. 509

We are more focused on whether increasing the 510

proportion of noisy training data can address the 511

in-domain noisy problem. As shown in Table 5, 512

Qwen2-VL, compared to the original AITZ train- 513

ing data, shows a Step.Acc improvement of 3.7%, 514

3.2%, 10.0%, -0.3% and SR improvement of 3.4%, 515

5.4%, 9.7%, -1.9% on the four sub-tasks. At the 516

same time, full parameter fine-tuning outperforms 517

LoRA in overall results but performs slightly worse 518

than LoRA on noise step processing (an average of 519

1.5% lower). After training, the agent is able to cor- 520

rectly handle the vast majority of noisy steps (with 521

an accuracy greater than 97%), demonstrating the 522

effectiveness of training with noisy data. 523

6 Conclusion 524

In this paper, we propose Mobile-Bench-v2, an ex- 525

tension of the previous version that incorporates 526

additional data modalities, multi-path evaluation, 527

noisy data, and ambiguous instruction data. We 528

also propose a novel instruction-free trajectory an- 529

notation method without human evaluation named 530

GIAS. This benchmark provides a foundation for 531

evaluating and optimizing GUI agents studies fo- 532

cused on planning decisions, noise robustness, and 533

proactive interaction. 534
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Limitations535

Although multi-path validation similar to that on536

online machines was achieved on Mobile-Bench-537

v2, the diverse range of text inputs cannot be ex-538

haustively covered, which differentiates it from539

online machines. Advanced agents such as Au-540

toGLM (Liu et al., 2024) and others deployed by541

smartphone manufacturers could not be tested due542

to permission restrictions.543

Ethics Statement544

We have rigorously refined our dataset to remove545

any elements that could compromise personal pri-546

vacy, thereby guaranteeing the highest level of pro-547

tection for individual data. All data annotations548

were completed by crowdsourced volunteers, to549

whom we paid $0.5 per step as compensation and550

provided the necessary training. The human evalu-551

ation of our work was carried out through a metic-552

ulously randomized selection of IT professionals.553

This process ensured a gender-balanced and educa-554

tionally diverse panel, reflecting a wide spectrum555

of perspectives and expertise.556
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Category APP Unique Nodes All Nodes Action Steps All Nodes(%)

Living anjuke 57,286 190,102 1,334,428 6.13%

Living wuba 38,667 147,009 903,586 4.74%

Living smarthome 12,595 42,961 304,816 1.39%

Travel ctrip 63,449 187,079 1,217,304 6.04%

Travel Qunar 42,462 161,005 1,211,015 5.20%

Shopping vipshop 72,468 168,531 1,036,086 5.44%

Shopping xiaomiShop 21,666 99,770 755,718 3.22%

Shopping duapp 18,925 38,926 223,379 1.26%

Transport didi 12,786 84,865 637,400 2.74%

Transport cainiao 20,593 73,132 480,223 2.36%

Transport gaodeMap 13,674 59,142 319,377 1.91%

Transport BaiduMap 13,552 54,322 280,498 1.75%

Browser UCMobile 40,618 88,220 615,049 2.85%

Browser baiduBrowser 36,016 70,282 401,348 2.27%

Browser QQBrowser 18,500 44,006 218,828 1.42%

Browser tencentnews 23,408 38,241 224,804 1.23%

System taptap 24,759 105,461 624,941 3.40%

System qqpimsecure 8,997 42,691 379,926 1.38%

System ludashi 2,773 32,474 219,804 1.05%

System qqdownloader 10,517 28,502 151,824 0.92%

System calculator 4,265 15,819 97,005 0.51%

System
supercaculato

r
690 1,369 5,444 0.04%

Music ximalaya 34,995 103,395 577,032 3.34%

Music kugou 40,043 94,271 504,368 3.04%

Music QQmusic 5,545 17,539 64,211 0.57%

Category APP Unique Nodes All Nodes Action Steps All Nodes (%)

Reader seekbooks 15,902 70,266 563,882 2.27%

Reader QQReader 22,588 63,458 472,509 2.05%

Reader zhuishushenqi 14,737 63,210 392,903 2.04%

Reader pdfreader 495 1,507 5,211 0.05%

Social xiaohongshu 45,324 85,362 525,519 2.75%

Social zhihu 21,766 57,261 373,756 1.85%

Social QQ 7,051 20,600 141,969 0.66%

Education zuoyebang 19,884 70,661 507,146 2.28%

Education Xiaoyuan 10,727 56,806 393,395 1.83%

Education Youdao 8,756 35,121 206,035 1.13%

Education Baicizhan 4,196 16,383 88,500 0.53%

Office wpsOffice 11,156 73,739 486,661 2.38%

Office Netmail 5,544 32,308 260,682 1.04%

Office tonghuashun 6,410 30,722 163,297 0.99%

Office QQmail 712 1,590 4,597 0.05%

Video bili 46,080 91,891 471,940 2.97%

Video qqlive 12,497 22,601 99,677 0.73%

Video kuaishou 7,126 12,115 59,373 0.39%

Picture androidesk 28,432 59,228 418,773 1.91%

Picture mtxx 19,718 55,324 419,055 1.79%

Health
medicinehelpe

r
15,046 83,832 547,880 2.71%

Health keep 7,730 22,500 117,124 0.73%

Weather pureweather 25,252 79,283 610,695 2.56%

Weather cloudweather 1,956 3,904 19,339 0.13%

15 49 998,334 3,098,786 20,138,332 100%

Figure 4: The data distribution in Mobile3M.

A Mobile3M Dataset800

Mobile3M is a large-scale dataset designed to systematically explore and analyze the functionality of801

mobile applications through UI-based interactions. It provides a comprehensive representation of user802

interface (UI) elements, interactions, and app navigation patterns. Mobile3M is characterized by the803

following key features:804

(1) Scale and Diversity805

Mobile3M includes over 20 million user interactions, covering 3 million screenshots and corresponding806

XML documents. These data are organized into directed graphs for 49 widely-used Chinese apps, where807

nodes represent UI pages, and edges capture user actions.808

(2) Detailed UI Representation809

Each UI page is described by both a screenshot and an XML document. The XML documents pro-810

vide detailed structural information, including UI elements (e.g., buttons, text fields), their hierarchical811

relationships, and layout properties such as bounding boxes.812

(3) Action Space813

The dataset defines three fundamental user actions—click, scroll, and input—to simulate real-world app814

interactions. Each UI page contains an action space derived from its interactable elements, facilitating815

comprehensive modeling of user behaviors.816

(4) Graph-Based Organization817

Mobile3M employs a breadth-first search (BFS) algorithm to explore app functionality, representing the818

exploration results as graphs. This structure enables the identification of app workflows, the relationship819

between UI pages, and the possible transitions triggered by user actions.820

(5) Efficiency and Optimization821

To enhance exploration efficiency, Mobile3M incorporates a “unique page” mechanism that eliminates822

duplicates by comparing UI pages using a combination of element and pixel-based similarity thresholds.823

This reduces the exploration space, prevents redundant actions, and avoids cyclic sequences, ensuring824

more diverse and meaningful data coverage.825

(6) Balanced Action Distribution826

The dataset emphasizes balanced representation of user actions by prioritizing underrepresented interac-827
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tions, such as input. For example, random keywords are introduced for input actions, and scroll actions 828

are executed in multiple directions to capture diverse app behaviors. 829

(7) Task-Oriented Exploration 830

Inspired by APPAgent, the dataset leverages a random walk algorithm to systematically interact with UI 831

elements and record transitions between pages. The exploration process captures action traces, enabling 832

task-driven navigation and detailed understanding of app functionalities. 833

B Data Analysis and Construction 834

B.1 GIAS Prompt 835

Input Format 836

You will be provided with a series of user interaction histories, each consisting of a caption describing 837

the current page and an action performed by the user. 838

Your Task 839

Analyze each action and the corresponding page caption to determine what action was taken on that 840

page. Summarize these actions into a task description, which should be a request. For example: 841

•“I want to see what VIP privileges are available.” 842

•“Help me find pants on sale.” 843

•“Tell me what items are in my shopping cart.” 844

Important Notes: 845

1. The task description and the sequence of actions should have a logical relationship. 846

2. The task description should be phrased as a request, reflecting the goal of the actions taken. 847

3. Actions and captions should be analyzed in sequence to deduce the user’s objective. 848

Output Format 849

“step-by-step description”: “Provide a series of interactions, where each entry corresponds to a 850

screenshot caption of the current phone screen and the action performed on that page.” 851

“concise task”: “Summarize the user’s overall goal based on the step-by-step description.” 852

Example 853

Caption 1: 854

This image shows a screenshot of a shopping application interface. 855

Action 1: 856

Click(Skincare Set) 857

Caption 2: 858

This image shows a screenshot of a shopping application interface. At the top, there is a search bar with 859

the text “Skincare Set.” Additionally, at the bottom of the page, there is a navigation bar with options like 860

“All Products,” “New Arrivals,” “Moisturizing,” “Dry Skin,” “Niacinamide,” and “Hyaluronic Acid.” The 861

current state is “All Products.” 862

Action 2: 863

Click(New Arrivals) 864

Caption 3: 865

This image shows a screenshot of a shopping application interface. At the top, there is a search bar 866

with the text “Skincare Set.” Additionally, there is a navigation bar at the bottom with options like “All 867

Products,” “New Arrivals,” “Moisturizing,” “Dry Skin,” “Niacinamide,” and “Hyaluronic Acid.” The 868

current state is “New Arrivals.” Below are multiple product recommendations. 869

Action 3: 870

Click(Ad) 871
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Caption 4:872

This image shows a product detail page. At the top, there is a pink banner that reads “Buy a set and get873

13 items free,” along with a product photo.874

Output:875

“step-by-step description”:876

1. Click the “Skincare Set” product under the “Beauty” subcategory of “Recommended.”877

2. On the Skincare Set search results page, click the “New Arrivals” tab.878

3. On the product details page, click the “Ad” tab.879

“Concise task”:880

Help me find the latest skincare set that is on promotion.881

New Input and Task882

Now, based on the following input, please generate the “step-by-step description” and “concise task”:883

{trajectory_description}884

B.2 Data Contamination885

The collected advertisements are shown in Figure 7. We embed them into the normal dataset and applied886

background whitening. We ensure that the elements that should have been clicked on the current page887

are no longer visible after the contamination. When splitting the training and test data, the position of888

the embedded advertisements is randomly assigned. However, the types of advertisements in the training889

data are largely consistent with those in the test data, and the same advertisements maintain consistent890

embedding positions.

Agent Training Data General Google App Install Web Shopping Total
Step. Acc Noisy Step. Acc Noisy Step. Acc Noisy Step. Acc Noisy Step. Acc Noisy

Normal Data Supervised Fine-tuning

Qwen2-VL-7B AITZ 37.33 15.38 42.18 17.11 54.68 20.45 42.06 17.14 43.84 17.46
OS-Atlas AITZ 38.81 21.79 41.61 19.73 56.37 23.57 43.71 23.57 45.16 21.62

In-domain Noise Supervised Fine-tuning

Qwen2VL AITZ + Noisy 43.07 77.56 47.63 73.68 60.64 75.76 44.02 75.00 48.20 75.79
OS-Atlas AITZ + Noisy 44.92 82.05 49.64 76.32 63.06 79.55 48.01 78.57 50.99 79.56

Out-domain Noise Supervised Fine-tuning

Qwen2VL AITZ + Noisy 37.18 50.64 45.18 41.89 57.45 53.38 42.32 50.00 44.96 49.90
OS-Atlas AITZ + Noisy 41.75 53.85 45.47 48.65 60.27 60.90 47.28 55.71 48.69 55.47

Table 7: Qwen2-VL and OS-Atlas fine-tuned on AITZ-Noise, AITW, or AITZ and evaluation on AITZ-Noise(Out-
domain). Metric “Noisy” means out-domain noisy step accuracy.

891

C Experiment Details892

C.1 Baseline Model Demonstration893

AppAgent Below is the prompt we used. We did not re-adapt or adjust the prompt for different base894

models to ensure fairness.895

896
1 I will give you the screenshot of a mobile app, the clickable UI element is labeled897
2 with a letter 'c' and the number <ui_element> on the screen. The tag of each element is located at the center of898

the899
3 element. Clicking on this UI element is a necessary part of proceeding with a larger task, which is to <900

task_description>.901
4 In order to realize this larger task, you must first realize the current task <current_task_desc> in current902

screenshot.903
5 Your task is to describe the functionality of the UI element concisely in one or two sentences. Notice that your904
6 description of the UI element should focus on the general function. For example, if the UI element is used to905

navigate906
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Figure 5: Contaminated datasets are constructed by inserting advertisements and whitening the background of the
original GUI screenshots.

Figure 6: The red boxed areas represent identical graphical controls and identical textual controls, which can create
ambiguity in the action history.

7 to the chat window with John, your description should not include the name of the specific person. Just say: 907
8 "Clicking this area will navigate the user to the chat window". Never include the tag of the 908
9 UI element in your description. You can use pronouns such as "the UI element" to refer to the element. 909910

Listing 1: Click Document Template

911
1 I will give you the screenshot of a mobile app, the clickable UI element is labeled 912
2 with a letter 'c' and the number <ui_element> on the screen. The tag of each element is located at the center of 913

the 914
3 element. Clicking on this UI element is a necessary part of proceeding with a larger task, which is to < 915

task_description>. 916
4 In order to realize this larger task, you must first realize the current task <current_task_desc> in current 917

screenshot. 918
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Figure 7: A collection of pop-up ads, collected from Google service official apps, third-party market apps, and
mobile apps in mainland China.

Figure 8: Appagent GUI labeled method.
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5 Your task is to describe the functionality of the UI element concisely in one or two sentences. Notice that your 919
6 description of the UI element should focus on the general function. For example, if the UI element is used to 920

navigate 921
7 to the chat window with John, your description should not include the name of the specific person. Just say: 922
8 "Clicking this area will navigate the user to the chat window". Never include the tag of the 923
9 UI element in your description. You can use pronouns such as "the UI element" to refer to the element. 924925

Listing 2: Click Documentation Template

926
1 A documentation of this UI element generated from previous demos is shown below. Your 927
2 generated description should be based on this previous doc and optimize it. Notice that it is possible that your 928
3 understanding of the function of the UI element derived from the given screenshots conflicts with the previous 929

doc, 930
4 because the function of a UI element can be flexible. In this case, your generated description should combine 931

both. 932
5 Old documentation of this UI element: <old_doc> 933934

Listing 3: Refine Documentation Suffix

935
1 You are an agent that is trained to perform some basic tasks on a smartphone. You will be given a 936
2 smartphone screenshot. The interactive clickable UI elements on the screenshot are labeled with tags starting 937

from "c1". 938
3 The interactive scrollable UI elements on the screenshot are labeled with tags starting from "s1".The tag of 939

each 940
4 interactive element is located in the center of the element. Every screenshot I've given you is a screenshot after 941
5 executing the correct action. 942
6 943
7 You can call the following functions to control the smartphone: 944
8 945
9 1. click(element: str) 946

10 This function is used to click an UI element shown on the smartphone screen. 947
11 "element" is a tag assigned to an UI element shown on the smartphone screen. 948
12 A simple use case can be click(c5), which taps the UI element labeled with "c5". 949
13 950
14 2. input(text_input: str) 951
15 This function is used to insert text input in an input field/box. text_input is the string you want to insert and 952

must 953
16 be wrapped with double quotation marks. A simple use case can be text("Hello, world!"), which inserts the 954

string 955
17 "Hello, world!" into the input area on the smartphone screen. This function is usually callable when you see a 956

screenshot 957
18 about text inputing. 958
19 959
20 3. scroll(element: str, direction: str) 960
21 This function is used to scroll an UI element shown on the smartphone screen, usually a scroll view or a slide 961

bar. 962
22 "element" is a tag assigned to an UI element shown on the smartphone screen. "direction" is a string that 963
23 represents one of the four directions: up, down, left, right. "direction" must be wrapped with double quotation 964
24 marks. 965
25 A simple use case can be swipe(s21, "up"), which scroll up the UI element labeled with "s21". 966
26 967
27 <ui_document> 968
28 The task you need to complete is to <task_description>, to complete this task you should perform current task 969
29 <current_task_desc>. Your past actions to proceed with this task are summarized as follows: <last_act> 970
30 Now, given the documentation and the following labeled screenshot, you need to think and call the function 971

needed to 972
31 proceed with the task. Your output should include three parts in the given format: 973
32 Observation: <Describe what you observe in the image> 974
33 Thought: <To complete the given task, what is the next step I should do> 975
34 Action: <The function call with the correct parameters to proceed with the task.> 976
35 Summary: <Summarize your past actions along with your latest action in one or two sentences. Do not 977

include the 978
36 tag in your summary> 979
37 You can only take one action at a time, so please directly call the function. 980
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Instruction: Help me find the current popular audiobook content and browse 

different audiobook categories.

Step-by-step description:\n1. In the main interface of the music app, click the "Audiobook" 

option to enter the audiobook area.\n2. In the audiobook page, swipe up to browse different 

audiobook content.\n3. Continue swiping in the audiobook page to view more audiobook 

categories and content.\n

Figure 9: Common-Simple test case.

981

Listing 4: Task Template

C.2 Test Case Study982

1. Common-Simple983

2. Common-Complex984

Figure 10 shows a Common-Complex case of Mobile-Bench-v2 and the GIAS results are as follows:985

1. On the “My Gold” page of the mobile app, click the “Category” tab to enter the book category page.986

2. On the category page, select the “Plot” category under the “Boys” tab.987

3. In the plot category, select the “Return of the Strong” category to enter the list of books in this988

category.989

4. In the “Return of the Strong” category, select the book “The First War God of the North.”990

5. On the book details page of “The First War God of the North,” click the rating of 8.1 to view the991

ratings and reviews.992

6. On the review page, click “Must-see masterpiece” to view specific book review details.993

7. Enter the comment “Science Fiction” on the book review details page and submit it.994

Task: Help me find and evaluate a book called “The First War God of the North”, view its ratings and995

related reviews, and add your own feedback under specific reviews.996

3. Noisy Data997

4. AITZ-Noisy998

5. Ambiguous Data999
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Figure 10: Common-Complex test case.

Instruction: Please help me find Beijing's air quality index for tomorrow on 

Caiyun Weather.

Figure 11: Noisy Data test case. The red shadow in the GUI screenshot are advertisements, pop-ups, or tutorial
noise steps.
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Figure 12: AITZ-Noisy test case. The red shadow GUI screenshot in the trajectory is artificially inserted noise.

Ambiguous Instruction Find information about a movie

Q: Which app should be used? A: Use Douban.
Q: Which app does this page belong to? A: Douban.
Q: In which section should I search? A: Movies.
Q: Do you want to browse a specific
ranking?

A: Yes.

Q: For which time period? A: Upcoming releases.
Q: How should it be ranked? A: By popularity.
Q: Which movie do you want to check? A: The most popular upcoming movie.
Q: What information do you need? A: A complete summary.

Full Instruction Find the most popular upcoming movie on Douban

Ambiguous Instruction Find a midnight snack

Q: Which app should be used? A: Use Ele.me.
Q: Would you like to filter by specific
snack categories, speed,

A: Find new items from the nearest store that can

Q: Any other conditions? A: deliver within 30 minutes.
Q: Do you have a specific price range? A: No specific price range.
Q: Do you have a preferred cuisine or
taste?

A: No preference, just quick delivery within 30 min-
utes.

Q: Which section should you search? A: Food delivery.
Q: What are the speed requirements? A: Within 30 minutes.
Q: What are the distance requirements? A: Nearest store.

Full Instruction Find a new delivery item from the nearest store on
Ele.me that can deliver within 30 minutes.

Table 8: Test cases study on Mobile-Bench-Ambiguous.
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