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Abstract

RAG has become a key technique for enhanc-001
ing LLMs by reducing hallucinations, espe-002
cially in domain expert systems where LLMs003
may lack sufficient inherent knowledge. How-004
ever, developing these systems in low-resource005
settings introduces several challenges: (1) han-006
dling heterogeneous data sources, (2) optimiz-007
ing retrieval phase for trustworthy answers,008
and (3) evaluating generated answers across009
diverse aspects. To address these, we intro-010
duce a data generation pipeline that transforms011
raw multi-modal data into structured corpus012
and Q&A pairs, an advanced re-ranking phase013
improving retrieval precision, and a reference014
matching algorithm enhancing answer trace-015
ability. Applied to the automotive engineer-016
ing domain, our system improves factual cor-017
rectness (+1.94), informativeness (+1.16), and018
helpfulness (+1.67) over a non-RAG baseline,019
based on a 1-5 scale by an LLM judge. These020
results highlight the effectiveness of our ap-021
proach across distinct aspects, with strong an-022
swer grounding and transparency.023

1 Introduction024

Retrieval-Augmented Generation (RAG) has025

shown potential in reducing hallucinations and pro-026

viding up-to-date knowledge in Large Language027

Models (LLMs). This success has grown inter-028

est in domain expert RAG-Question Answering029

(QA) systems to meet specialized knowledge needs.030

While previous studies (Han et al. 2024; Siriward-031

hana et al. 2023; Mao et al. 2024) have proposed032

general methods for adapting RAG models to do-033

main knowledge bases—such as syntactic QA pair034

generation or model fine-tuning—they face several035

challenges in low-resource domains.036

In practical settings, available data sources in037

low-resource domains are often presented in hetero-038

geneous formats and exhibit an unstructured nature,039

making their direct integration into RAG system de-040

velopment challenging (Hong et al., 2024). General041

models may not have enough inherent knowledge 042

in low-resource domains (Zhao et al., 2024), mak- 043

ing fine-tuning essential to adapt the model to spe- 044

cific knowledge requirements. However, the lack 045

of structured data for training further complicates 046

this process. In addition, data privacy and security 047

concerns restrict the full utilization of API-based 048

LLMs (Achiam et al. 2023; Anthropic 2024) within 049

RAG systems, necessitating the use of open-source 050

LLMs (Yang et al. 2024; Touvron et al. 2023). 051

The retrieval phase is another key aspect of do- 052

main expert RAG systems, as referencing accurate 053

documents is essential for generating reliable an- 054

swers. However, research on improving ranking in 055

the retrieval phase or tracing the documents refer- 056

enced to generate the answer remains limited. Most 057

domain expert RAG frameworks rely on a single- 058

stage retrieval process, with few exploring multi- 059

stage approaches (Nogueira et al. 2019; Nogueira 060

et al. 2020; Karpukhin et al. 2020), such as retrieval 061

followed by re-ranking—a method widely used in 062

Information Retrieval (IR)—which can help ensure 063

the use of the most relevant references. 064

The evaluation of RAG systems is also an area 065

that has not been fully addressed. Many studies 066

continue to rely on gold answer similarity metrics, 067

such as overlapping words between the generated 068

answer and the ground truth, which inadequately 069

capture critical dimensions like faithfulness, co- 070

herence, and contextual relevance. Recently, the 071

LLM-as-a-judge framework (Zheng et al., 2023) 072

has gained attention as a qualitative alternative. 073

However, these methods often overlook diverse 074

evaluation aspects, and a standardized framework 075

for assessing RAG systems has yet to emerge. 076

In this work, we address three key challenges and 077

present the RAG development pipeline, demonstrat- 078

ing its application in the automotive engineering 079

domain, with a specific focus on QA for vehicle 080

crash collision tests. First, we present a data gen- 081

eration pipeline (Section 3.1), leveraging diverse 082
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Figure 1: When a user question is given, our RAG system retrieves and re-ranks the text chunks, generates answers
using the top k relevant chunks, and ensures each part of the answer is backed by clear references The example
shown was originally in Korean and translated into English.

formats of internal documents from an automobile083

company. Second, we incorporate an advanced084

re-ranking phase (Section 3.2) and a reference-085

matching algorithm (Section 3.4), not only enhanc-086

ing the accuracy of the final answers but also im-087

proving traceability by tagging sources for each088

segment of the answer. Third, we evaluate the an-089

swers obtained from our generation model (Section090

3.3) from multiple perspectives, emphasizing their091

qualitative aspects. Our ultimate goal is a fully092

local system, ensuring data privacy and indepen-093

dence from external servers. The overall workflow094

of our RAG system is shown in Figure 1, and our095

key contributions are summarized as follows:096

• We propose a data generation pipeline that097

transforms multi-modal raw data into a struc-098

tured corpus and high-quality Q&A pairs.099

• We integrate re-ranking and reference match-100

ing to enhance retrieval precision and answer101

traceability, ensuring a reliable RAG system.1102

• We assess the final answer from diverse quali-103

tative perspectives, evaluating each along dis-104

tinct, non-overlapping dimensions.105

2 Related Work106

Data Processing RAG-Studio (Mao et al. 2024)107

employs synthetic data generation for in-domain108

adaptation, reducing reliance on costly human-109

labeled datasets. However, it assumes access to110

well-structured data, limiting its applicability in111

scenarios with unstructured raw data. To bridge112

this gap, Hong et al. (2024) tackle challenges with113

real-world formats (e.g., DOC, HWP), proposing114

a chunking method that converts documents to115

1The full RAG pipeline code will be publicly available: https:
//github.com/anonymous

HTML, retaining structural information in low- 116

resource settings. Meanwhile, Guan et al. (2024) 117

address the issue of short and noisy e-commerce 118

datasets in RAG system development by building 119

a new dataset from a raw corpus crawled from an 120

e-commerce website, providing a richer resource. 121

Retrieval in RAG Wang et al. (2024) highlight 122

the importance of re-ranking modules in RAG sys- 123

tems to enhance the relevance of the retrieved doc- 124

uments. Similarly, Zhao et al. (2024) demonstrate 125

that the ranking position of the gold document in 126

the retrieval phase plays a significant role in deter- 127

mining the quality of the final answer. Given these 128

insights, optimizing the retrieval phase is crucial 129

for obtaining accurate context, particularly in spe- 130

cialized, low-resource domains where LLMs lack 131

sufficient inherent knowledge (Beauchemin et al., 132

2024). Despite these findings, the analysis of the 133

effectiveness and applicability of re-rankers in do- 134

main expert RAG systems remains underexplored. 135

RAG Evaluation The evaluation of RAG sys- 136

tems (Yu et al., 2024) has relied on text similarity- 137

based metrics such as BLEU (Papineni et al., 2002), 138

ROUGE (Lin, 2004), and EM (Rajpurkar et al., 139

2016). These metrics provide a baseline but over- 140

look valid answer diversity and qualitative aspects 141

like factual consistency and relevance. Recent ad- 142

vancements are made to utilize LLM-as-a-judge 143

(Zheng et al., 2023) to evaluate qualitative dimen- 144

sions. Han et al. (2024) propose a pairwise pref- 145

erence comparison framework considering help- 146

fulness and truthfulness, while Saad-Falcon et al. 147

(2024) assess context relevance, answer faithful- 148

ness, and query relevance, addressing hallucination 149

issues. However, a standardized framework for 150

RAG evaluation remains a challenge. 151
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3 Approach152

3.1 Data Generation & Processing153

We build our dataset using two distinct sources: (1)154

internal reports on vehicle crash collision tests in155

presentation slide format from an automotive com-156

pany in Korea, and (2) the textbook Crash Safety of157

Passenger Vehicles (Mizuno, 2016). Vehicle crash158

collision tests are exceptionally valuable, as each159

test incurs substantial costs and produces detailed160

reports that are typically confidential and difficult161

to access publicly. Figure 2 illustrates the pro-162

cess of extracting, analyzing, and converting slides163

and textbook PDFs into structured Markdown text164

and Q&A sets, leveraging Python scripts and the165

Claude LLM2 (Anthropic, 2024). Table 1 summa-166

rizes the data statistics by source.167

LLM
Generate QA

LLMLLM
Generate QA

Correct 
and Combine

Markdown 
Text

QA pairs

Converted
Image

Extracted
Text

LLM
Image to Text

PPT 
Slide

P
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Text

Script

QA pairs

Script

Figure 2: Overview of the data generation pipeline,
converting each PPT slides and Textbook pages into
text chunks and generating Q&A pairs. An example of
the original PPT slide is in Figure 11 (A.1.1).

The original slides often contain tables, graphs,168

and images, which are simplified into plain text de-169

scriptions during data processing. To evaluate per-170

formance on questions referencing these elements,171

we sample 143 multi-modal chunks and generated172

1,861 targeted questions. Evaluation results are173

provided in Section 4.3.1.174

Type Source File Slide Q&A Pairs

PPT Test Report 1,463 4,662 59,402
Meeting Report 249 882 7,696

Page Chapter Q&A Pairs

PDF Textbook 404 81 1,505

Total 5,625 68,603

Table 1: Raw data statistics by source, along with the
corresponding number of generated Q&A pairs. Dataset
splits and token length statistics are described in A.1.1.

Additionally, we extract and prepend headers sum-175

marizing each report, including the Test Name, Re-176

gion, State, and Purpose, which significantly im-177

prove the retrieval phase (See Section 4.3). Domain178

2We restrict the use of API-based LLMs for initial data pro-
cessing; this limitation is discussed in Section 8.

experts are responsible for the entire process, in- 179

cluding prompt engineering and reviewing interme- 180

diate and final outputs. All prompts and an example 181

of a generated Q&A pair are shown in A.2.1. 182

3.2 Retrieval & Ranking 183

We employ a Dual-Encoder as our retriever, fine- 184

tuning it on our training data. For a question q, the 185

model retrieves the top n chunks from m chunks 186

D, based on the [CLS] token embedding similarity 187

between q and each chunk di ∈ D, as follows: 188

q[CLS] ∈ R1×d; D[CLS] ∈ Rm×d;

Similarity(q,D) = q[CLS] ·D⊤
[CLS] ∈ R1×m

Dtopn = Sort (D, key = Similarity(q,D)) [: n]

189

Our re-ranker is a point-wise Cross-Encoder, 190

trained on a classification task (Nogueira et al., 191

2019) that takes a single (q, di) pair as input and 192

returns a scalar relevance score. It re-ranks Dtopn , 193

obtained from the retrieval stage, to extract Dtopk , 194

which will be passed to the generation model. The 195

process is formalized as follows: 196

Dtopn = [d1, d2, . . . , dn]

xi = "{q} {sep_token} {di}" ∀di ∈ Dtopn

Relxi = Ranker(xi) ∀i ∈ {1, 2, . . . , n}
Dtopk = Sort(Dtopn , key = Relxi)[: k]

197

To optimize Relxi , we apply Token Selection (TS) 198

+ Term Control Layer (TCL) training method from 199

RRADistill (Choi et al., 2024). It effectively inte- 200

grates the importance of the general semantic and 201

specific query terms during the training process. 202

dTS
i = RRATS(q, di)

xTS
i = "{q} {sep_token} {dTS

i }"

RelTS
xi

= Ranker(xTS
i ) ∀i ∈ {1, 2, . . . , n}

L =
1

n

n∑
i=1

(
α · L(Relxi , yi) + β · L(RelTS

xi
, yi)

) 203

TS+TCL are used during training only, while in- 204

ference uses the standard Cross-Encoder approach 205

only with Relxi . The target label y is binary: y = 1 206

for relevant pairs and y = 0 for irrelevant pairs. 207

Negative sampling retrieves the top 10 chunks from 208

the train data for each query q, excluding the gold 209

chunk, and randomly selects three from the rest. 210

3.3 Answer Generation 211

Our answer generation model takes the user ques- 212

tion q and the top k chunks (Dtopn) from the re- 213

trieval and ranking phase as input to generate the 214
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final answer a′, as follow:215

a′ = LLM(q,Dtopn)216

We fine-tune open-source LLMs on our training217

dataset, which consists of (q, a) pairs derived from218

our data generation pipeline (Section 3.1). During219

fine-tuning, the question q and the answer a are220

concatenated into a single sequence S = [q; a], and221

the model is trained in an auto-regressive manner222

to predict the next token.223

3.4 Reference Matching Algorithm224

We propose a reference matching algorithm that225

segments generated answers and links them to rel-226

evant references using a Dynamic Programming227

(DP) approach (Bellman, 1954). Algorithm 1 out-228

lines the detailed procedure.229

Algorithm 1 Reference Matching Algorithm
Input: a′ = [s1, . . . , sn], Dtopk = [d1, . . . , dk]
Output: (si:sj , dt,Score(i,j,dt))

Step 1: Compute Segment-Chunks Scores
Let a′segments = {concat(si, . . . , sj) | 1 ≤ i < j ≤ n} be
the set of all concatenated sentence subsequences from
si to sj of a′.
for each segment segu in a′segments do

for each chunk dt in Dtopk do
Calculate Score(i,j,dt) = Re-ranker(segu, dt)

end for
end for

Step 2: Optimal Score Selection
Initialize the array dp to track optimal scores.
Initialize the array choice to store optimal choices.
for each possible ending sentence sj do

for each possible starting sentence si (1 ≤ i < j) do
for each chunk dt in Dtopk do

if Score(i,j,dt) > dp[j + 1] then
Update dp[j + 1] = Score(i,j,dt)

Record the choice (i, j, dt) in choices
end if

end for
end for

end for

Step 3: Backtracking
Initialize current = n to start from the last sentence.
while current > 0 do

Retrieve the best (i, j, dt) from choices for current.
Add the tuple (si:sj , dt,Score(i,j,dt)) to the result.
Set current = i to move to the previous segment.

end while

In Step 1, the algorithm computes the scores230

for all possible sentence subsequences a′segments231

against the top-k chunks Dtopk , using our re-ranker232

(Section 3.2). In Step 2, it selects the optimal233

segment-chunk combinations, updating scores and234

recording the best choices for each ending sen-235

tence (e.g., if the answer consists of five sen- 236

tences like a = [s1, . . . , s5], the choices might 237

be (s1:s1, d1), (s2:s2, d3), (s2:s3, d3), (s1:s4, d1), 238

(s5:s5, d2)). Finally, in Step 3, backtracking is per- 239

formed to retrieve and output the best matches from 240

the choices (e.g., (s1:s4, d1), (s5:s5, d2)). 241

4 Experiment 1: Retrieval & Ranking 242

4.1 Models 243

For retriever training, we use BGE-M3 (Chen et al., 244

2024) as the backbone, a multilingual Encoder ca- 245

pable of processing Korean, and fine-tune it on our 246

training dataset with the publicly available code3. 247

For re-ranker training, we initialize the weights us- 248

ing the fine-tuned retriever. Further experimental 249

details are in A.1.2. 250

4.2 Evaluation 251

We evaluate the retriever and re-ranker using Mean 252

Average Precision (MAP@k) and Success@k 253

(Manning et al., 2008). MAP@k measures the 254

ranking quality by averaging precision over rele- 255

vant results up to rank k, while Success@k indi- 256

cates the proportion of queries with at least one 257

relevant result in the top k. The high Success@k 258

score indicates that relevant chunks are retrieved, 259

while the improved MAP@k highlights better rank- 260

ing of those retrieved chunks. The evaluation is 261

conducted using test set questions, but the chunk 262

pool for retrieval included all splits (training, vali- 263

dation, and test) to ensure sufficient data and avoid 264

biases from the limited test set size. 265

4.3 Result 266

Table 2 shows that prepending a header to each 267

chunk—adding only a small number of tokens (see 268

Table 9)—significantly enhances retrieval perfor- 269

mance. Fine-tuning the BGE-M3 model on Ver.1 270

(BGE-FT) further improves results notably, demon- 271

strating the importance of task-specific model adap- 272

tation to optimize performance. 273

Model Train Test MAP@1 MAP@5 MAP@10

BGE-
Vanilla

N/A
Ver.0 0.1978 0.2672 0.2766
Ver.1 0.2991 0.3978 0.4091

BGE-FT Ver.1 Ver.1 0.6048 0.7111 0.7175

Table 2: Retrieval performance comparison between
models across different data configurations. Ver.0
refers to the raw chunk without the prepended header,
while Ver.1 includes header.

3https://github.com/FlagOpen/FlagEmbedding
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Table 3 shows that the re-ranking phase notably en-274

hances the precision of retrieved information. The275

results indicate that ranking performance is optimal276

when the number of retrieved chunks is limited to277

10. Despite the constraints of retriever failure, this278

improves retrieval results by approximately +4%279

in terms of MAP@1 on the test set. In addition,280

incorporating TS+TCL during training boosts rank-281

ing performance (See A.3.1).282

k MAP@1 MAP@5 MAP@10 Success@5

10 0.6444
(± 0.014)

0.7416
(± 0.009)

0.7464
(± 0.009)

0.8839
(± 0.004)

20 0.6362
(± 0.017)

0.7353
(± 0.013)

0.7413
(± 0.013)

0.8822
(± 0.008)

30 0.6328
(± 0.019)

0.7316
(± 0.015)

0.7378
(± 0.015)

0.8796
(± 0.011)

Table 3: Ranking performance based on the number
of retrieved chunks k. Instances that failed during the
retrieval phase were scored as 0.

4.3.1 Multi-modal Specific Questions283

Table 4 summarizes the performance on questions284

requiring information from tables, graphs, and im-285

ages. Compared to general questions (Section 4.3),286

the results are notably lower, with the retriever287

facing significant challenges. Even at k = 30, Suc-288

cess@k only reaches 83.61%, underscoring a major289

bottleneck in the retrieval phase. Despite these chal-290

lenges, the re-ranker proved effective, delivering a291

substantial performance improvement of approxi-292

mately +15% in MAP@1 at k = 20. These results293

underscore the need for further advancements to294

better handle multi-modal questions.295

Phase k MAP@1 MAP@5 MAP@10

Retrieval
w/ BGE-FT

N/A 0.3482 0.4561 0.4684

Reranking
10 0.4723 0.5587 0.5630
20 0.4949 0.5923 0.5995
30 0.4933 0.5965 0.6041

Table 4: Performance of retrieval and ranking on multi-
modal specific questions. The same models and evalua-
tion methods described in Section 4.3 were used.

4.4 Analysis296

Figure 3 illustrates the trade-off between retrieval297

success and re-ranking performance as the number298

of retrieved chunks n increases. While increasing n299

improves the retrieval success rate (e.g., from 92%300

at n = 10 to 96% at n = 30), it can lead to diminish-301

ing improvements in re-ranking performance (e.g.,302

MAP@5 decreases from 0.74 at n = 10 to 0.73 at303

n = 30). This result highlights the importance of304

carefully selecting n to balance retrieval success 305

and re-ranking quality, as overly increasing n may 306

not yield proportional benefits for re-ranking. 307

Figure 3: The impact of the number of retrieved chunks
n on retrieval success rates and ranking performance.

An analysis of the failed cases during the retrieval 308

and ranking phase identified two error types: (a) 309

Top-10 retrieval failure (23.3%) and (b) Retrieval 310

success but incorrect re-ranker top-1 (76.7%). Type 311

(a) were mainly caused by the open-ended nature 312

of the questions, which led to multiple relevant 313

documents beyond the gold context (Figure 18 in 314

A.3.2). In contrast, type (b) occurred with more 315

specific and detailed questions, where there were 316

several relevant chunks from the same vehicle crash 317

collision test, in addition to the gold chunk, making 318

it difficult to identify a single correct one (Figure 319

19 in A.3.2). Failures in both types were often due 320

to the presence of multiple valid chunks, rather than 321

the ranking of irrelevant chunks. Table 4 presents 322

a human evaluation of 100 sampled cases for each 323

error type, assessing whether the re-ranker top-1 324

was relevant to the given question, even though it 325

did not match the gold chunk. A screenshot of the 326

human evaluation interface is in Figure 21 (A.5). 327

Figure 4: Human evaluation of the re-ranker top-1 for
each error type, based on 100 sampled cases, assessing
whether it is relevant to the given question.

5 Experiment 2: Answer Generation 328

5.1 Models 329

We use Qwen-2.5 (Yang et al., 2024) as our back- 330

bone LLMs, one of the few multilingual models 331

that officially supports Korean. Notably, there are 332
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14B Vanilla 14B FT 72B FT72B Vanilla 

Model A: Rank 4
Model B: Rank 2
Model C: Rank 2
Model D: Rank 1

Answer) Reel Spot welding is 
characterized by its ability to 
form fine welding nuggets at 
high speed and with low energy 
input. To achieve this, a moving 
dot heat source …

Answer) Reel Spot welding 
forms welding nuggets by 
heating the metal surface using 
high-pressure arc plasma. In 
this process, a rolling electrode 
is used to forcibly press the 
molten material …

Answer) Reel Spot welding 
technology connects 
components by applying 
pressure through a high-speed 
rotating wheel. This method 
utilizes frictional heat to soften 
the material surface …

Answer) Reel Spot welding 
technology, a type of resistance 
welding, enables fast and stable 
welding with high precision. This 
technology forms welding 
nuggets by passing current
between electrodes, melting …

Answer) Reel Spot welding 
technology is characterized by 
the formation of rectangular 
welding nuggets with copper 
tape. The application of 
continuous copper tape remove 
the tip dressing process, …

72B FT + RAG

Top 5 
Relevant
Documents

+

Prompt)  You are an evaluator tasked with ranking Korean 
generative model outputs based on three criteria: 
correctness, fluency, and helpfulness… Assign **ranks** 
(1 to 4) to the four responses (A, B, C, D), where 1 is the 
best and 4 is the worst. If two or more responses are 
equally good, assign them the same rank…

Prompt) You are tasked with evaluating 
two responses (A and B) generated by 
generative models for a given question 
and its correct gold answer… Assign a 
score between 1 and 5 for each criterion 
(1: Poor, 5: Excellent) … 

Model  A     Model B
Correctness                   2                    5
Helpfulness                    2                    5
Informativeness         3                    4

Question) What are the key features of Reel Spot welding technology, and how does it form
welding nuggets?

Gold Answer) Reel Spot welding technology forms rectangular welding nuggets using
copper tape. It eliminates the tip dressing process by applying continuous copper tape and
develops one-sided linear welding electrodes

QUESTION

GOLD 
ANSWER

?
QUESTION

GOLD 
ANSWER

?

Figure 5: Final answer evaluation pipeline for the QA system, illustrating the scoring and ranking of model-generated
responses using the given question, gold answer, and reference documents.

currently no Korean-centric open-source LLMs333

with sufficient context length to address our re-334

quirements. We fine-tune Qwen 2.5 (14B, 72B) on335

our training dataset, performing full fine-tuning on336

the 14B model and applying Low-Rank Adaptation337

(LoRA) (Hu et al., 2021) for the 72B model. Ex-338

perimental details including hyperparameters and339

GPU configurations, are in A.1.2.340

5.2 Evaluation341

5.2.1 LLM-as-a-Judge342

As illustrated in Figure 5, we employ the LLM-as-343

a-judge approach (Zheng et al., 2023) to evaluate344

the performance of both LLM-only and RAG mod-345

els. For the LLM evaluation, we compare four346

model variations: the vanilla and fine-tuned ver-347

sions of 14B and 72B models. GPT-4o4 is used to348

rank anonymized models (A, B, C, and D) based on349

factual correctness, helpfulness, and informative-350

ness. These metrics are chosen to evaluate distinct,351

non-overlapping dimensions:352

• Correctness measures alignment with the353

gold answer, rewarding correct responses354

without hallucinations.355

• Helpfulness assesses clarity and relevance in356

addressing key points, while avoiding unnec-357

essary content.358

• Informativeness evaluates the inclusion of359

relevant details or additional context that en-360

hances completeness.361

4https://platform.openai.com/docs/models/gpt-4o

For RAG evaluation, we use the best-performing 362

one among four models and compare its perfor- 363

mance with and without RAG integration. Instead 364

of pairwise comparisons, we employ single-answer 365

evaluations, scoring responses (1–5) on three as- 366

pects. This approach offers a more detailed as- 367

sessment, emphasizing how RAG impacts specific 368

aspects of response quality. All the evaluation 369

prompts used are detailed in A.2.2. 370

5.2.2 Human Evaluation 371

To assess the reliability of the RAG evaluation us- 372

ing the LLM-as-a-judge method, we conducted a 373

human evaluation to compare its alignment with 374

the LLM evaluation. An expert evaluator, a na- 375

tive Korean automotive engineer, assessed 100 ran- 376

domly selected and anonymized responses. These 377

responses were generated by the 72B fine-tuned 378

model, both with and without RAG integration. A 379

screenshot of the human evaluation interface used 380

is in shown Figure 22 (A.5). 381

5.3 Result 382

5.3.1 LLM-only Comparison 383

Figure 6 illustrates the rank distribution and win- 384

lose-tie comparison across four Qwen models. 385

Among them, the 72B fine-tuned one shows the 386

best performance, followed by the 72B vanilla, 387

14B fine-tuned, and 14B vanilla models. These 388

results emphasize the critical impact of model size 389

and demonstrate the significant effectiveness of 390

fine-tuning, as fine-tuned models consistently out- 391

perform their vanilla counterparts. 392
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Figure 6: LLM-only performance comparison: (a) Pro-
portion of responses from the four models ranked 1st,
2nd, 3rd, or 4th, (b) Win, tie, and loss rates for selected
model pairs, where a "win" indicates the first model in
the pair outperformed the second model.

5.3.2 LLM-only vs. RAG393

We compare the performance of the 72B fine-394

tuned model in its LLM-only (non-RAG) and RAG-395

integrated versions. Table 5 compares the average396

scores for correctness, helpfulness, and informa-397

tiveness between the two versions, while Figure398

7 shows the win rates. The results clearly demon-399

strate that integrating RAG with the LLM improves400

factual correctness by reducing hallucinations and401

provides more helpful and informative answers.402

Metric non-RAG RAG

Correctness 2.18 4.12 (+1.94)
Helpfulness 2.52 4.19 (+1.67)
Informativeness 2.61 3.77 (+1.16)

Table 5: Average scores (1 to 5 scale) for the model with
and without RAG across three metrics. Detailed counts
and score distributions are in Table 11 (A.3.3).

Figure 7: Win-Tie-Lose comparison of the model with
and without RAG across three evaluation metrics.

5.3.3 Comparison with Human Evaluation403

Table 6 shows that human evaluation aligns with404

GPT evaluation, both assigning higher scores to405

the RAG model across all three aspects. Figure406

8 visualizes the differences in scoring tendencies407

between human and GPT evaluations. Notably,408

correctness and informativeness show an inverted 409

pattern: human favors more polarized correctness 410

scores (1 and 5), while GPT prefers mid-range (2 411

and 3). Additionally, human assigns higher helpful- 412

ness scores more frequently, as seen in the positive 413

values for 4 and 5. While differences in score distri- 414

butions exist between evaluators, these differences 415

are independent of the specific models. Both eval- 416

uations consistently show that RAG outperforms 417

non-RAG by achieving higher scores. 418

Metric Model Avg.
Score 1 2 3 4 5

Correctness
A 2.54 34 19 20 13 14
B 4.33 10 4 4 7 75

Helpfulness
A 2.89 2 38 36 17 7
B 4.22 3 9 6 27 55

Informativeness
A 2.60 3 44 44 8 1
B 3.68 2 8 31 38 21

Table 6: Human evaluation result comparing non-RAG
(anonymized as A) and RAG (anonymized as B).

Figure 8: Heatmap illustrating the differences in score
distributions between human and GPT evaluations, cal-
culated as the percentage of scores (ranging from 1 to 5)
assigned by humans, subtracted by the corresponding
percentages assigned by GPT. Positive values indicate
scores more frequently given by humans, while negative
values indicate scores more frequently given by GPT.

6 Experiment 3: Reference Matching 419

6.1 Evaluation 420

To evaluate the reference matching task, we ran- 421

domly sample 100 triplets (q,Dtopn , a
′) from the 422

test set and perform human annotation to identify 423

which chunk (di ∈ Dtopn) each sentence in the 424

generated answer (a′) referenced. Each sentence is 425

annotated with one or more chunks, allowing for 426

multiple references. The interface of the annotation 427

tool is in Figure 23 (A.5). We use sentence-level 428

precision as the evaluation metric, defined as the 429

proportion of sentences where the model predic- 430

tion is included in the annotated reference set for 431

an answer, averaged over the entire evaluation set. 432

Since references are identified for concatenated 433

sentences, selecting the best match for the grouped 434

information is key. Recall would unfairly penalize 435

valid predictions for not selecting every reference. 436
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Question: Has there been an example where improving the vehicle structure prevented the fracture of components?

Segment 1 Sentence 1 Yes, there have been cases where improving the vehicle structure prevented the fracture of components. Chunk 1,2,3

Segment 2
Sentence 2 First, in the ’HDC EV’ project, the design of the front bumper beam (FRT B/Beam) was changed to prevent fracture.

Chunk 2
Sentence 3

In the T-CAR model, fracture occurred in the FRT B/Beam, but in the Proto model, it was modified to a closed
cross-section shape, preventing fracture.

Segment 3
Sentence 4

Additionally, in the ’HGC’ project, body structure improvements were made to reduce the risk of deformation
and fracture of several components. Chunk 1

Sentence 5 For example, reinforcing the upper part of the A-pillar and the COWL BAR improved bending deformation.
Sentence 6 Adding UPR HINGE B/H beads and other deformation-guiding methods reduced opening misalignment.

Segment 4 Sentence 7
Finally, in the ’QYZ’ project, a plan was proposed to improve the tendency of fracture by adding reinforcements
to the S/MBR RR lower end.

Chunk 3

Segment 5 Sentence 8 All of these improvements aim to optimize the body structure and prevent component fracture during collisions. Chunk 1,2,3

Figure 9: An example where multiple chunks need to be referred to in order to answer the question, in contrast to
Figure 20 (A.4), which requires a single chunk.

6.2 Result437

Table 7 compares the reference matching perfor-438

mance of our algorithm (Section 3.4) without439

thresholding and the fine-tuned Qwen 72B, while440

Figure 10 illustrates the score distribution and the441

increase in precision with score thresholding for442

our algorithm. Without thresholding, our algorithm443

achieves a sentence-level precision of 0.72, while444

the LLM reaches 0.81, showing a noticeable gap445

in performance. However, when thresholding is446

applied, the precision reaches 0.86 at a threshold447

of 0.5, with performance improving proportion-448

ally as the threshold is increased further. This449

demonstrates the reliability of our algorithm’s scor-450

ing, allowing for controlled adjustment of refer-451

ence matching quality through threshold selection.452

Our re-ranker used in the matching algorithm has453

only 0.5B parameters, compared to the LLM’s 72B,454

demonstrating that our algorithm can achieve im-455

pressive performance with a smaller model and456

faster inference speed. The LLM prompt used for457

reference matching is in Figure 17 (A.2.3).458

Method Segment Sentence-level
Precision

Inference
Time

Matching
Algorithm

2.7
(± 1.5)

0.72
(± 0.27) 3.92

LLM 1.9
(± 0.9)

0.81
(± 0.26) 13.54

Table 7: Performance comparison of our reference
matching algorithm (without thresholding) and the fine-
tuned Qwen 72B. Segment is the average number of
segments per answer, Sentence-level Precision is the
average proportion of successfully matched sentences,
and Inference Time is the average time (in seconds) to
complete reference matching for one answer.

The answers are divided into 2-3 segments on aver-459

age, and we identify two types of reference match-460

ing: one where all the necessary information to461

answer the question is contained within a single 462

chunk, resulting in a single-segment answer, and 463

another where information from multiple chunks is 464

needed to answer the question, leading to a multi- 465

segment answer. The first type often occurs in fac- 466

tual questions related to specific vehicle crash col- 467

lision test, while the second type is more common 468

in open-ended questions that require referencing 469

multiple tests (Figure 9). 470

Figure 10: Distribution of matching scores from our
reference matching algorithm (left) and the relation-
ship between precision and the score threshold (right).
Increasing the threshold leads to a proportional improve-
ment in matching precision.

7 Conclusion 471

In this work, we presented a low-resource approach 472

to RAG for domain expert QA, utilizing heteroge- 473

neous data sources. We showed that our data gener- 474

ation pipeline, guided by expert-driven prompting, 475

facilitates an effective RAG system by converting 476

multi-modal raw data. By enhancing the retrieval 477

phase with re-ranker, we demonstrated that the final 478

answers are both accurate and traceable to relevant 479

sources. These findings highlight the potential of 480

RAG in data-scarce domains and its applicability 481

to specialized knowledge-intensive tasks. As future 482

work, we are exploring open-source Vision models 483

to better handle multi-modal questions, addressing 484

current limitations discussed in Section 8. 485

8



8 Limitations486

Constraints in Backbone Model Selection The487

selection of a backbone model was constrained488

by the need for an open-source model supporting489

Korean with sufficient context length, limiting the490

available options across retrieval and LLM com-491

ponents. BGE-M3 for retriever & re-ranker, along492

with Qwen2.5 for the LLM, were the options avail-493

able to us. However, it is worth noting that the494

newly released Qwen2.5-1M (Yang et al., 2025)495

offers a longer context length, and our preliminary496

experiments demonstrated its potential for better497

handling long inputs. As the availability of open-498

source LLMs continues to grow, we anticipate that499

this limitation will gradually be resolved over time.500

Restricted Use of API-based LLM for Initial501

Data Processing While our ultimate goal is to502

develop a fully local system, we initially relied on503

the API-based LLM, specifically the Claude API,504

for limited data processing. Among the available505

open-source LLMs, none met the requirements due506

to context limits and certain performance consid-507

erations, making them unsuitable for our needs.508

We determined that leveraging an API-based LLM509

with expert-driven prompting would be more effec-510

tive in terms of both quality and cost compared to511

full human annotation. However, this reliance was512

limited to the initial data required for fine-tuning513

in the open-source model, and any future updates514

to the document pool will completely eliminate the515

need for external dependencies.516

Weakness in Multi-modal Questions Our RAG517

system exhibited relatively lower performance518

when retrieving contexts for multi-modal specific519

questions that require information from tables,520

graphs, and images to answer the given question521

(Section 4.3.1). We hypothesize that this is due to522

the loss of rich content when multi-modal elements523

are converted into plain text during the data process-524

ing stage. To address this, we are experimenting525

with Llama 3.2 Vision5 to improve the conversion526

of multi-modal elements into text, aiming for better527

representation of these elements.528

Experiments Limited by Computational Con-529

straints The number of experiments we could530

conduct on the generation model was constrained531

by computational limitations. Fine-tuning the532

5https://huggingface.co/meta-llama/Llama-3.
2-11B-Vision

model on (q, a,Dtopk) instead of (q, a) (Section 533

3.3) proved impractical due to the extensive context 534

length, which exponentially increased GPU mem- 535

ory requirements, surpassing our available com- 536

putational resources. Although we observed that 537

Qwen models inherently possess summarization 538

capabilities for the given Dtopk , and fine-tuning 539

on (q, a) yielded effective results, we were unable 540

to explore a variety of learning strategies for the 541

generation model within the RAG framework. 542
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A Appendix719

A.1 Experimental Details720

A.1.1 Dataset721

We split the generated dataset at the chunk level,722

slide level for slides, and chapter level for the text-723

book, using an 8:1:1 ratio for training, validation,724

and testing. Table 8 summarizes the dataset splits,725

while token length statistics for the training data726

are presented in Table 9.727

Source Data Train Val Test Total

Test Report
Chunk 3,729 466 467 4,662
Q&A Pair 47,660 5,823 5,919 59,402

Meeting Report
Chunk 705 88 89 882
Q&A Pair 6,144 752 800 7,696

Textbook
Chunk 64 8 9 81
Q&A Pair 1,182 162 161 1,505

Table 8: Dataset split statistics by source, detailing the
distribution of chunks and Q&A pairs.

Min Mean Max

Question 9 35 82
Answer 6 56 271
Chunk (Ver.0) 66 843 9,528
Chunk (Ver.1) 106 884 9,528

Table 9: Token length statistics in the training data,
processed with the BGE M3 tokenizer. Ver.0 refers
to the raw chunk without the pre-pended header, while
Ver.1 includes header.

Figure 11: A screenshot of an original PPT slide from
an internal report on vehicle crash collision tests by an
automotive company in Korea.

A.1.2 Model Training728

The retriever was trained for 10 epochs, determined729

to be optimal, using 4 × 48GB RTX A6000 GPUs.730

The hyperparameters were set to the default con- 731

figuration provided in the open-source implemen- 732

tation of BGE-M3. For the ranker, early stopping 733

was employed by validating the model every 1,000 734

steps. Training was stopped if performance did not 735

improve after 3 consecutive validations, and the 736

best-performing model was selected. This training 737

used 1 × 48GB RTX A6000 GPU with a learning 738

rate of 1e-5, the AdamW optimizer (Loshchilov 739

and Hutter, 2017), and a batch size of 4. For both 740

components, validation was based on the MAP@10 741

metric evaluated on the validation set. To train our 742

answer generation model, full fine-tuning was con- 743

ducted for the 14B model with a batch size of 2, 744

gradient accumulation steps of 64, a learning rate 745

of 2e-5, and 3 training epochs using 3 × 80GB 746

H100 GPUs. For the 72B model, LoRA was ap- 747

plied with a batch size of 1, gradient accumulation 748

steps of 64, a learning rate of 2e-5, and 3 training 749

epochs using 2 × 141GB H200 GPUs. 750

A.2 Prompt Engineering 751

A.2.1 Prompts for Data Generation 752

The prompt used to convert slides into Markdown 753

text is shown in Figure 12, and the prompt for Q&A 754

generation is depicted in Figure 13. An example 755

of a generated Q&A pair from a chunk is shown in 756

Figure 14. An average of twelve Q&A pairs were 757

generated from a single chunk. 758

A.2.2 Prompts for Final Answer Evaluation 759

Our prompts for evaluating final answers from 760

LLM-only models and comparing LLM-only and 761

RAG models are in Figure 15 and 16, respectively. 762

A.2.3 Prompts for Reference Matching 763

The prompt used for LLM reference matching is 764

shown in Figure 17. 765

A.3 Further Analysis 766

A.3.1 TS+TCL Effect on Ranker Training 767

Table 10 shows the re-ranking performance without 768

TS+TCL training. When compared to the perfor- 769

mance with TS+TCL training (Table 3), there is a 770

noticeable decline across all metrics. 771

A.3.2 Analysis of Retrieval & Ranking Phase 772

Figure 18 and 19 present real-world examples of 773

two error types: (a) cases where the top-retrieval 774

process failed, and (b) cases where retrieval suc- 775

ceeded but the ranker’s top-1 result did not match 776

the gold context. 777
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Prompt

1. Examine the provided image of a PowerPoint slide from a car collision safety report.
2. Convert all content into markdown format, preserving the original structure and information.
3. Use a single hashtag # for section headings only. Do not use any variation of hashtags for anything else. Only use
one hashtag for each section heading. All heading MUST have section content underneath it. There should never be two
headings in a row without content in between.
4. Each graphic element type should have a section heading. This means tables, graphs, and images should each have
their own section heading. Text should be included in the appropriate section or if different enough, have its own section.
5. Structure your output as follows:

< markdown_conversion >
# Heading appropriate for section content underneath

[section content goes here]
< markdown_conversion >

6. For each element type:
Text:

- Convert to markdown, maintaining structure, bullet points, and numbering.
- Include all text: titles, subtitles, and body.

Tables:
- Convert to markdown table format.
- Maintain original content and structure.
- Provide a detailed interpretation after each table.
- For images in cells, describe them within the appropriate cell in markdown.

Graphs and Images:
- Describe in detail: type, labels, data representation, trends.
- Explain significance in the context of car collision safety under it.

Remember:
- Do not use unnecessary affirmations or filler phrases.
- Do not include personal opinions or anecdotes.
- Use markdown for code snippets if applicable.

Figure 12: Prompt used to convert a presentation slide into markdown text.

k MAP@1 MAP@5 MAP@10 Success@5

10 0.6349
(± 0.013)

0.7341
(± 0.009)

0.7394
(± 0.009)

0.8801
(± 0.002)

20 0.6271
(± 0.017)

0.7276
(± 0.013)

0.7344
(± 0.012)

0.8769
(± 0.006)

30 0.6237
(± 0.019)

0.7243
(± 0.014)

0.7314
(± 0.014)

0.8748
(± 0.008)

Table 10: Re-ranker performance with TS+TCL training
disabled.

A.3.3 LLM-only vs. RAG778

Table 11 presents detailed counts and score distribu-779

tions from GPT-4o, comparing RAG and non-RAG.780

A.4 Analysis of Reference Matching781

An example where only a single chunk needs to be782

referred to answer the question is in Figure 20.783

A.5 Human Evaluation Interface784

The human evaluation interfaces for assessing the785

retrieval and re-ranking phase, as well as the relia-786

bility of the RAG evaluation with LLM, are shown787

in Figures 21 and 22, respectively. The human788

evaluation interface used for annotating the evalua-789

tion dataset to aseess the reference matching task790

is shown in Figure 23.791

Metric Score Non-RAG RAG

Correctness

1 1,640 388
2 3,166 579
3 1,457 705
4 430 1,359
5 187 3,849

Avg. Score 2.1799 4.1195

Helpfulness

1 758 154
2 2,819 522
3 2,422 868
4 722 1,649
5 159 3,687

Avg. Score 2.5211 4.1908

Informativeness

1 461 142
2 2,764 564
3 2,789 1,609
4 756 2,974
5 110 1,591

Avg. Score 2.6061 3.7715

Table 11: Comparison of the Non-RAG and RAG mod-
els, reporting the distribution of scores (1–5) assigned
to each model’s outputs.
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Prompt

You are an AI assistant tasked with creating Q&A sets based on a car crash safety test report. Your goal is to generate
question-answer pairs that can be used for training a language model. Follow these instructions carefully:
1. Read the following crash test report: <crash_test_report> {crash_test_report} </crash_test_report>
2. Extract the test information from the head of the report. It should contain the following details: Test ID, PRJ ID,
Region, Test Name, Stage, Purpose
3. Create Q&A pairs based on the information provided in the report and the test information. The number of pairs
should be sufficient to cover the report’s content adequately. Follow these guidelines:

a. Focus on creating questions that a human would naturally ask about the crash test results, vehicle performance, or
safety implications.

b. Create a diverse set of questions covering different aspects of the crash test, such as test conditions, vehicle
performance, safety features, and results.

c. Ensure that all questions can be answered solely based on the information provided in the report and test
information.

d. Include a mix of factual questions and more analytical questions.
e. Avoid creating questions that require information not present in the report or test information.
f. Create meaningful and insightful questions that provide valuable information about the crash test and its results.
g. Write all questions and answers in Korean.
h. Incorporate the test information (Test ID, PRJ ID, Region, Test Name, Stage, Purpose) into your questions where

relevant, but don’t create questions that simply ask for this information directly.
j. When referring to the test in questions, use the following format: "[PRJ ID] [Region] [Stage] [Test Name]" (e.g.,

"HDC Domestic Proto 64kph Offset 40% (LH) Test"). Do not use phrases like "The 64kph Offset 40% (LH) test of the
HDC prototype conducted in Korea."

k. When referring to the region in questions, use "Domestic" instead of "Korea" and "North America (USA)" instead
of "USA."
4. Format your output as follows:

<qa_pairN>
<question> Write your N th question here</question>
<answer>Write the corresponding answer here</answer>

</qa_pairN>
5. Additional tips for creating meaningful questions:

a. Focus on questions that relate to vehicle safety, performance, and test outcomes rather than technical details of the
test setup.

b. Consider creating questions about specific safety features mentioned in the report and their effectiveness.
c. Include questions about the overall safety rating or performance of the vehicle, if such information is provided.
d. Ask about any notable findings or unusual results mentioned in the report.
e. Create questions that compare the results to safety standards or expectations, if such information is available.

6. Create questions that can be definitively answered based solely on the information provided in the crash test report
and test information. Do not include any information or assumptions that are not explicitly stated. Ensure that your
questions and answers are meaningful, insightful, and provide valuable information about the crash test and its results.
7. Before finalizing your Q&A pairs, review them to ensure they are diverse, meaningful, and directly relevant to the
crash test report and test information provided. Make sure that each question includes the Region and Test Name along
with the PRJ ID and Stage where appropriate, using the format specified in guideline 3j.
8. Use the following explanations for the test information components:

- Test ID: A unique test number used to distinguish tests (this number is rarely included directly in questions).
- PRJ ID: The name of the vehicle model (project name) under development.
- Region: The country where the crash test is conducted.
- Test Name: The type of crash test, such as frontal test or side test.
- Stage: The development stage.
- Purpose: The purpose of conducting the test.

9. The number of Q&A pairs you create should be flexible based on the content of the report. If the report contains a lot
of information, you may create up to 30 pairs. If the report has limited content, create fewer pairs, but ensure that all
relevant information from the report is covered in the Q&A sets. The goal is to adequately represent the report’s content
without creating redundant or overly similar questions.
10. In addition to the standard question-answer format, create some Q&A pairs using the following alternative format:

a. Ask about specific phenomena, results, or improvements mentioned in the report.
b. In the answer, specify which test produced these results or phenomena.
c. Use the following structure for these alternative Q&A pairs:

<question> Ask about a specific phenomenon, result, or improvement.</question>
<answer>[PRJ ID] [Region] [Stage] [Test Name] The phenomenon/result/improvement was observed during the

test. (Additional explanation) </answer>
Example:

<question> Has there been a case where moving the weld point location increased the survival space?</question>
<answer>In the HDC North America (USA) P2 60kph Side 90 (LH) IIHS test, a measure was implemented to

increase survival space by moving the weld point location. As a result, the survival space rating is expected to improve
from ’A’ to ’G’.</answer>
Generate your Q&A pairs now, following all the guidelines and instructions provided above. Include a mix of standard
and alternative format Q&A pairs to provide a comprehensive representation of the crash test report’s content.

Figure 13: Prompt used to generate Q&A pairs from a given chunk
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Figure 14: An example of a generated QA pair from the chunk, originally in Korean and translated into English.

Prompt

You are an evaluator tasked with ranking Korean generative model outputs based on three criteria: accuracy, fluency,
and helpfulness.

1. **Accuracy**: Evaluate how closely each response aligns with the given gold answer. Responses that are factually
correct and contain relevant information rank higher.

2. **Fluency**: Evaluate the quality of the language. Responses written in natural and grammatically correct Korean
rank higher. Responses with awkward phrasing, grammar mistakes, or written in other languages rank lower.

3. **Helpfulness**: Evaluate how effectively the response answers the question. Clear and informative answers rank
higher, while incomplete or overly verbose responses rank lower.
Instructions:
- Assign **ranks** (1 to 4) to the four responses (A, B, C, D), where 1 is the best and 4 is the worst.
- If two or more responses are equally good, assign them the same rank.
- Provide ranks in the following format:

A: [rank]
B: [rank]
C: [rank]
D: [rank]

Examples:
1. If all responses are equally good:

A: 1
B: 1
C: 1
D: 1

2. If A is the best, B and C are tied for second place, and D is the worst:
A: 1
B: 2
C: 2
D: 4

3. If all responses have distinct ranks:
A: 1
B: 2
C: 3
D: 4

Input:
Question: {question}
Gold Answer: {correct_answer}
A: {response_a}
B: {response_b}
C: {response_c}
D: {response_d}

Figure 15: Prompt used to compare answers from LLM-only models
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Prompt

You are tasked with evaluating two responses (A and B) generated by generative models for a given question and its
correct gold answer. Evaluate each response based on the following three criteria, and assign a score between 1 and 5
for each criterion:

1. **Accuracy**: How well does the response align with the gold answer without hallucination? Factual correctness
is essential.

2. **Helpfulness**: How helpful is the response in answering the question? A helpful response addresses the key
points clearly and avoids unnecessary content.

3. **Informativeness**: How informative is the response in addressing the question? An informative response
includes relevant details or additional context derived from the provided sources, enhancing the overall completeness
and clarity of the answer.
Instructions:
- Assign a score between 1 and 5 for each criterion (1: Poor, 5: Excellent).
- Provide only the scores for each aspect without any explanations.
- Use the following exact format to provide scores:

A_Accuracy: [ ]
B_Accuracy: [ ]
A_Helpfulness: [ ]
B_Helpfulness: [ ]
A_Informativeness: [ ]
B_Informativeness: [ ]

Input:
Question: {question}
Gold Answer: {correct_answer}
Response A: {response_a}
Response B: {response_b}

Figure 16: Prompt used to compare answers from LLM-only and RAG models

Prompt

You are an expert tasked with analyzing user questions, an answer split into sentences, and a list of 5 related chunks.
Your job is to identify the single most relevant chunk for each sentence based on sentence indices provided. Map the
segments to relevant chunks as follows:

Example:
sentence_idx [0,1,2]: chunk 0
sentence_idx [3,4]: chunk 3
sentence_idx [5]: chunk 4

Follow the format above and do not provide additional explanations.
Question: {question}
Answer: {Answer with sentence_idxs}
Documents: {chunks}

Figure 17: Prompt used for LLM reference matching
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Question: Were there cases where the body rating significantly decreased?
Model Top-1 Chunk Gold Chunk

—
Region: USA
Test Name: 64kph Small Overlap 25% (RH)
Stage: T-Car
Purpose: Evaluation of HDC Small Overlap Improve-
ments
—

Test Conditions
The table below compares the test conditions for the two
trials of HDC. In the second trial, the speed slightly in-
creased, the weight decreased, and the impact location
shifted.
...

Evaluation Results
The evaluation results indicate a decline in ratings between
the first and second tests.
Target: Overall rating - Good (G), Body rating - Good (G)
1st Test: Overall rating - G+0, Body rating - Acceptable
(A)
2nd Test: Overall rating - A+1, Body rating - Marginal
(M)
All other ratings, including restraint/dummy behavior and
passenger injuries, remained at "Good" (G) for both tests.
...

—
Region: USA
Test Name: 64kph Small Overlap 25% (RH)
Stage: Proto
Purpose: Development of GTC Proto Performance.
—

Body Deformation Analysis
The following table shows the deformation measurements
at various vehicle sections during a crash test. The red line
represents the evaluation model, while the blue line repre-
sents the baseline model (P2).Measurements are shown in
centimeters and are categorized into ’GOOD’, ’ACCEPT-
ABLE’, ’MARGINAL’, and ’POOR’ ratings.
...

Body Deformation Table
{Table}
The table provides a detailed breakdown of deformation
measurements for each section of the vehicle body.
The baseline model (P2) achieved an overall rating of ’G’
(Good), while the evaluation model received an overall
rating of ’A’ (Acceptable).
...

Figure 18: Comparison of Retriever Top-1 Result and Gold Chunk for the Question "Were there cases where the
body rating significantly decreased?". The blue text highlights the parts relevant to the question, demonstrating that
the top-1 retrieved chunk is as acceptable as the gold chunk.

Question: What differences are observed in the head acceleration graphs for the driver and passenger seats
during the HDC P9 60kph side 90° (LH) AEMDB test?

Model Top-1 Chunk Gold Chunk
—
Region: Europe
Test Name: 60kph Side 90° (LH) AEMDB
Stage: P9
Purpose: Performance evaluation of HDC P9
—

Driver Seat Head Acceleration Graph
{Table}
The graph illustrates the head acceleration of the driver
seat over time. The maximum acceleration reaches ap-
proximately 40G at 0.05 seconds, followed by a sharp
decline and subsequent fluctuations.
...

Passenger Seat Head Acceleration Graph
{Table}
The passenger seat head acceleration graph shows a de-
layed response compared to the driver seat. The maximum
acceleration is lower, at approximately 30G. While the
overall impact duration is similar, the acceleration pattern
differs slightly.
...

—
Region: Europe
Test Name: 60kph Side 90° (LH) AEMDB
Stage: P9
Purpose: Performance evaluation of HDC P9
—

Driver Seat Head Acceleration Graph
{Table}
The graph illustrates the head acceleration of the driver
seat over time. The maximum acceleration reaches ap-
proximately 40G at 0.05 seconds, followed by a sharp
decrease and subsequent fluctuations. ...

Passenger Seat Head Acceleration Graph
{Table}
The passenger seat head acceleration graph shows a de-
layed response compared to the driver seat. The maximum
acceleration is lower, at approximately 30G. While the
overall impact duration is similar, the acceleration patterns
differ slightly. ...

Figure 19: Comparison of Re-ranker Top-1 Result and Gold Chunk for the Question "What differences are observed
in the head acceleration graphs for the driver and passenger seats during the HDC P9 60kph side 90° (LH) AEMDB
test?". The blue text highlights the parts relevant to the question, demonstrating that the top-1 ranked chunk is as
acceptable as the gold chunk.
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Question: What was the material of the back beam used in the HDC P5 40kph slope 30 (RH) test?

Answer Segment 1
Sentence 1 The material of the back beam used in the HDC P5 40kph slope 30 (RH) test was aluminum.

Chunk 1
Sentence 2 This information can be found in the test conditions section.

Figure 20: An example where the question can be answered by referring to only a single chunk.

Figure 21: A screenshot of the user interface used for human evaluation to assess the retrieval & re-ranking phase.

Figure 22: A screenshot of the user interface used for human evaluation to assess the reliability of the RAG
evaluation with LLM.
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Figure 23: A screenshot of the user interface used for annotating the data to evaluate the reference matching task.
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