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ABSTRACT

The original softmax based ‘“all-to-all” attention mechanism in the extremely
successful transformer architecture computes the attention between N tokens
embedded in a D-dimensional head, in O(NN2 D) time and O(N?) memory. Several
linearly scaling attention mechanisms have been proposed over the seven years
since the transformer algorithm was proposed, to address the quadratic complexity
in N, and these “Linear” algorithms have been shown to achieve reasonable
training performance in the papers they were introduced in. Despite the fact
that most current LLM applications are trending towards processing larger token
sequences in context (increasing IV into the millions and beyond), and transformers
have helped create foundational models in diverse domains beyond language (e.g.,
image, video, and audio processing), the proposed linear mechanisms surprisingly
do not find wide usage, and moreover remain restricted to relatively small sized
problems. We address two possible reasons for this. The first is that many of
the proposed mechanisms, despite their linear complexity in IV, have practically
a relatively large memory footprint which is quadratic in D, which quickly fills
memory of available GPUs. We show the memory complexity can be reduced
by approaching calculations from a novel perspective in both the forward and
backward passes in training. A second reason is that techniques that accelerate
convergence, such as dropout, cannot be used during training in the current linear
algorithms. This is mitigated via an alternative dropout mechanism. Results and
comparison studies demonstrate the usefulness of the proposed approaches, while
maintaining the linear scaling in NV in both wall-clock time and memory usage.

1 INTRODUCTION

Transformers are the single deep learning architecture that underpin many recent successful applica-
tions in diverse fields such as natural language processing, speech, computer vision, biology, and
so on. Transformers incorporate a Softmax-based all-to-all “Attention" mechanism between the
input tokens |Vaswani et al.| (2017). While this has proven to be extraordinarly effective in learning
tasks, it has a time and memory complexity of O(N?D) and O(N?) respectively, where N is the
number of tokens and D the dimension per attention head. Efficient hardware implementation can
offer constant speedup, and significant memory reduction. A notable example is the widely used
FlashAttention-2 |Dao| (2023)), where the memory complexity is reduced to O(N D), but the time
complexity remains O(N“D). Given how the industrial models are shifting towards ever larger N
(~ 107 in current implementations), searching for a linearly scaling attention mechanism started
shortly after the introduction of the original paper.

Previous proposals for a linearly scaling attention mechanism used either Sparsified/localized Atten-
tion, or Kernel Separation. In the former, the all-to-all attention, and as a result long-range context
is not captured. In the former approach, all-to-all attention is not captured, resulting in a loss of
long-range context. While this may be effective in certain situations (particularly for approximations
during inference), it compromises the model’s ability to learn from larger sequence, which was the
goal in the first place. Kernel Separation, in contrast, successfully captures all-to-all attention and
has demonstrated promising results on small benchmarks. However, its major drawback is the high
memory consumption of O(N D?). This drawback has hindered its application in large language
models (LLMs), limiting researchers’ ability to study its effectiveness at scale. To put things in
perspective, with a memory consumption of O (N D?), TinyLlama-1.1B Zhang et al.|(2024b) would
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require 280GBE] of memory per batch. This makes the Kernel Separation approach impractical on
any production GPU unless the memory consumption is addressed.

We propose a new viewpoint for calculating Linear Attention, and show how the memory consumption
can be reduced to O(NN D). Using our method, the memory consumption of TinyLlama-1.1B with
Linear Attention is reduced to 2.2 GB memory. Our work does not introduce a new Attention
mechanism, and our focus is addressing the high memory consumption issue in the many linear
attention mechanisms proposed. Furthermore, since these methods do not explicitly calculate the
attention matrix, dropout cannot be applied. This is problematic given the robustness and accelerated
convergence that dropout offers. To address this, we introduce an alternative mechanism. In summary,
we make the following contributions:

¢ Reduce the memory consumption of Linear attention from O(N D?) to O(N D) (Section .
* Introduce an alternative mechanism to dropout (Section ).

2 BACKGROUND AND RELATED WORK

Notation: Bolded upper case letters, e.g., X indicate matrices, and bolded lower case letters x; and
x;,; the i-th row and the element at the i-th row and j-th column of X respectively. XJT denotes the

j-th row of X. Unbolded letters X, x, x;, xyk)l indicate scalars.

2.1 PRELIMINARIES: COMPUTING “VANILLA" ATTENTION

In vanilla attention, given a sequence of IV tokens, model dimension of C, H heads, and dimension
per head of D = C'/H, each head takes in three matrices Q, K, V € RV*P and gives an output
matrix O € RV*P_ The output is calculated using a matrix vector product (MVP) of the Attention
A with V as follows:

ZnNzl exp(q; - kn/VD)Vnj _ Zivzl f(di-kn)Vn 0
2521 eXp(qi-kn/\/E) Zﬁ;l f(qi-kn)

where f(x) is the attention kernel. Therefore, each head has a computational complexity of O(N2D).
The final output is given by concatenating outputs from each head, with a total O(N2C') computation.
We can apply a causal mask by changing Eq.[I]to

O = AV, A = Softmax (QK"), o;;=

0= trll(A)V, trll(A)w = {817_7'71_. ? , 0, ;= Zg:_ll f('?g knlzv)n,J . (2)
s J ? n=1 q;.-Kn

The softmax attention kernel of f(z) = exp(q - k/v/ D) could be changed. Any definite positive
convex function can substitute for the attention kernel, and several functions have been explored in
the literature.

2.2 RELATED WORK

The most successful approach to speedup the vanilla attention mechanism that has seen widespread
use is efficient hardware implementation and the use of analytical gradients. The most notable
such mechanism, which offers a constant speedup, and reduces memory consumption to O(N D) is
FlashAttention-2 |Daol (2023)), Dao| (2024)).

However, this method does not address the issue of quadratic cost of large context attention. Because
of this there is a lot of research on systems approaches to use multi-GPU systems, e.g., |Liu et al.
(2023).

The goal of this paper is to make sub-quadratic attention usable. Two common algorithm-based
approaches proposed in the literature for this are Kernel Separation, and Sparsification.

Context length N = 2048 tokens, head dimension D = 128, number of heads H = 16, number of levels
I =22: Memory= N x H x D? x 1 x 2 x 3 x 4. The x2 comes from having to store kernel coefficients for
the Query and Key transformations, the x3 from the automatic differentiation libraries overhead, and the x4 is
the Float-32 size in Bytes.
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Kernel Separation In this approach the attention kernel is chosen to be one that allows f(q;.k,,)
to be written as g(q;)” h(ky), where g(x) and h(z) are deliberately chosen R” — R”" functions.
The output can then be calculated as

Oi_j — g(ql)T Zg:l h(kn)vn’j , (3)

T gla)T Tz bk

which brings down the calculation complexity to O (/N D). Common choices of f(x) are a + bz (e.g.,
Katharopoulos et al.[(2020); Kasai et al.[(2021)); |[Zhang et al.| (20244); /Choromanski et al.[(2020); |Qin
et al.| (2022b)), a + bx + cx* Keles et al.[(2023); Banerjee et al.| (2020), with the coefficients either
as the Taylor expansion of the exponential or as learnable parameters. The most widely adopted
attention kernel is f(z) = a + bz, which is also known as Linear Attention. As previously mentioned,
Linear Attention has a computational complexity of O(N D) and a memory complexity of O(N D?).

Sparsification In this approach, we only calculate the Attention for a fixed number of keys for
each query. Common approaches consider keys with tokens that are spatially close-by to the query’s
token Zaheer et al.; |Zhou et al.; |Yu et al. (2023a); Beltagy et al.[(2020); |Han et al.|(2023), randomized
sampling Wiegreffe & Pinter| (2019), or taking advantage of locality aware hashing Kitaev et al.,
where the query and key vectors are hashed based based on their position in the D—dimensional
space, and attention is only calculated for the keys close to the query with this metric. However,
these approaches contradict the goal of capturing attention for a long sequence, as it only considers
limited token pairs. This is especially problematic for training.

There are works which that combine both of these approaches, where they calculate the exponential-
based kernel for a sparse number of query-key pairs, and separable-based kernel for the rest of the
tokens |Qin et al.|(2022a)).

Other Algorithmic Approaches Other approaches include assuming that the Attention matrix is
numerically low rank and derive a smaller matrix Wang et al., hierarchically packing the tokens Ma
et al.[ (2021)), using the Gaussian function as the Attention kernel and approximating it in linear
time (Chen et al.[(2021) or calculating the result of the Attention and the value matrix multiplication
using Fast Multipole Methods |[Nguyen et al|(2021)). Despite their novel approaches, these methods
have yet to be used in large context LLMs.

Non-transformer Models New learning architectures are also being proposed as an alternative to
Transformers. Recent ones which have generated considerable interest include Mamba |Gu & Dao,
Retentive networks [Sun et al., Hyena |Poli et al.| and CRATE |Yu et al.|(2023b). These approaches are
complementary to the factored attention kernels which are the focus of this paper.

3  MEMORY REDUCTION

We first discuss factorization of the attention kernel, which is the computational trick enabling
speedup. This enables the time and memory complexity of factorization based kernels can be reduced
both in the forward and backward passes. The derivation of the analytical gradient of the attention
head in this paper is a novel contribution, which allows us to reduce memory consumption. We show
these results for the linear attention kernel f(x) = a + bz, and demonstrate how to achieve time and
memory complexities of O(N D?) and O(N D). Our method can also be applied to the attention
kernel of f(z) = a + bx + cx?, which we show in Appendix @ and results in O(N D?) time and
O(N D) memory complexity.

3.1 SPEEDUP VIA FACTORIZATION

To show how Factorization speeds up computations, consider the MVP

a1b1 ay bQ a1b3 dl uy
(Lgbl a2b2 a2b3 X d2 = |U2 (4)
azbi agby  asbs ds u3
The naive method of calculating « would be
u; = a;bidy + a;ibadz + a;bsds, )
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with a total of 9 multiplications and 6 accumulations. Applying Factorization, we have
x = bidy + bada + b3d3, u; = a;x, (6)

reducing the operations to 6 multiplications and 2 accumulations. For an M x M with the same
structure, the number of operations reduces from O(M?) to O(M).

3.2 FORWARD PASS

Employing f(z) = a + bx as Attention kernel, the output matrix O can be broken down to matrix
multiplications in the form of Eq.[d] Specifically,

N Tk , £ .
_ 2n=1 f(ai kn) Vi 0, =  FecRV*P GeRV, %)

- ) )

Oij N nJ —
Zn:l f(qukn) 8i

where f; ; and g; are elements of F and G. Specifically, F and G are written as

p | AmKim ... Ch,mkN,m
= (a +b Z b )V ®)

=1 an,mKki,m - QN mKN.m

Ad1,mKim - drmKNm
- a +b Z : ) 1 ©9)

anN,mKkim - QN mKN,m

where 1 € RY is a vector of all ones; i.e.,
N D
fii=> <a +b Z Qimkn ,,) Vo, &i= <a +by qi,,,LkNﬂn> : (10)
n=1 n=1 m=1

Changing the summation orders we get

,J—azvn]+bzzqzmkNman7 gi —azl+bZZQkaN7rr (11

m=1n=1 m=1n=1

Applying Factorization we get

D D
1 2
fi=2"+ > dqimrl), gi=yD+ > qimy, (12)
m=1 m=1

where,

N N N
xg-l) = GZV"J’ 1’52 = bZkJ\ann’j7 y(l) =aN, yg) = bZka. (13)

n=1

We have thus demonstrated how to calculate the forward pass of Linear Attention with a compu-
tational complexity of O(N D?). However, when using a differentiable programming library such
as JAX or PyTorch, all operations must be tracked in the computational graph. Consequently, all
intermediate variables in Eq. need to be stored, resulting in a memory consumption of O(N D?).
See Appendix [B]on details for how the same memory reduction to the case of a causal mask.

3.3 BACKWARD PASS

By deriving the analytical gradient for linear attention, we can calculate the backward pass manually,
eliminating the need for differentiable programming libraries. As a result, we no longer need to store
intermediate values. However, the backward pass must also be calculated within this same complexity
of O(ND?). Let us denote q;.k; as s; ;, and write the attention and output as

N
0;; = Zai,nvn’j, a;, = Z,]in(ls}zizm) = f(zj), f(z) =a+bx (14)




Under review as a conference paper at ICLR 2025

Taking the derivative with respect to s; ;, we find as
Si,l
b (1 — ai_,j) l
N . VT
0a;, > om=1 f(8im) (15)
aSi,l b (—ai’j) # I
=N 5 "
2m=1J(8i,m)
0o; 8a2n b(vi; — SN A Vi i b
,J Z Vn,j = v Nznil i Vi) = f(Vl,j —0;;). (16)
054 0s; Yot f(Sim) gi
We now derive the part1al derivative with respect to Q, K,V
801‘ 004, 657 N/ 801 J Z;\il bkl r
: = — : 17
801“ Z 6q’L,T 837,’1 gi (VIJ 07,,]) ( )
801‘ j (r“)Sz D 601’ j bqi r
g , Jo_ T (v — 05 (18)
ok, , Okp, 0sip g (Vp.s i)
do; ; i
Oij _ a;, = f(s ,p). (19)
vy, gi

During the backward pass, given the gradient of the previous layer €2, the gradient of the Attention
head VW is calculated as follows

D N
0o; L. bk,
vq7 7“]:1 : aq J Ql ] - § : Zl; l) ( lvj 077]) 977.7 (20)

Vi, ¥ = ZZE)O” —Zzb‘*“ Vi — 0i7) i @1

=1 j=1 i=1 j=1
do; f(sip)
ve-Y S, oy Mulg, @)
Applying Factorization, the gradients can be calculated as
D D
Vo, ¥ =Y {af =820}, Vi, ¥ =3 {afiv,;—pK}, (23)
j=1 j=1
Vv, ¥=a) + Z{ﬂv ki, } (24)
where the o and [ are the factorized coefficients and are defined as
N N
= bki,viy, BE =) bk, (25)
=1 1=1
N N
afs = b, Quy, B =D baior; Uy, (26)
= =1
N N
af =3 auy, B =D b a. . 27)
1=1 1=1

Put into words, gradient of the output matrix O can be calculated by storing Q, K, V, O, and G;
resulting in a memory consumption of O(N D) elements. The time complexity is O(N D?) since
we perform O(D) operations for 1 < i < N, 1 < D < D in Eq.s[68}{70] which is the same time
complexity of forward pass. To implement custom gradients, we wrote the forward and backward
pass using CUDA. However, since the computations are MVP, and that MVP has a low memory reuse
rate, the calculations are memory bound. Therefore, we had to implement optimization tricks for
improved performance. Appendix [C|explains these tricks.
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4 ALTERNATIVE MECHANISM TO DROPOUT

Dropout helps with training transformers by randomly dropping out cells of the Attention matrix dur-
ing training, which prevents overfitting by reducing the co-adaptation of token pairs, thus improving
generalization performance on unseen data. However, since the Attention matrix is not explicitly
created in the approaches with linear time complexity, dropout cannot be applied. We propose the
following mechanism as an alternative to achieve the same end. Let us denote O and O as the output
with and without dropout applied. Then, we approximate O as

0;; ~ (1 —p)o;;(1+7v), »~N(0,p), p:dropout rate. (28)

During the training, we start with some dropout rate p, and gradually decrease it to 0. The intuition
behind this mechanism stems from applying the law of large numbers and the central limit theorem
when Q, K, and V follow a standard Gaussian distribution. For the Softmax-based Attention, dropout
is defined as replacing cells of the QK” Attention matrix with —oo with probability p, and then
taking the Softmax to derive the Attention matrix. The Attention matrix is then multiplied by V to
calculate O. Specifically, O can be written as

N ro
> ne1 ©xp(Qs kn/VD)Vnj — Zne{drop} exp(Qi-kn/VD)Vn; Mg — 77;:1]' p'

0;j = = el (29)
25:1 exp(qlkn/\/ﬁ) - Zne{drop} eXp(qlkn/\/ﬁ) Yi — 7? P
N
ij = exp(qikn/VD)vnj, 1P = Y exp(q;kn/VD)vnj, (30)
n=1 ne{drop}
N
Vi = Z exp(qik,/VD), ~¥P = Z exp(q.kn/VD). (31)
n=1 n€{drop}

As an experiment, let us assume that Q, K and V follow a standard Gaussian distribution, that is
Qij ~ N(O’ 1)7 li ~ N(07 1)7 Vij ~ N(Oa 1)- (32)

Lemma 4.1. (Multiplication of Gaussian Variables) Let X and Y be two independent random
variables following standard Gaussian distribution, i.e., X ~ N(0,1), Y ~ N(0,1). Then,
Z = XY follows a the difference of two Chi-Square distribution with degree of freedom 1.

Proof.
1 X+Y X-Y
XY =-(X4+Y)? - (X-Y)?); ——, —— ~N(0,1); 33
HEHYP = (X =¥)) S, S N ) (33)
1
Z=(X+Y)P = (X=Y)") =0 —¢ ¥ o~ (34)
Furthermore, using the results in Smith et al.| (2011)), we can write
9 1 1
where I'(p, 02) is some symmetric distribution with mean y and variance of o2, O
Using Lemma4.T] we write q;.k,, as
& 1
ikp = i , ~T(0 36
q le q;k ij (0,5)- (36)

Since w; are i.i.d and follows a symmetric distribution with a bounded variance, we can apply the
Central Limit Theorem for sufficiently large D, that is

\F _\fZ%“N (37)

@)}
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In practice D is 32 for small transformers, and can reach up to 512. Taking the exponential, we end

1
up with the log-Normal distribution with mean exp(z) and variance of 1, that is

eXp ( qi ~kn
VD

Lemma 4.2. (Kolmogorov’s Ly Strong Law of Large Numbers) Let X;|Y_| be a sequence of i.i.d.
random variables with a finite expected value pi. Then,
N

ngnoo ; X; — Nu  almost surely. 39

1
) ~ Log-Normal(0, 5) (38)

In practice, the number of tokens ranges from 512 for small benchmarks, and can reach up to 107.
Therefore, we can use Lemma to approximate v;, 72"? in Eq.[31|as

N
qi~kn 1 drop qi-kn 1
P = ex ~ N exp (=), g = ex ~ Npexp(-), (40)
o Z_:l P75 p(y): 7 > P50~ Npew ()
n= ne{drop}
where p is the dropout rate. Since V. ~ N(0,I), and that sum of Gaussian variables follows a
Gaussian distribution, we can use Lemmato approximate 7;, nfjr"p in Eq. as

2q2kn
41
=) @

N ak N N 20 k
Nij = exp (e ) Vpj = Ying ~ N(0, exp (——=")) =~ N(0, N exp (1)) (42)

T0! 1kn 2 an
n;ij P _ Z exp(q\/5 )Vnj = Z Ying ~ N (0, Z exp ( (\1/5 ). (43)

Wing ~ N(07 exp (

ne{drop} ne{drop} née{drop}
With these results acquired, we will now write the output with dropout o,; and without dropout 6,; as
drop
Mij = Mij ~ ij
Oij = ) (;rjop , 02.]. = @ (44)
Yi = Vi
Given 6,5, we write 0;; as
~ 5 Nii — ndrop ~ 5 77drop
- ’ g O iy _
0= ——g——— = LA (1- )~ (1-p)oy(1+v); 43
Yi — Y Mij Yi — Y Mij
Y ~ N(0,p). (46)

This mechanism can be viewed as adding noise to improve learning by preventing the model from
getting stuck in local minima, achieving a result similar to dropout. The concept of adding noise
to aid optimization is not new and has been widely employed in various areas. For instance, noise
is introduced in environment simulations for reinforcement learning [Pinto et al.|(2017); Peng et al.
(2018), in diffusion probabilistic models |Sohl-Dickstein et al.|(2015), and in deep networks in general,
where adding noise during gradient descent has been suggested to be beneficial Neelakantan et al.
(2015); Hu & Gerber] (2024).

5 EXPERIMENTS

The main contributions of the paper are reducing the memory consumption of Linear Attention and
an alternative mechanism to dropout. The expressibility of Linear Attention has been studied in
previous works [Zhang et al.| (2024a); |Qin et al|(2022a); Wang et al.; [Katharopoulos et al.| (2020);
Kasai et al.[(2021);|Qin et al.|(2022b)); Tay et al.. To confirm the scaling of time and memory of our
method, we perform the following experiments: i) We measure the time and memory for a single
forward pass of an attention layer in Section[5.1} and ii) for training an LLM in Section[5.2} iii) To
assess our alternative mechanism to dropout, we perform an ablation study using two benchmarks
in Section Our results are for the attention kernel of f(z) = a + bx with a, b = 1, but our
implementation supports any choice of a, b. We use an Nvidia RTX A6000 with 48 GB of memory
for all of our experiments, and the implementation details can be found in Appendix [D}
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5.1 TIME AND MEMORY SCALING

We refer to our implementation of Linear Attention as “Ours”, and the Kernel Separation approach
as “Kern. Sep.”. Figure shows the time and memory for a single forward pass for batch size of 32,
H =16,D = 32,and le? < N < 3¢5. The results are averaged over 1000 runs, and we’ve included
FlashAttention-2 Dao(2023)) as a point of comparison with the quadratic conventional algorithm. The
plots are in log-log scale, and the slopes show the order of dependency. Both the Kernel Separation and
our approach have time and memory scaling of O(N), whereas FlashAttention-2 scales with O(NN?).
However, it can be seen that our implementation has D x less memory consumption compared to the
Kernel Separation.

2Time Scaling vs Number of Tokens Memory Scaling vs Number of Tokens
10 X
—— Flash Attention T /,X
T 101 Kern. Sep. I
Q Q Ny
§ —-=-- Ours 2 10
= 10° =
= X E.D?
= 9
=10 > 100 .
2 5 —— Flash Attention
= 1072 GE) Kern. Sep.
/ = - 0Ours
1073 10-1
103 104 10° 0 103 104 10°
Number of Tokens [log scale] Number of Tokens [log scale]

Figure 1: Time and memory scaling on A6000 based on number of tokens. The "X" indicate OOM.

Figure 2] shows the time and memory under the same setting but with N' = 2000 and 32 < D < 5000.
Both the Kernel Separation and our approach have a time scaling of O(D?), and FlashAttention-2 has
a scaling of O(D). As for the memory, Kernel Separation scales with O(D?), whereas our approach
and FlashAttention-2 scales with O(D). In conclusion, our implementation has a time and memory

Time Scaling vs Dimension Per Head Memory Scaling vs Dimension Per Head
X X
10ty — Flash Attention 8 T ,/X
) Kern. Sep. ®
© ]
g 1001 ——=-- Ours 8’101
2 =
= o
—10-1
o 10 o
g 5‘100 —— Flash Attention
F 1072 £ Kern. Sep.
g = - Ours
107 103 107 103
Dimension Per Head [log scale] Dimension Per Head [log scalel

Figure 2: Time and memory scaling on A6000 based on dimension per head. The "X" indicate OOM.

scaling linear with N and D, whereas Kernel Separation has a memory scaling quadratic with D.
Our implementation can practically scale to larger contexts.

5.2 TRAINING AN LLM

To demonstrate that our claims hold in practice, we train an LLM on a small dataset. We chose Pythia-
14M Biderman et al.|(2023)) as our LLM, with a token length of N = 4096, and Tiny Stories Eldan
& Li|(2023)) as our dataset. We train the model using our implementation of Linear Attention, and
FlashAttention-2. The hyperparameters used are the same for our method and FlashAttention-2, and
more implementation details can be found in Appendix [D] Figure [3|shows the learning curves for
training loss. Our method has faster convergence, which can be attributed to its linear time scaling of
O(N), compared to FlashAttention-2’s quadratic scaling of O(N?). In conclusion, by reducing the
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memory cost, our method makes the use of Linear Attention in LLMs and large transformers feasible
while maintaining the O(N) time scaling.

5.3 DROPOUT ABLATION STUDY

To test the effectiveness of our alternative dropout mechanism introduced in Section[d], we perform
an ablation study using the Linear Attention on the Long Range Arena (LRA) Tay et al.| and Tiny
Stories |[Eldan & Li (2023)) datasets. The LRA benchmark is a suite of tasks designed to evaluate
the performance of Transformer models on sequences of extreme length. It includes a diverse set
of challenges such as text classification, document retrieval, and mathematical reasoning. The Tiny
Stories benchmark is a dataset designed to evaluate language models’ ability to generate coherent,
child-friendly short stories with simple vocabulary and structure. As shown in Table[I] adding noise
to mimic dropout has helped to improve expresivity of Lienar Attention in all cases. We’ve included
the results for Softmax-based attention (FlashAttention-2) with 0.2 dropout as a point of reference.

Learning Curve of Pythia-14M

. Linear
—— Flash Attention Softmax | Linear (alt. drop.)
' Ours ListOps | 3837 | 2855  42.76
E < Text 61.95 | 61.55 63.25
o8 ~  Retrieval | 80.69 | 65.38 78.21
8 Image 4057 | 38.47 42.76
=6 Pathfinder | 6526 | 50.04 66.67
8 Tiny
. Stories 3.59 3.74 3.66

0 200 400 600 800 1000
Time (s)

Figure 3 & Table 1: Figure 3 (left) shows the learning curve of training the Pythia-14M LLM using our method
and FlashAttetion-2. Table 1 (right) presents an ablation study comparing our proposed mechanism alternative
to dropout for Linear Attention, with Softmax-based attention results included as a benchmark. Our mechanism
improves the score in all cases. The score in LRA is accuracy%, and cross-entropy in Tiny Stories.

6 CONCLUSION

Transformers use a Softmax-based mechanism known as Attention, which has a quadratic scaling
with number of tokens taken in context. Many approaches have proposed subquadratic mechanisms
for both training and inference. This problem is particularly important since the current applications
are moving towards higher number of tokens, and training can only be done in large datacenter
scale systems. The search for a linearly scaling attention mechanism has become an important and
active area of research. One of the promising approaches is Linear Attention (Kernel Separation).
However, current implementations had very high memory consumption of O(N D?), where N is
the number of tokens and D the model dimension per head. This memory consumption makes
kernel separation impractical since even small transformers would require a high amount of memory
per batch. We present a solution to reduce the memory scaling of Linear Attention to O(N D). In
summary, we derive the analytical format of the attention layer gradient and calculate it in linear
time. By implementing this approach instead of relying on a differentiable programming library,
we eliminate the need to store the variables for the backward pass, and bring down the memory
consumption to O(N D). We provide the details of how to implement the forward and backward pass
using Factorization, and confirm the time and memory scaling of our implementation in context of an
attention layer and training an LLM. Furthermore, since Linear Attention does not directly compute
the attention matrix, dropout cannot be applied. Therefore, we have also introduced an alternative
mechanism to dropout, to mimic its effect, and confirmed our mechanism’s effectiveness through an
ablation study.
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A  POLYNOMIAL ATTENTION KERNEL

In Section 3{we showed how to calculate the forward and backward pass with O(IN D?) computations
and O(N D) memory for the attention kernel of f(x) = a 4 bz (Linear Attention). In here we show
how to calculate the forward and backward pass for the attention kernel of f(z) = a + bz + cx? with
O(N D?) computations and O(N D) memory.

A.1 FORWARD PASS

Employing f(x) = a + bz + cx? as the attention kernel, the output matrix can be broken down to
matrix multiplications in the form of Eq. 4] Specifically,

N Tk , £ .
_ Zn:l f(qz n)Vn,j R ﬂ’ Fc RNXD,G c RN, (48)

)

0,5 N i,]
Zn:l f(q?kﬂ) gZ

where f; ; and g; are elements of F and G. Specifically, F and G are written as

p | AamKim - d1mKNm
- (a +by N +
=1 qN Kl m - AN mKNm
p | dumkimaiiki o mkym kg
¢y S )V (49)
ml=1 1 qn mkiman, ki - aniknan Kk
p | AmKim . dimkym
= (a +b> R +
=L qNmkim - ANmKNm
p | dimkimariki - A mkym ik
c Z N )]1 (50)
ml=1qn mkiman ki - an ik san kv
where 1 € RY is a vector of all ones; i.e.,
N D D
fi ;= Z a+ bzqz‘,mkmm +c Z i, mKN,m i kN | Vg, (51D
n=1 m=1 m,i=1
N D D
gi= Z a+b Zqi,mkN,m +c Z QimKN,m i kN | - (52)
n=1 m=1 m,i=1

Changing the summation orders we get

,j — G’Zvn,j + b Z Z qi, mkN ,mVn,j +c Z Z% mkN mdi, lkN AVn g, (53)

m=1n=1 m,l=1n=1
-_aZHbZqukMH Z Zszkqu”kNl (54)
m=1n=1 m,l=1n=1

Applying Factorization we get

m,l=1 m,l=1

(55)

13

D
f; i = .13(1) + Z q; mxgm + Z Ai,m i lxgn)zl’ gi + Z qs, my(2) + Z qi,mqi,lys)

IR



Under review as a conference paper at ICLR 2025

where,
N N N
n=1 n=1
yD =aN, y?=p Z Knyms Y] =0 Z KN, mKN 1 (57)

See Appendix [B]for details on how to apply causal mask.

A.2 BACKWARD PASS

Let us denote q;.k; as s; ;, and write the attention and output as

= Z AinVnj, Qin = ZNf(S}Zi ) = f(:j), f(z)=a+bx+cx® (58)
m=1 i,m 4

Oi,j

Taking the derivative with respect to s; ;, we find 3 as
Si,l
b+ 2cs;
#(1 —a;)n=1I
aai,n _ Zm:l f(s%m) (59)
651»,[ b+ 2c Sil !
et () #
Zm 1 f(sb m)
00, ; 8am b+2cs;; bJrQCs“
: N77 a; nvn,] e (Vl,j - Oi,j)- (60)
aSi,l Z 831 Zm:l f(827m) Z gi
We now derive the partial derivative with respect to Q, K,V
N N
8Oi7j _ 05 8oi7j _ lel(b—f— 203i7l)k17r (Vi —05,) 61)
iy = Oqi, Osiy g 7 7
0o; j 0s; p 0o; j (b + 2cs; p)Qi r
g o Doip 90ig 2N (g, — oy (62)
81{1)77« 8kw 8si,p g ( p-d J)
601 7 f(S, p)
— =a;, = "—"". 63
v, a;p z (63)
(64)

During the backward pass, given the gradient of the previous layer €2, the gradient of the Attention
head VW is calculated as follows

Oo; b+ 2csi )k,
V., ¥ = Z 9q 10 Z i z L (Vij —0i;) Qi (65)
801 b + 2c S qz r
ZZ Do, =y > U2, o o, )
=1 j= 1 p,7 =1 j=1
N N
601' 1 S
Ve, U= =0, =% il ,’p) Qi; (67)
i=1 ALY - 8
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Applying Factorization, the gradients will be calculated as

D D
Va, ¥ = {a = BLoi;+ > (42, — €% 0i)im} Qi (68)
j=1 m=1
D D
Vi, , ¥ = Z{%{(j vij— B+ Z (Vs Vig = Chnj ) Kim } (69)
j=1 m=1
D D
vVi.le’ = Oé;-/ + Z{ﬁr‘g ki,r + Z Vym]w kiﬂ') ki,m}- (70)
j=1 m=1

where the «, 3, v and ( are the factorized coefficients and are defined as

N N
ad =Y bk, vy, BY =) bk, 71)
=1 =1
N N
1oy = D20k kimVigs (=D 2¢kikim (72)
=1 =1
N N
041{5' = qul,r Qi j, 55 = qul,r 05, 2 5, (73)
=1 =1
N N
Vi =D 20, dim gy Gy =D 20qur Qum 015 (74)
=1 1=1
N N N
oj = Zanl’j’ By = Zb’ A gy Ve = Z%QM Am (75)
=1 =1 =1

B APPLYING CAUSAL MASK

For the sake of space, we only show the process for applying causal mask for the attention kernel of
f(x) = a + bx + cx?. To apply the causal mask for Linear Attention (f(x) = a + bx), we merely
need to set ¢ = 0 in the equations below.

To apply causal mask, we change Eq. [48|to

ij = e f(qiTk“)v”’j, 0, ==L FeRVP GeR", (76)
> onet f(al kn) gi
where F and G are
% D D
fij = Z(a +b Z QimKnm + ¢ Z qimknmqilknl)vnja )
n=1 m=1 m,l=1
% D D
n=1 m=1 m,l=1

where we changed the first summation range. Changing the summation orders and applying Factor-
ization we get

D D
fij = xgl) + Z qi'rnxg‘i);, + Z Cliinléiip (79)
m=1 m,l=1
D D
3
g =1+ > amy? + D dimaay's, (80)
m=1 m,l=1
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where,

(1) _ 1 _ (1)
Ty =avij, Ty —xi_lj—l—avm

(2) 2 _ .2

Tijm = bklmvlj7 Lijm = Li—1jm + bkimvij7
® = G _ .6
Tijml = Cklmkllvlj’ Liiml = Ti1jml + Ckimkilvija (81)

= a'ia ygr)L = bklma yz(rgrz = yz(z)lm + bkzma

ysy)ﬂ = ckinkyy, yz(izl = ygi)lm[ + ckimki. (82)

1
o

C CUDA IMPLEMENTATION

To implement custom gradients, we wrote the forward and backward pass of the Attention head in
CUDA. As a reminder, the matrices Q, K, V, O are 4-dimensional tensors with dimensions batch,
Attention heads, tokens, and dimension per head. We parallelized our code within the batch, heads,
and dimension per head, meaning we lunch a total of B x H x D threads. For a CUDA code to
be efficient, the number of threads should be either an integer multiple of number of CUDA cores
(hardware dependant), or be much bigger. For small benchmarks, we have B > 32, H > 8, D > 32
resulting in launching 8, 192 threads. For comparison, the NVIDIA A100 GPU has 6,912 CUDA
cores, meaning this method of parallelization is sufficient for reaching maximum parallelization, even
for small benchmarks. Note that it is not efficient for the calculations to be parallelized within the
tokens dimensions, since in the case of Attention with casual mask, the factorized coefficients for
each token is calculated with respect to the previous token’s, as shown in Eq.

Since the computations are MVP, and that MVP has a low memory reuse rate, the calculations are
memory bound. To alleviate this issue, we take advantage of shared memory. Shared memory, is
cache-like memory, which means it has a much lower read/write time but has a very limited capacity
(in order of 100 KB for each thread-block). As the name suggests, shared memory is shared between
the threads within each thread-block. The first trick we implement is to use all of the threads within
a thread-block to fill the shared memory, and then each thread can use all of the loaded data. To
elaborate, assume we have thread-block of n threads, and c variables are needed by each thread.
Assume accessing the global and shared memory takes ¢, and ¢, seconds for each variable, where
ty >> ts. Without the trick, the time needed would be ¢ X t, since each thread accesses global

. . . . . . c c
memory c times for the calculations. However, using the trick, the time will be — x ¢, + (c+ =) x ts
n n

. c .
since each thread accesses the global and shared memory — times to fill the shared memory, and
n
accesses the shared memory c times for the calculations.

Even by using shared memory, the calculation are memory bound. Therefore, we shape the calcula-
tions in a way to take advantage of the available registers within each thread. Registers have a much
lower read/write time compared to shared memory memory, but has limited availability (less than 1
KB per thread). Registers are useful when a variable needs to be updated many times within each
thread. Instead of accessing this variable from shared memory, the thread stores and updates it locally,
and writes it in shared memory when done. To elaborate, assume accessing the shared memory and
register takes ¢4 and ¢,- seconds for each variable, where t; >> t,., and that a variable needs to be
updated d times. The time without and with using this trick will be d X t5 and ts 4 d X t,- respectively.

D EXPERIMENT IMPLEMENTATION DETAILS

D.1 DETAILS OF SECTION 5.2

We have used the LitGPT Al (2023) framework to implement and train our Pythia-14M LLM |Bi;
derman et al.|(2023)). The training was done using the Tiny Stories dataset|Eldan & Li| (2023)) with
FlashAttention-2 ? (Softmax-based attention) and our method (Linear Attention). The token length is
4096, and the hyperparamters are the same for both of the implementations, and both implementations
use RoPE |Su et al|(2024). The precision is Float-32, and the learning rate is 1e 3. The epoch count
and batch size is 1 and 25, and dropout rate is 0.2 (see Section 4] for details on how we mimic dropout
for Linear Attention).
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D.2 DETAILS OF SECTION 5.3

The Softmax is implemented using FlashAttention-2, and dropout is applied.

Benchmark Embedding  Num Num Learning Dropout

Dimension Layers Heads Rate Rate
LRA | 64 2 2 7e? 0.1
Tiny Stories | 128 6 4 le=3 0.2

Table 2: We used the standard LRA model configuration (number of layers, embedding dimension, etc.) as
required for each of the LRA tests. For Tiny Stories, we used Pythia-14M.
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