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Abstract

Aspect Sentiment Triplet Extraction (ASTE)
is a burgeoning subtask of fine-grained sen-
timent analysis, aiming to extract structured
sentiment triplets from unstructured textual
data. Existing approaches to ASTE often com-
plicate the task with additional structures or
external data. In this research, we propose
a novel tagging scheme and employ a con-
trastive learning approach to mitigate these
challenges. The proposed approach demon-
strates comparable or superior performance
in comparison to state-of-the-art techniques,
while featuring a more compact design and
reduced computational overhead. Notably,
even in the era of Large Language Models
(LLMs), our method exhibits superior efficacy
compared to GPT 3.5 and GPT 4 in a few-
shot learning scenarios. This study also pro-
vides valuable insights for the advancement
of ASTE techniques within the paradigm of
LLMs.

1 Introduction

Aspect Sentiment Triplet Extraction (ASTE) is
an emerging fine-grained1 sentiment analysis
task (Pontiki et al., 2014, 2015, 2016) aimed at
identifying and extracting structured sentiment
triplets (Peng et al., 2020), defined as (Aspect,
Opinion, Sentiment), from unstructured
text. Specifically, an Aspect term refers to
the subject of discussion, an Opinion term
provides a qualitative assessment of the Aspect,
and Sentiment denotes the overall sentiment
polarity, typically taken from a three-level scale
(Positive, Neutral, Negative). For
instance, consider the sentence: “The battery life
is good, but the camera is mediocre.” The ground
truth result is {(battery life, good,

1Generally, sentiment analysis can be based on three lev-
els, namely, document-based, sentence-based, and aspect-
based (Jing et al., 2021).

Sentence:

(Bob Dylan, great, Positive);
(rocker, great, Positive);
(CDs, broken, Negative).

Triplets:

Bob Dylan is a great rocker but broken CDs .

POS. POS. NEG.

Figure 1: An example for the ASTE task illustrat-
ing Aspect terms in purple, Opinion terms with
Negative sentiment in blue, and Opinion terms
with Positive sentiment in orange.

Positive), (camera, mediocre,
Neutral)}. Figure 1 illustrates another ex-
ample. Recent methods (Wu et al., 2020b; Jing
et al., 2021; Chen et al., 2022; Zhang et al., 2022;
Liang et al., 2023) commonly utilize Pretrained
Language Models (PLMs) to encode input text.
The powerful representational capacity of PLMs
has greatly advanced the performance in this
field, yet there is a tendency to employ complex
classification head designs and leverage informa-
tion enhancement techniques to achieve marginal
performance improvements.

In this work, we attribute the current challenges
in ASTE to two main factors: 1) the longstand-
ing overlook of the conical embedding distribu-
tion problem and 2) imprudent tagging scheme de-
sign. We critically examine the conventional 2D
tagging method, commonly known as the table-
filling approach, to reassess the efficacy of tagging
schemes. Highlighting the critical role of tagging
scheme optimization, we delve into what consti-
tutes an ideal scheme for ASTE. We analyze the
advantages of the full matrix approach over the
half matrix approach and decompose the labels in
the full matrix into 1) location and 2) classifica-
tion. Thanks to this, we come up with a new tag-
ging scheme with a minimum number of labels to
effectively reduce the complexity of training and
inference. Moreover, this tagging scheme can be



well aligned with our novel contrastive learning
mechanism. To the best of our knowledge, this
is the first formal analysis of the tagging scheme
to guide a rational design and the first attempt to
adopt token-level contrastive learning to improve
the PLM representations’ distribution and facili-
tate the learning process.

The contributions of this work can be summa-
rized as follows:

• We offer the first critical evaluation of the 2D
tagging scheme, particularly focusing on the
table-filling method. This analysis pioneers
in providing a structured framework for the
rational design of tagging schemes.

• We introduce a simplified tagging scheme
with the least number of label categories
to date, integrating a novel token-level con-
trastive learning approach to enhance PLM
representation distribution.

• Our study addresses ASTE challenges in the
context of LLMs, developing a tailored in-
context learning strategy. Through evalua-
tions on GPT 3.5-Turbo and GPT 4, we es-
tablish our method’s superior efficiency and
effectiveness.

2 Method

Figure 2 presents our framework. Essentially,
our method contributes by two aspects: 1) a
contrastive-learning-enhanced PLM encoder and
2) a minimalist tagging scheme. Appendix Al-
gorithm 1 further delivers a pseudo-code for the
training process of our proposed framework.

2.1 The Contrastive-learning-enhanced PLM
Encoder

Note that a representation distribution satisfying
alignment and uniformity is linearly separable
(Wu et al., 2023) and facilitates the classifica-
tion. Thereby, contrastive learning boosts repre-
sent learning by improving the alignment and uni-
formity of the representations (Wu et al., 2023).
However, recent investigations indicate that rep-
resentation distributions in pretrained models of-
ten diverge from these expectations. Liang et al.
(2021) computed similarities for randomly sam-
pled word pairs, revealing that word embeddings
in an Euclidean space cluster within a confined
cone, rather than uniformly distributed.

The motivation to adopt contrastive learning is
hence to improve the distribution of representa-
tions output by PLMs. The core idea lies in that,
after fine-tuning on a specific task, the PLM en-
coder should embed words with similar roles to
distribute closer and drive the different ones to be
farther.

Given the input sentence S and pretrained
model Encoder , it outputs the hidden word em-
beddings H|H|:

H|H| = Encoder(S|S|), (1)

where H|H| = (h1, h2, ..., h|H|). Note that, |H|
represents the number of tokens H, which is not
necessarily equal the number of words S.

Inspired by (Schroff et al., 2015), we 1) take the
Euclidean distance as a negative metric on the sim-
ilarity and 2) introduce a margin d to enforce the
gap between two similar hidden word representa-
tions, that is, stop pulling Hi and Hj closer when
there is ∥Hi −Hj∥2 ≤ d (avoiding similar rep-
resentations from squeezing too much with each
other).

So, the metric of similarity is

Simi,j = Sim(Hi,Hj) = −∥Hi −Hj∥2 (2)

Hence, the similarities Simi,j , i, j ∈
{1, 2, ..., |H|} forms a similarity matrix
Sim|H|×|H|.

To make the representations closer among to-
kens within the same class and farther between
that of different classes, while keeping a margin
of d, we can simply maximize Simi,j if Hi and Hj

shares the same class and else minimize Simi,j .

Defining a matrix M|H|×|H|, it controls whether
to pull (closer) or push (farther) between the hid-
den representation of words, that is, the “Con-
trastive Mask” used to calculate the contrastive
loss. In Figure 2, it is the left-side strict upper-
triangle matrix in blue, orange and grey2.

2The meaning of colors: The blue cell means that on this
cell the row representation is in a different class from the col-
umn representation, and the orange cell means that with same
class.
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=
∑

(Hi,Hj)+

max{∥Hi −Hj∥2 , d}

−
∑

(Hi,Hj)−
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=

|H|∑
i=1

|H|∑
j=i+1

max{Sim(Hi,Hj), d} ·Mi,j .

=

|H|∑
i=1

|H|∑
j=1

(
max{Sim|H|×|H|, d} ◦M|H|×|H|

)
i,j

(3)

where ◦ is a notation for the Hadamard product
(Horn, 1990).

Figure 3 depicts the workflow of our con-
trastive learning strategy and showcases the detail
of M|H|×|H|. Note that for the purpose of con-
trastive learning, the order of each pair of words
is redundant, so using the strict upper matrix is
enough and we mask the lower triangle.

Noteworthily, a PLM encoder, like BERT, en-
codes the same word input to different vector rep-
resentations when the context is different. For ex-
ample, suppose two sentences, 1) “I really just
like the old school plug-in ones”, and 2) “The
old school is beautiful”. Explicitly the “school”
should be labelled as Aspect in the former case
whilst as Opinion in the latter. For these cases, a
well-learned PLM encoder will encode the unique
word “school” into different representations ac-
cording to the context. This characteristic allows

for the direct application of contrastive learning to
the hidden word representations without worrying
about contradiction.

2.2 The Minimalist Tagging Scheme
Rethinking the 2D tagging scheme:
Lemma 1. Specific to the ASTE task, when we
take it as a 2D-labeling problem, we are to 1) find
a set of tagging strategies to establish a 1-1 map
between each triplet and its corresponding tagging
matrix. See the proof in Appendix Proof 1.
Lemma 2. In a 2D-tagging for ASTE, at least
three basic goals must be met: 1) correctly iden-
tifying the (Aspect, Opinion) pairs, 2) cor-
rectly classifying the sentiment polarity of the pair
based on the context, and 3) avoiding boundary
errors, such as overlapping3, confusion4, and con-
flict5. See the proof in Appendix Proof 2.
Theorem 1. From insight of the above lemmas,
it can be concluded that using enough (that is,
following the 1-1 map properties in Lemma 1, as
well as avoiding the issues in Lemma 2) labels will
make it a theoretically ensured tagging scheme.
Assumption 1. Ceteris paribus, for a specific clas-
sification neural network, the fewer the number

3It occurs when one single word belongs to multiple
classes in different triplets.

4It occurs when there is a lack of location restrictions so
that multiple neighbored candidates can not be uniquely dis-
tinguished.

5It occurs when one single word is composed of multiple
tokens, and the predict gives predictions that are not aligned
with the word span.
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Figure 3: A more detailed illustration of our contrastive learning mechanism.

of target categories, the easier it is for the net-
work to learn. This is a empirical and heuris-
tic assumption, for the reasonable consideration of
Simplification of Decision Boundaries (Hinton and
Salakhutdinov, 2006) and Enhancement of Train-
ing Efficiency (less parameters).

Combining Theorem 1 and Assumption 1,
fewer yet enough labels can be heuristically better
solution with theoretical guarantee.

With the above knowledge, our tagging scheme
employs a full matrix (illustrated as Figure 4) so
that rectangular occupations in its cells indicate
respective triplets, where each of the rectangles’
row indices correspond to the relative Aspect
term and the column indices correspond to the
Opinion. Hereafter, this kind of labels can be
taken as a set of “place holder”, which is obviously
a 1-1 map meeting Lemma 1.

To further satisfy Lemma 2, we introduce an-
other kind of labels, “sentiment & beginning tag”.
This set of labels specializes in recognizing the
top-left corner of a “shadowed” area. Mean-
while, it takes a value from the sentiment polar-
ity, i.e. Positive, Neutral, Negative.
This tagging is crucial to both identify the begin-
ning of an triplet and label the sentiment polarity.

Figure 4 shows a comprehensive case of our tag-
ging scheme, in which the left matrix is an appear-
ance of our tagging scheme, and it can be decom-
posed into two separate components. The middle
matrix is the first component, which takes only
one tag to locate the up-left beginning of an area,
and the second component simply predicts a bi-
nary classification to figure out the full area.

Note that, this design benefits the tagging
scheme’s decode process. By scanning across
the matrix, we only start an examination function
when triggered by a beginning label like this, and

then search by row and column until it meets any
label except a “continued” (“CTD”), which satis-
fies Lemma 2.

Thanks to the above design, the ASTE task is
well addressed with ONLY employing a simple
classification head as follows:

H1 = LinearClsHead(Hcontrasted)

H3 = LayerNorm(H2)

Tagpred = GELU(H3)

(4)

3 Experiments

3.1 Implementation Details

All experiments were conducted on a single RTX
2080 Ti. The best model weight on the develop-
ment set is saved and then evaluated on the test
set. For the PLM encoder, the pretrained weights
bert_base_uncased and roberta_base
are downloaded from (Wolf et al., 2020). GPT 3.5-
Turbo and GPT 4 are implemented using OpenAI
API (OpenAI, 2024). The learning rate is 1×10−5

for the PLM encoder, and 1× 10−3 for the classi-
fication head.

3.2 Datasets

We evaluate our method on two canonical ASTE
datasets derived from the SemEval Challenges
(Pontiki et al., 2014, 2015, 2016). These datasets
serve as benchmarks in the majority of Aspect-
based Sentiment Analysis (ABSA) research. The
first dataset, denoted as D1, is the Aspect-oriented
Fine-grained Opinion Extraction (AFOE) dataset
introduced by (Wu et al., 2020a). The second
dataset, denoted as D2, is a refined version by
(Xu et al., 2020), building upon the work of (Peng
et al., 2020). Further details are provided in Table
5.
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3.3 Baselines

We evaluate our method against various tech-
niques including pipeline, sequence-labeling,
seq2seq, table-filling and LLM-based approaches.
Detailed descriptions for each method can be
found in the Appendix Table 8.

3.4 Performance on ASTE Task

We evaluate ASTE performance using the widely
accepted (Precision, Recall, F1) met-
rics. The result on dataset D2 can be found in
Table 1 and on D1 is presented in Appendix Ta-
ble 7. The best results are indicated in bold, while
the second best results are underlined. Our pro-
posed method consistently achieves state-of-the-
art performance or ranks second across all eval-
uated cases.

Significantly, on dataset D1, proposed method
achieves a substantial improvement of 3.08% in
F1 score on the 14Lap subset. This improvement
is particularly noteworthy considering that the best
score on this dataset is the lowest among all the
datasets, showcasing our ability to effectively han-
dle challenging instances. Moreover, on the 14Res
subset, our F1 score surpasses 76.00+, which, to
the best of our knowledge, is the highest reported
performance.

Turning to dataset D2, our method outperforms
all state-of-the-art approaches by more than 1 per-
centage point on the 14Res, 14Lap, and 16Res
subsets. Only on the 16Res subset, the BDTF
method (Zhang et al., 2022) achieves a slightly
better performance.

On both datasets, our approach overwhelms
GPTs’ substantially, indicating that our proposed
method keeps advancement in the LLM era. Ap-
pendix Table 9 showcases more interesting facts
of GPT’s performance.

We highlight that we evaluate our method
against LLM-based approaches in zero-shot and
few-shots cases, which could be blamed for not
adopting a full parameter fine-tuning. Neverthe-
less, our evaluation of GPT models on ASTE tasks
stems from curiosity about the processing capabil-
ities of large language models, which is believed
to be a common interest in the ASTE community,
where the full parameter fine-tuning may result in
catastrophic forgetting (Lin et al., 2024) (which is
unaffordable in a specific task like ASTE) and is
left for future research efforts.

3.5 Performance on Other ABSA Tasks

Our method can also effectively handle other
ABSA subtasks, including Aspect Extraction
(AE), Opinion Extraction (OE), and Aspect Opin-
ion Pair Extraction (AOPE). AE aims to extract
all the (Aspect) terms, OE aims to extract all
the Opinion terms, and AOPE aims to extract all
the (Aspect, Opinion) pairs from raw text.
The results for these tasks are presented in Table
6 in the Appendix, where our method consistently
achieves best F1-scores across nearly all tasks.



Methods
14Res 14Lap 15Res 16Res

P R F1 P R F1 P R F1 P R F1

Pipeline
Two-stage♮ (Peng et al., 2020) 43.24 63.66 51.46 37.38 50.38 42.87 48.07 57.51 52.32 46.96 64.24 54.21

Li-unified-R+PD♯ (Peng et al., 2020) 40.56 44.28 42.34 41.04 67.35 51.00 44.72 51.39 47.82 37.33 54.51 44.31

Sequence-tagging
Span-BART (Yan et al., 2021) 65.52 64.99 65.25 61.41 56.19 58.69 59.14 59.38 59.26 66.60 68.68 67.62

JET (Xu et al., 2020) 70.56 55.94 62.40 55.39 47.33 51.04 64.45 51.96 57.53 70.42 58.37 63.83

Seq2seq
Dual-MRC (Mao et al., 2021) 71.55 69.14 70.32 57.39 53.88 55.58 63.78 51.87 57.21 68.60 66.24 67.40
BMRC† (Chen et al., 2021a) 72.17 65.43 68.64 65.91 52.15 58.18 62.48 55.55 58.79 69.87 65.68 67.35

COM-MRC (Zhai et al., 2022) 75.46 68.91 72.01 62.35 58.16 60.17 68.35 61.24 64.53 71.55 71.59 71.57
Triple-MRC (Zou et al., 2024) - - 72.45 - - 60.72 - - 62.86 - - 68.65

Table-filling
GTS (Wu et al., 2020a) 67.76 67.29 67.50 57.82 51.32 54.36 62.59 57.94 60.15 66.08 66.91 67.93

Double-encoder (Jing et al., 2021) 67.95 71.23 69.55 62.12 56.38 59.11 58.55 60.00 59.27 70.65 70.23 70.44
EMC-GCN (Chen et al., 2022) 71.21 72.39 71.78 61.70 56.26 58.81 61.54 62.47 61.93 65.62 71.30 68.33

BDTF (Zhang et al., 2022) 75.53 73.24 74.35 68.94 55.97 61.74 68.76 63.71 66.12 71.44 73.13 72.27
STAGE-1D (Liang et al., 2023) 79.54 68.47 73.58 71.48 53.97 61.49 72.05 58.23 64.37 78.38 69.10 73.45
STAGE-2D (Liang et al., 2023) 78.51 69.3 73.61 70.56 55.16 61.88 72.33 58.93 64.94 77.67 68.44 72.75
STAGE-3D (Liang et al., 2023) 78.58 69.58 73.76 71.98 53.86 61.58 73.63 57.9 64.79 76.67 70.12 73.24

DGCNAP (Li et al., 2023) 72.90 68.69 70.72 62.02 53.79 57.57 62.23 60.21 61.19 69.75 69.44 69.58

LLM-based
GPT 3.5 zero-shot 44.88 55.13 49.48 30.04 41.04 34.69 36.02 53.40 43.02 39.92 57.78 47.22
GPT 3.5 few-shots 52.36 54.63 53.47 29.91 36.04 32.69 45.48 61.44 52.01 49.50 67.12 56.98
GPT 4 zero-shot 32.99 38.13 35.37 17.81 22.55 19.90 27.85 37.73 32.05 32.17 43.00 36.80
GPT 4 few-shots 47.25 49.20 48.20 26.04 33.64 29.35 39.94 51.13 44.85 43.72 54.86 48.66

Ours
ContrASTE 76.1 75.08 75.59 66.82 60.68 63.61 66.50 63.86 65.15 75.52 74.14 74.83

Table 1: Experimental results on D2 (Xu et al., 2020). The best results are highlighted in bold, while the second
best results are underlined.

Models
D1 D2

14Res 14Lap 15Res 16Res 14Res 14Lap 15Res 16Res

ContrASTE 76.00 64.07 65.43 71.80 75.59 63.61 65.15 74.83

w/o. RoBERTa 74.12 63.18 62.95 69.41 72.66 62.15 63.25 70.71
∆F_1 -1.88 -0.89 -2.48 -2.39 -2.93 -1.46 -1.90 -4.12

w/o. contr 72.61 61.94 58.14 68.16 71.72 61.49 58.11 68.03
∆F_1 -3.39 -2.13 -7.29 -3.64 -3.87 -2.12 -7.04 -6.80

w/o. tag 67.78 54.98 60.75 62.62 65.83 54.98 58.73 67.63
∆F_1 -8.22 -9.09 -4.68 -9.18 -9.76 -8.63 -6.42 -7.20

Table 2: Ablation study on F1, where “w/o. RoBERTa”
denotes “Replace RoBERTa with bert-base-uncased”,
“w/o. contr” denotes without the contrastive learning
mechanism, and “w/o. tag” denotes “replace our tag-
ging scheme with a baseline”.

4 Analysis

4.1 Ablation Study

Encoder. In the ablation experiment part, by re-
placing RoBERTa by BERT, The results obtained
declined slightly while still yield most other meth-
ods.
Contrastive Learning. First, we deactivating the
contrastive mechanism in our method (denoting
“w/o. contr”) by setting the coefficient of the con-
trastive loss to 0. The results in Table 2 illustrate a
significant F1-score decrease of 0.22 ∼ 2.93%.
Tagging Scheme. Third, we substitute our pro-

posed scheme with the conventional GTS tagging
scheme (Wu et al., 2020a), which results in a sig-
nificant performance decline (Table 2) by 1.46 ∼
6.14%. This indicates that the contrastive learn-
ing methods, within our framework, is of strong
reliance on an appropriate tagging scheme. This
reinforces the effectiveness of our straightforward
yet impactful tagging scheme.

4.2 Effect of Contrastive Learning
In Appendix Figure 5 an example is shown of
how contrastive learning has improved the rep-
resentation, where the left subplot is the tokens
output by RoBERTa without contrastive learn-
ing, and the right one is with contrastive learn-
ing. Note that the Principal Component Analy-
sis (PCA) (Maćkiewicz and Ratajczak, 1993) is
adopted to reduce the dimensions of the vectors
to 2.

4.3 Efficiency Analysis
Table 3 shows an efficiency analysis, where our
method is in significantly higher efficiency. While
our approach demonstrates efficient management
of memory and parameter utilization, surpassing
other methods in terms of runtime performance, it
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Figure 5: A plot of the hidden word representation, where the dimension is reduced to 2 for convenience of display.
“Pretrained” means the model with official released version of weights. “Finetuned” means the model is a finetuned
version on ASTE task for certain epochs. “w/o. cl” means the model is trained without contrastive learning loss.
“+ cl” means the model is trained with contrastive learning. All the plotted results are from experiment carried on
D1 14Res.

Model Memory Num Params Epoch Time Inf Time F1(%) Device

Span-ASTE 3.173GB - 108s - 71.62 Tesla v100
BDTF 8.103GB - 135s - 74.73 Tesla v100

GPT 3.5-Turbo > 80GB♮ 175B† - 0.83s 49.48 OpenAI API
GPT 4 > 80GB♮ 1760B‡ - 1.56s 35.37 OpenAI API

Ours 7.11GB 0.12B 10s 0.01s 76.00 2080 Ti

Table 3: Efficiency Analysis, where † is evalu-
ated by (Gao, 2021) and later confirmed by OpenAI
(Wikipedia, 2024), ‡ is estimated by (Schreiner, 2023),
and ♮ is reported by (Wikipedia, 2024).

Method Num Tags Linguistic Features Half/Full Matrix

GTS 6 None Half
Double-encoder 9 None Half

EMC-GCN 10 4 Groups Full
BDTF 2× 2× 3 None Half

STAGE 2× 2× 4 None Half
DGCNAP 6 POS-tagging Half

Ours 5 None Full

Table 4: Tagging Scheme Comparisons

is crucial to note the unsatisfactory performance of
LLM-based methods, as demonstrated by Table 7,
Table 1 and Table 9. This observation highlights
that employing a general LLM with a large num-
ber of parameters does not yield desirable results
in specific tasks like ASTE, even with the assis-
tance of few-shot memorizing processes. More-
over, the incorporation of LLM introduces a sig-
nificant computational resource overhead in gen-
eral application scenarios. Although fine-tuning
the parameters of LLM itself may offer some im-
provement, there exists a risk of collapsive forget-
ting. Furthermore, Table 4 provides a comparative
analysis of tagging schemes. Our method achieves
its objective without the need for additional lin-
guistic information and utilizes fewer tags.

5 Related Work

5.1 ASTE Paradigms

Peng et al. (2020) proposes a pipeline method to
bifurcate ASTE tasks into two stages, extracting
(Aspect, opinion) pairs initially and pre-
dicting sentiment polarity subsequently. However,



the error propagation hampers pipeline methods,
rendering them vulnerable to end-to-end counter-
parts. End-to-end strategies, under the sequence-
labeling approach, treat ASTE as a 1D “B-I-O”
tagging scheme. ET (Xu et al., 2020) introduces a
position-aware tagging scheme with a conditional
random field (CRF) module, effectively address-
ing span overlapping issues. Recent advances in
the end-to-end paradigm delicately grasp the pe-
culiarity of ASTE tasks and come up with a pro-
ficient 2D table-filling tagging scheme. Other re-
searches treat ASTE as generation problem, and
develops seq2seq methods such as machine read-
ing comprehension (Zhai et al., 2022; Mao et al.,
2021; Zou et al., 2024; Chen et al., 2021b).

5.2 Tagging Schemes

Wu et al. (2020a) pioneer the adoption of a grid
tagging scheme (GTS) for ASTE, yielding sub-
stantial performance gains. While subsequent re-
search refines and enhances GTS, it is not de-
void of drawbacks. Instances involving multi-
word Aspect/Opinion constructs risk relation
inconsistency and boundary insensitivity (Zhang
et al., 2022). To overcome these, BDTF (Zhang
et al., 2022) designs a boundary-driven tagging
scheme, effectively reducing boundary prediction
errors. Alternative research augments GTS by in-
tegrating external semantic information as struc-
tured knowledge into their models. S3E2 (Chen
et al., 2021b) retains the GTS tagging scheme
while introducing novel semantic and syntactic
enhancement modules between word embedding
outputs and the tagging scheme. EMGCN (Chen
et al., 2022) offers a distinct perspective, incor-
porating external knowledge from four aspects,
namely, Part-of-Speech Combination, Syntactic
Dependency Type, Tree-based Distance, and Rela-
tive Position Distance through an exogenous hard-
encoding strategy. SyMux (Fei et al., 2022) con-
tributes a unified tagging scheme capable of all
ABSA subtasks synthesizing insights from incor-
porating GCN, syntax encoder, and representation
multiplexing.

5.3 Contrastive Learning

While contrastive learning has gained popularity
in diverse NLP domains (Wu et al., 2020b; Giorgi
et al., 2021; Gao et al., 2021; Zhang et al., 2021),
its application to ASTE remains relatively unex-
plored. Ye et al. (2021) adopts contrastive learn-
ing into triplet extraction in a generative fash-

ion. Wang et al. (2022) takes contrastive learn-
ing as a data augmentation approach. Yang et al.
(2023) proposed an enhancement approach in pair-
ing with two separate encoders.

6 Conclusion

In this work, we have introduced an elegant and
efficient framework for ASTE, achieving SOTA
performance. Our approach is built upon two ef-
fective components: a new tagging scheme and a
novel token-level contrastive learning implemen-
tation. The ablation study demonstrates the syn-
ergy between these components, reducing the need
for complex model designs and external informa-
tion enhancements.

7 Limitations & Future Work

Our work focused on ASTE problem for English,
and can not ensure that our framework will work
so well in other languages. However, our conven-
tional 2D tagging method doesn’t care much about
grammar or other rules of a language. We believe
that our framework will apply in other languages.

Our study is purely based on the table-filling
paradigm of ASTE approaches. In future work,
it is worth exploring a combination between our
method with other paradigms, such as seq2seq ap-
proaches.

Finally, our framework may not be the best. It
lefts potential to further investigate various classi-
fication head strategies.

8 Ethics Statement

In all our experiments, we employed datasets that
are widely accepted and extensively referenced
within the academic community. These datasets
primarily focus on reviews of products and ser-
vices on e-commerce platforms, which inherently
possess a lower risk of containing offensive con-
tent. We have made every effort to scrutinize the
data for potential biases against gender, race, and
marginalized groups.

Despite our precautions, it is important to note
that our model might still generate sentiment as-
sessments that could be perceived as offensive,
particularly if deployed in inappropriate contexts,
such as evaluating statements related to ethical or
moral issues. In such cases, we reserve the right to
limit or modify the use of our technology to pre-
vent misuse.
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A Appendix

Proof 1:
Let:

• S be a sentence with n tokens.
• M be an n×n tagging matrix for S, where

each entry M [i][j] can hold a label.
• Tk = (Ak, Ok, Sk) be a sentiment triplet

consisting of an aspect term Ak, an opinion
term Ok, and a sentiment Sk.

Tagging Strategy If Ak starts at position i and
Ok starts at position j, then M [i][j] is tagged
with a unique label Lk that encodes Sk. This la-
bel Lk uniquely identifies the triplet Tk, ensur-
ing that no other entry M [i′][j′] with (i′, j′) ̸=
(i, j) carries the same label unless it refers to the
same sentiment context.

Define Lk = "start of triplet"Tk with sentiment Sk

Proof of One-to-One Mapping
• Injectivity: Each Lk uniquely identifies a

triplet Tk. If M [i][j] = M [i′][j′] = Lk,
then by definition, (i, j) = (i′, j′) and Tk

is the same.
• Surjectivity: Each triplet Tk can be

uniquely located and identified by its la-
bel Lk in matrix M , where no two distinct
triplets have the same label at the same ma-
trix position.

Conclusion The tagging scheme ensures that
each sentiment triplet Tk is uniquely mapped to
a specific label in the matrix M , and each label
in M uniquely refers back to a specific triplet
Tk. This guarantees a one-to-one correspon-
dence between the triplets and their tagging ma-
trix representations, fulfilling the conditions re-
quired by Lemma 1 for an effective and efficient
ASTE process.

Proof 2:
For the ASTE task, considered as a 2D-labeling
problem, it is necessary to ensure three funda-
mental goals are met:

Definitions
• S be a sentence with n tokens.
• M be an n×n tagging matrix for S, where

each entry M [i][j] can hold a label indicat-
ing a component of a sentiment triplet.

• Tk = (Ak, Ok, Sk) be a sentiment triplet
consisting of an aspect term Ak, an opinion
term Ok, and a sentiment Sk.

Goals
1. Correct Identification of Pairs: Ensure

that each (Aspect, Opinion) pair is cor-
rectly identified in the tagging matrix M .

2. Classification of Sentiment Polarity: Ac-
curately classify the sentiment polarity Sk

for each (Aspect, Opinion) pair.
3. Avoidance of Boundary Errors: Prevent

boundary errors such as overlapping and
confusion in the tagging matrix M .

Proof Using Contraposition
1. Assuming Incorrect Identification: As-

sume that some (Aspect, Opinion) pairs are
incorrectly identified in M . This would
mean that there exists at least one pair (i, j)
where M [i][j] does not represent the actual
(Aspect, Opinion) relationship in S. This
misrepresentation leads to incorrect sen-
timent analysis results, which contradicts
the requirement of the task to provide ac-
curate sentiment analysis, thereby proving
that our identification must be correct.

2. Assuming Incorrect Classification: As-
sume the sentiment polarity Sk is incor-
rectly classified in M . This would imply
that the sentiment associated with an (As-
pect, Opinion) pair is wrong, leading to
a sentiment analysis that does not reflect
the true sentiment of the text. Given that
the primary goal of ASTE is to accurately
identify sentiments, this assumption leads
to a contradiction, thereby establishing that
our classification must be accurate.

3. Assuming Existence of Boundary Er-
rors: Assume boundary errors such as
overlaps or confusion occur in M . Such
errors would prevent the clear identifica-
tion and classification of sentiment triplets,
leading to incorrect or ambiguous extrac-
tion outcomes. This would undermine the
integrity and usability of the ASTE pro-
cess, contradicting the task’s need for pre-
cise extraction mechanisms. Hence, we
prove that boundary errors must be effec-
tively managed.

Conclusion The contraposition approach so-
lidifies that the tagging strategy for ASTE in



a 2D labeling framework successfully achieves
the correct identification of pairs, accurate clas-
sification of sentiment, and effective manage-
ment of boundary errors, as any failure in these
aspects leads to contradictions with the task re-
quirements.

Algorithm 1 Workflow of our framework.
Modules:
Input:

Raw sentences: S|S|;
Ground truth triplets: T gt

|T | , where
Tk = (Ak, Ok, Sk), k ∈ {1, 2, ..., |T |};

classes of contrasted labels: C.
Output:

Predicted Triplets: T pred
|T | ;

Metric: Precision,Recall ,F1 .
Algorithm:
Repeat for N epochs:
1: Hidden word representation:

H|H| = PLMsEncoder(S|S|);
2: Tensor Operations:

H|H|×|H| = expand(H|H|),
HT

|H|×|H| = H|H|×|H|.transpose();
3: Similarity matrix:

Sim|H|×|H| = −(H|H|×|H|−HT
|H|×|H|)◦(H|H|×|H|−

HT
|H|×|H|), where Simi,j = −∥Hi −Hj∥2, and ◦ de-

notes the Hadamard product;
4: Contrastive Mask matrix: M|H|×|H|, where Mi,j = 1

if Hi,mathcalHj ∈ Cp, p ∈ 1, 2, 3 else −1;
5: Contrastive loss:

Lcontrastive =∑|H|
i=1

∑|H|
j=1

(
Sim|H|×|H| ◦M|H|×|H|

)
i,j
;

6: Predicted tagging matrix:
Tagpred

|H|×|H| = ClsHead(H|H|×|H|,HT
|H|×|H|);

7: Focal loss:
Lfocal = FocalLoss(Tagpred

|H|×|H|,Tag
gt
|H|×|H|);

8: Weighted Loss: L = Lfocal + αLcontrastive.
9: Backward propagation.

Predicted triplets:
T pred
|T | = TaggingDecoder(Tagpred

|H|×|H|)

Metric:
Precision,Recall ,F1 = Metric(T pred

|T | , T gt
|T |)



Datasets #S #A #O #S1 #S2 #S3 #T

14Res

D1

Train 1259 1008 849 1456 164 446 2066
Dev 315 358 321 352 44 93 489
Test 493 591 433 651 59 141 851

D2

Train 1266 986 844 1692 166 480 2338
Dev 310 396 307 404 54 119 577
Test 492 579 437 773 66 155 994

14Lap

D1

Train 899 731 693 691 107 466 1264
Dev 225 303 237 173 42 118 333
Test 332 411 330 305 62 101 468

D2

Train 906 733 695 817 126 517 1460
Dev 219 268 237 169 36 141 346
Test 328 400 329 364 63 116 543

15Res

D1

Train 603 585 485 668 24 179 871
Dev 151 182 161 156 8 41 205
Test 325 353 307 293 19 124 436

D2

Train 605 582 462 783 25 205 1013
Dev 148 191 183 185 11 53 249
Test 322 347 310 317 25 143 485

16Res

D1

Train 863 775 602 890 43 280 1213
Dev 216 270 237 224 8 66 298
Test 328 342 282 360 25 72 457

D2

Train 857 759 623 1015 50 329 1394
Dev 210 251 221 252 11 76 339
Test 326 338 282 407 29 78 514

Table 5: Statistic information of our two experiment datasets: “#S”, “#T”, “#A”, and “#O” denote the numbers
of “Sentences”, “Triplets”, “Aspects”, and “Opinions”; “#S1”, “#S2”, #S3” denote the numbers of sentiments
“Positive”, “Neutral” and “Negative”, respectively.

Methods
14Res 14Lap 15Res 16Res

AE OE AOPE AE OE AOPE AE OE AOPE AE OE AOPE

CMLA 81.22 83.07 48.95 78.68 77.95 44.10 76.03 74.67 44.60 74.20 72.20 50.00
RINANTE 81.34 83.33 46.29 77.13 75.34 29.70 73.38 75.40 35.40 72.82 70.45 30.70
Li-unified 81.62 85.26 55.34 78.54 77.55 52.56 74.65 74.25 56.85 73.36 73.87 53.75

GTS 83.82 85.04 75.53 79.52 78.61 65.67 78.22 79.31 67.53 75.80 76.38 74.62
Dual-MRC 86.60 86.22 77.68 80.44 79.90 63.37 75.08 77.52 64.97 76.87 77.90 75.71

ContrASTE (Ours) 86.55 87.04 79.60 82.62 83.41 73.23 86.53 83.05 73.87 85.48 87.06 76.29
∆F1 -0.05 0.82 1.92 2.18 3.51 7.56 8.31 3.74 6.34 8.61 9.16 0.58

Table 6: F1-score performance on other ABSA tasks: AE, OE, and AOPE. The test is implemented on D1. Results
of other models are retrieved from (Fei et al., 2022).



Methods
14Res 14Lap 15Res 16Res

P R F1 P R F1 P R F1 P R F1

Pipeline
OTE-MTL (Zhang et al., 2020) - - 45.05 - - 59.67 - - 48.97 - - 55.83

Li-unified-R+PD♯ (Peng et al., 2020) 41.44 68.79 51.68 42.25 42.78 42.47 43.34 50.73 46.69 38.19 53.47 44.51
RI-NANTE+ (Dai and Song, 2019) 31.42 39.38 34.95 21.71 18.66 20.07 29.88 30.06 29.97 25.68 22.30 23.87

CMLA+C-GCN♭ (Wang et al., 2017) 72.22 56.35 63.17 60.69 47.25 53.03 64.31 49.41 55.76 66.61 59.23 62.70
Two-satge♮ (Peng et al., 2020) 58.89 60.41 59.64 48.62 45.52 47.02 51.7 46.04 48.71 59.25 58.09 59.67

Sequence-tagging
Span-BART (Yan et al., 2021) - - 72.46 - - 57.59 - - 60.10 - - 69.98

JET (Xu et al., 2020) 67.97 60.32 63.92 58.47 43.67 50.00 58.35 51.43 54.67 64.77 61.29 62.98

MRC based
BMRC† (Chen et al., 2021a) 71.32 70.09 70.69 65.12 54.41 59.27 63.71 58.63 61.05 67.74 68.56 68.13

COM-MRC (Zhai et al., 2022) 76.45 69.67 72.89 64.73 56.09 60.09 68.50 59.74 63.65 72.80 70.85 71.79

Table-filling
S3E2 (Chen et al., 2021b) 69.08 64.55 66.74 59.43 46.23 52.01 61.06 56.44 58.66 71.08 63.13 66.87
GTS (Wu et al., 2020a) 70.92 69.49 70.20 57.52 51.92 54.58 59.29 58.07 58.67 68.58 66.60 67.58

EMC-GCN (Chen et al., 2022) 71.85 72.12 71.78 61.46 55.56 58.32 59.89 61.05 60.38 65.08 71.66 68.18
BDTF (Zhang et al., 2022) 76.71 74.01 75.33 68.30 55.10 60.99 66.95 65.05 65.97 73.43 73.64 73.51
DGCNAP (Li et al., 2023) 71.83 68.77 70.26 66.46 54.34 58.74 62.03 57.18 59.49 69.39 72.20 70.77

LLM-based
GPT 3.5 zero-shot 39.21 56.17 46.18 26.21 40.69 31.88 31.21 52.75 39.21 35.28 59.64 44.34
GPT 3.5 few-shots 44.73 58.87 50.84 29.63 37.69 33.18 37.27 56.42 44.89 43.15 60.75 50.46
GPT 4 zero-shot 27.34 37.13 31.49 16.50 24.41 19.69 25.60 39.22 30.98 28.39 43.64 35.79
GPT 4 few-shots 41.48 52.06 46.17 28.79 39.83 33.42 38.04 58.02 45.96 40.89 62.50 49.44

Ours
ContrASTE 75.87 76.12 76.00 67.45 61.01 64.07 66.84 64.08 65.43 69.38 74.40 71.80

Table 7: Experimental results on D1 (Wu et al., 2020a). The best results are highlighted in bold, while the second
best results are underlined.



Methods Brief Introduction

Pipeline
OTE-MTL (Zhang et al., 2020) It proposes a multi-task learning framework including two parts: aspect and opinion tagging, along

with word-level sentiment dependency parsing. This approach simultaneously extracts aspect and
opinion terms while parsing sentiment dependencies using a biaffine scorer. Additionally, it employs
triplet decoding based on the aforementioned outputs during inference to facilitate triplet extraction.

Li-unified-R+PD (Peng et al., 2020) It proposes an unified tagging scheme, Li-unified-R, to assist target boundary detection. Two stacked
LSTMs are employed to complete aspect-based sentiment prediction and the sequence labeling.

CMLA+C-GCN (Wang et al., 2017) It facilitates triplet extraction by modelling the interaction between the aspects and opinions.
Two-satge (Peng et al., 2020) It decomposes triplet extraction to two stages: 1) predicting unified aspect-sentiment and opinion

tags; and 2) pairing the two results from stage one.
RI-NANTE+ (Dai and Song, 2019) It adopts the same sentiment triplets extracting method as that of CMLA+, but it incorporates a novel

LSTM-CRF mechanism and fusion rules to capture word dependencies within sentences.

Sequence-tagging
Span-BART (Yan et al., 2021) It redefines triplet extraction within an end-to-end framework by utilizing a sequence composed

of pointer and sentiment class indexes. This is achieved by leveraging the pretrained sequence-to-
sequence model BART to address ASTE.

JET (Xu et al., 2020) It extracts triplets jointly by designing a position-aware sequence-tagging scheme to extract the
triplets and capturing the rich interactions among the elements.

Seq2seq
Dual-MRC (Mao et al., 2021) It proposes a solution for ASTE by jointly training two BERT-MRC models with parameters sharing.
BMRC (Chen et al., 2021a) It introduces a bidirectional MRC (BMRC) framework for ASTE, employing three query types: non-

restrictive extraction queries, restrictive extraction queries, and sentiment classification queries. The
framework synergistically leverages two directions, one for sequential recognition of aspect-opinion-
sentiment and the other for sequential recognition of opinion-aspects-sentiment expressions.

Table-filling
GTS (Wu et al., 2020a) It proposes a novel 2D tagging scheme to address ASTE in an end-to-end fashion only with one

unified grid tagging task. It also devises an effective inference strategy on GTS that utilizes mutual
indication between different opinion factors to achieve more accurate extraction.

Double-encoder (Jing et al., 2021) It proposes a dual-encoder model that capitalizes on encoder sharing while emphasizing differences
to enhance effectiveness. One of the encoders, referred to as the pair encoder, specifically concen-
trates on candidate aspect-opinion pair classification, while the original encoder retains its focus on
sequence labeling.

S3E2 (Chen et al., 2021b) It represents the semantic and syntactic relationships between word pairs, employs GNNs for encod-
ing, and applies a more efficient inference strategy.

EMC-GCN (Chen et al., 2022) It employs a biaffine attention module to embed ten types of relations within sentences, transforming
the sentence into a multi-channel graph while incorporating various linguistic features to enhance
performance. Additionally, the method introduces an effective strategy for refining word-pair repre-
sentations, aiding in the determination of whether word pairs are a match or not.

LLM-based
zero-shot Performing aspect-based sentiment analysis using an LLM. The specific method involves inputting

a prompted sentence and directly outputting the corresponding [A, O, S] triplets. An example of
the text given to the LLM, with the prompt added, is as follows: "Perform aspect-based sentiment
analysis on the provided text and return triplets as [Aspect, Opinion, Sentiment]. You only need to
provide the triplets, no additional explanations are required. The provided text: {sentence}"

few-shots Building upon the zero-shot method, a small number of examples from the training set are added
to the prompted sentence: "Perform aspect-based sentiment analysis on the provided text and re-
turn triplets as [Aspect, Opinion, Sentiment]. For example: input: {train sentence} output: {train
triplets}, ... (some other examples). You only need to provide the triplets, no additional explanations
are required. The provided text: {sentence}"

Table 8: Baselines methods with brief introduction.
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