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Abstract

Misinformation, defined as false or inaccu-001
rate information, can result in significant so-002
cietal harm when it is spread with malicious or003
even innocuous intent. The rapid online infor-004
mation exchange necessitates advanced detec-005
tion mechanisms to mitigate misinformation-006
induced harm. Existing research, however, has007
predominantly focused on assessing veracity,008
overlooking the legal implications and social009
consequences of misinformation. In this work,010
we take a novel angle to consolidate the def-011
inition of misinformation detection using le-012
gal issues as a measurement of societal rami-013
fications, aiming to bring interdisciplinary ef-014
forts to tackle misinformation and its conse-015
quence. We introduce a new task: Misinforma-016
tion with Legal Consequence (MisLC), which017
leverages definitions from a wide range of legal018
domains covering 4 broader legal topics and 11019
fine-grained legal issues, including hate speech,020
election laws, and privacy regulations. For this021
task, we advocate a two-step dataset curation022
approach that utilizes crowd-sourced checkwor-023
thiness and expert evaluations of misinforma-024
tion. We provide insights about the MisLC task025
through empirical evidence, from the problem026
definition to experiments and expert involve-027
ment. While the latest large language models028
and retrieval-augmented generation are effec-029
tive baselines for the task, we find they are still030
far from replicating expert performance.1031

1 Introduction032

Artificial intelligence is advancing with an unprece-033

dented speed, and many emerging problems with034

profound societal impact need multi-disciplinary035

research efforts and solutions. Misinformation,036

broadly defined as false or inaccurate information,037

has had a widespread harmful impact. If unad-038

dressed, it will persist and exacerbate systemic039

1Our code and data are available at [PLACEHOLDER] for
replicability.
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Figure 1: An overview of our proposed task framework
for legal misinformation. We obtain crowd-sourced
labels of checkworthiness. If a claim is checkworthy,
we use legal annotators to annotate potential legal issues
of misinformation.

problems in our daily life as well as many critical 040

areas (Budak et al., 2024). For instance, conflicting 041

information during the COVID-19 pandemic signif- 042

icantly influenced people’s attitudes and behaviors 043

toward preventing viral spread (Enders et al., 2020). 044

In significant economic or political events, misin- 045

formation also proves extremely detrimental (e.g., 046

in the form of fake news), where malicious actors 047

are motivated to purposely spread false informa- 048

tion to manipulate public opinion while an event 049

unfolds (Nyilasy, 2019). 050

The growing menace of online misinformation 051

underscores the urgent need for regulation, as ex- 052

emplified by the European Commission’s recent 053

action plans.2 We believe that NLP enabled so- 054

lutions will play a critical role in mitigating the 055

adversarial affects of misinformation. These solu- 056

tions require a human-centric approach, with the 057

basic design to ensure the alignment between hu- 058

mans and AI, centring on the values and interests 059

of humans (Bai et al., 2022; Pyatkin et al., 2023). 060

2https://digital-strategy.ec.europa.eu/en/
policies/online-disinformation
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Collaborations with experts in the social sciences061

are essential to achieve this goal.062

In this work, we take a novel angle to define mis-063

information with its outcome that can be regular-064

ized by laws or regulations, building on legal issues065

as a measurement of societal ramifications, and066

aiming to bring interdisciplinary efforts to tackle067

misinformation and its consequence. Unlike pre-068

vious work that has focused on factual accuracy069

or checkworthiness as potential controversy of a070

topic (Das et al., 2023), we ground our definition in071

legal literature and social consequence. Our main072

contributions are summarized as follows:073

• We introduce a new task: Misinformation with074

Legal Consequence (MisLC), which leverages def-075

initions from a wide range of legal domains cov-076

ering 4 broader legal topics and 11 fine-grained077

legal issues, including hate speech, election laws,078

and privacy regulations. We advocate a two-079

step dataset curation approach, utilizing crowd-080

sourced checkworthiness and expert evaluations081

of misinformation. We expect our process and082

discussions could help other similar tasks that083

need to involve costly domain experts to jointly084

solve problems with significant societal impact.085

• We evaluate the state of the art of the most recent086

large language models (LLMs) on MisLC, by per-087

forming a comprehensive study on a wide range088

of open-source and proprietary LLMs that covers089

a broad parameter spectrum and varying training090

data. Two advanced Retrieval-Augmented Gen-091

eration (RAG) architectures are investigated to092

detect legally consequential misinformation, in-093

volving retrieval from legal document databases094

and web search, mimicing expert techniques.095

• We provide insights about the MisLC task through096

empirical evidence, from the problem definition097

to experiments and domain expert involvement.098

After thorough empirical study, we find the ex-099

isting LLMs perform reasonably well at the task,100

achieving non-random performance without ex-101

ternal resources. Their performance also in-102

creases consistently with RAG. However, LLMs103

are still far from matching human expert perfor-104

mance. Through this work, we urge further ex-105

ploration in this challenging task with significant106

societal impact.107

2 Related Work108

Misinformation is a serious issue with significant109

societal impact, as factual dissonance can cause110

disorder in peoples’ worldviews (Nyilasy, 2019). 111

There have been various works that address sep- 112

arate components of the fact-checking pipeline: 113

identifying checkworthy claims, gathering sources 114

on those claims, and predicting veracity (Das et al., 115

2023). There is growing interest in addressing the 116

problem with LLMs (Chen and Shu, 2023), and 117

emerging works proposing new methodologies for 118

fact-checking (Pelrine et al., 2023; Pan et al., 2023). 119

However, these works do not consider the legal con- 120

cept of misinformation. 121

Generative, or auto-regressive models have re- 122

cently demonstrated strong proficiency in a wide 123

variety of tasks such as relevance, stance, top- 124

ics, and frame detection in tweets (Gilardi et al., 125

2023; Bang et al., 2023). Large Language Models 126

(LLMs) have also demonstrated the ability to cap- 127

ture and memorize a vast amount of world knowl- 128

edge during pretraining (Guu et al., 2020). How- 129

ever, this knowledge is stored implicitly within 130

their parameters, leading to a lack of transparency 131

for the facts and information generated in their out- 132

puts (Rashkin et al., 2023; Manakul et al., 2023). 133

One viable strategy for factual accuracy is giv- 134

ing explicit knowledge from external corpora, or 135

Retrieval-Augmented Generation (Du and Ji, 2022). 136

Some approaches prepend retrieved documents in 137

the input (Guu et al., 2020; Shi et al., 2023). For 138

further related work, please refer to Appendix A. 139

3 Misinformation with Legal 140

Consequences (MisLC) 141

3.1 Definition 142

The MisLC dataset D ≡ {d1, . . . ,dN} is com- 143

posed of N instances, each di ∈ D being a tuple 144

⟨ti, Ei, Li, yi⟩, where ti is a piece of text (e.g., a 145

social media article). Ei is a set of external evi- 146

dence documents that can be used to support or 147

refute the text ti. Li ⊂ L is a subset of legal issues 148

from a predefined issue set L. Each legal issue 149

refers to an area of law that can be used to indict or 150

punish misinformation, e.g., Election Laws, Public 151

Mischief, or Cyberbullying. We will discuss the 152

details in this section. 153

The label of MisLC is yi ∈ {−1, 1, 2}, where 154

‘2’ represents Misinformation with Legal Conse- 155

quence (MisLC), ‘1’ for Unclear, and ‘−1’ for the 156

cases that are not MisLC (Non-MisLC). Unclear is 157

reserved for cases that are impossible to determine 158

a classification when there is insufficient context to 159

make the decision. This label is crucial because in 160
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real-life applications, we need to separate them for161

further legal processing, including collecting more162

evidence. The details will be further discussed in163

Section 3.2. The MisLC evaluation is organized in164

two settings: (1) a binary task, with MisLC as the165

only positive class of interest, and the other two as166

negative, and (2) a 3-way classification task, where167

MisLC and unclear are separate positive classes.168

The evidence Ei and legal issues Li are used169

by legal professionals to obtain the ground-truth170

labels for MisLC. A necessary condition of a span171

of text ti being misinformation with legal conse-172

quence is that it makes a claim, where a claim is173

defined as “stating or asserting that something is174

the case, typically without providing evidence or175

proof.”3 If a expert annotator assesses a claim in176

ti is associated with a legal issue, i.e. it passes177

its relevant legal tests and does not pass possible178

defences, this will trigger the MisLC label. For-179

mally, the set of legal issues Li = {testj(ti, Ei) ∧180

¬ defj(ti, Ei) ∀ (testj(t, E), defj(t, E)) ∈ L}.181

yi =

{
2 |Ei| > 0 ∧ |Li| > 0

−1, |Ei| > 0 ∧ |Li| = 0 ∨ ti not a claim
(1)182

Legal Resources. Defining misinformation from183

a legal standpoint is challenging. Misinformation184

is an umbrella term to capture the act of publishing185

any form of false or misleading information in a186

public space. This is reflected in current legal prac-187

tices; the issue of false or misleading information188

may fall under multiple distinct area of law. For189

example, misinformation aimed at a target group190

can be punished under hate speech laws. We note191

that there are very few jurisdictions with provisions192

that directly address misinformation as a separate193

legal issue. Since the definitions of misinforma-194

tion are broad, they better serve as an indication of195

a policy domain rather than a legal category (van196

Hoboken et al., 2019). Despite concerns about reg-197

ulating misinformation (Ó Fathaigh et al., 2021),198

the existing laws have been crafted through ex-199

tensive discussion to mitigate the harm caused by200

misinformation to society, reflecting a deliberate201

and thoughtful approach to a complex issue.202

We collaborate with legal annotators to build a203

text database on the legal definition of misinfor-204

mation. Our search spans diverse legal areas, in-205

cluding hate speech, consumer protection, election206

laws, defamation, food and drug safety, and privacy207

3https://languages.oup.com/
google-dictionary-en/

regulations. For specific citations, please refer to 208

Appendix E. We consider the following sources: 209

• Legislation — Written laws that provide rules 210

of conduct regarding misleading or false infor- 211

mation. This encompasses both criminal laws, 212

which can lead to incarceration, and civil laws, 213

which can result in fines. 214

• Case Law — The written decisions of judges 215

in higher court cases that have been made on 216

misinformation issues. We focus on Canadian 217

and European cases. 218

• Official Bulletins — Publications from global 219

organizations, including Unicef, the European 220

Union, the United Nations High Commissioner 221

for Refugees (UNHCR), and the Canadian Gov- 222

ernment, regarding the general definition and 223

identification of misinformation. 224

• Policy Opinions — Publications from reputable 225

policy makers on misinformation and how legal 226

policy should be applied to prevent its harm. 227

Legal Issues. From the legal resources , we com- 228

pile 11 major legal issues to form L. The full 229

set is listed in Appendix E. Each issue has two 230

components: a legal test to determine potential 231

violations, and defences that can counter allega- 232

tions . Our legal issues l ∈ L are mostly differ- 233

entiated by the topic/nature of the post, as well 234

as a contention between the post’s intent, conse- 235

quences, and truthfulness. One defence is proving 236

a statement as fact — if the actor can establish 237

their statement is true, their post is no longer puni- 238

tive. However, this largely depends on the legal 239

issue. The defamation issue, for example, focuses 240

on the defamatory nature that has the ability to 241

lower someone’s reputation, as well as the con- 242

text the claim was uttered. All relevant legal tests 243

test(t, E) and defences def(t, E) were compiled 244

into a comprehensive annotation guide. 245

3.2 Creation of the MisLC Dataset 246

As illustrated in Figure 1, we advocate a two- 247

stage data curation process. First, non-legal crowd- 248

sourced annotators discover checkworthy misinfor- 249

mation samples that arouse their suspicion. Second, 250

legal experts annotate the samples and decide rele- 251

vant legal issues. 252

Crowd-sourced Misinformation Checkworthi- 253

ness. We first want to assess a layperson’s under- 254

standing of misinformation. This component does 255

not require legal expertise, but builds the dataset on 256

which legal practitioners can operate. We curated 257
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social media data from (Chen and Ferrara, 2023),258

a large public domain dataset with Twitter data259

(tweets) regarding the Russia-Ukraine conflict. For260

more details on data processing and data samples,261

please refer to Appendix B.1.262

We collected crowd-sourced annotations on this263

data for checkworthiness, in order to filter sam-264

ples that are likely to contain legal consequences.265

The crowd-sourced workers could choose between266

three labels: Checkworthy, Not Checkworthy, or In-267

valid/No Claim. We source our definition of check-268

worthiness from (Das et al., 2023). Additionally,269

we incorporated indicators of disinformation from270

an official bulletin released by the Government of271

Canada. 4 To ensure data quality, we conducted272

a pre-screening test with a pool of 100 samples273

using the same instructions as the main task. This274

pool was labelled by two members of the research275

team given the annotation instructions. Details of276

annotator instructions and the prescreening proce-277

dure are contained within Appendix B.3. After this278

screening process, we obtained a pool of eleven279

Turk workers for annotations. We randomly sam-280

ple an additional 1,500 tweets from the 4,000 that281

we had collected, and provided these to our Turk282

workers in batches of 500 over one month.283

Adversarial Filtering. We performed a sec-284

ondary adversarial data filtering step to ensure the285

data is sufficiently consistent. Compared to previ-286

ous works (Sakaguchi et al., 2021), we replaced287

cross-entropy loss with KL divergence over the an-288

notation distribution to model annotator disagree-289

ment. We score each sample by its training loss as290

defined in Equation 2 and Algorithm 1. We perform291

this filtering three times with k = 1000 and retain292

a set of 711 samples that is consistently retained293

in each trial. The filtering process biases the label294

distribution to Checkworthy samples, as shown in295

Table 1. This complements our intended pipeline296

where a sample is flagged by laypeople and fur-297

ther investigated by legal annotators, and indicates298

strongly Checkworthy samples are likely more con-299

sistent than ambiguous agreement. Further details300

are discussed in Appendix B.4.301

L(ti, yi) = DKL(f(ti), softmax(yi)) (2)302

Legal Annotations. We collaborated with eleven303

law researchers to annotate our dataset. The law304

researchers are graduate students in their first and305

4https://www.canada.ca/en/campaign/
online-disinformation.html

Algorithm 1 Our adversarial filtering process.

Require: Dataset {ti, yi}ni=1 ∈ X , target dataset
size k

1: Encode all samples as the last embedding layer
f(ti) = ELM (ti)[−1]

2: Apply softmax to all yi ∈ X
3: Initialize X ′ = X
4: while True do
5: Train a linear classifier f(t) on X ′

6: for (ti, yi) ∈ X ′ do
7: si = L(ti, yi)
8: end for
9: τµ = µ(score)

10: S = {(ti, yi) ∈ X ′|si > τµ}
11: if |X ′ \ S| < k then
12: break
13: else
14: X ′ = X ′ \ S
15: end if
16: end while

second year . They performed 2-3 hours of an- 306

notations per week as part of a practicum course, 307

and received credits as compensation. Each ex- 308

pert is provided a document summarizing the legal 309

tests and defences ∈ L. The legal experts first de- 310

termined whether any claims in a sample, or the 311

sample in its entirety, qualify as misinformation by 312

selecting one of the following three options: yes, 313

no, or unclear. After this preliminary step, the le- 314

gal experts identify whether the sample raises any 315

potential legal issues. If it does not, the annotators 316

can then specify whether this is due to an avail- 317

able defence (defence) or a lack of factual claims 318

(noClaim). Each sample is annotated three times, 319

and we obtain an overall label via majority voting. 320

We also decide the legal issues Li for a sample ti 321

via majority voting. The nominal Krippendorff’s 322

Alpha for the legal annotators is 0.441, while the 323

minimum recommended threshold for reliable data 324

is 0.667 (Krippendorff, 2018). However, this Krip- 325

pendorff’s Alpha is consistent with previous works 326

in legal task datasets (Thalken et al., 2023). This 327

indicates greater subjectivity in legal tasks, pos- 328

sibly due to their complexity and opportunity for 329

interpretation. 330

As shown in Figure 2, the most relevant legal 331

issues for our data to be Freedom of Expression, 332

followed by closely by Defamation. Next, there 333

are Election laws, the criminal offenses of Cyber- 334

bullying and Public Mischief, and Hate Speech. 335
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Label Count (%)

Total Dataset Size 711 (100)

Checkworthy 650 (91.4)

MisLC 93 (13.1)
Non-MisLC 540 (75.9)
Unclear 78 (11.0)

Evidence available 363 (51.0)

noClaim 304 (42.8)
defence 242 (34.0)

Table 1: Statistics on our dataset, including total dataset
size, the number of crowd-sourced checkworthy sam-
ples, label distribution for MisLC, and special labels
from legal annotations. Each sample can have one
ground truth label (MisLC, Non-MisLC, or Unclear).

Our label distribution is summarized in Table 1.336

While checkworthiness had a positive rate of 91.4%337

(650), only 13.1% (93 samples) of the dataset has338

some possible legal violation for misinformation.339

Additionally, there were a substantial number of340

Unclear samples (11.0%, or 78). These are sam-341

ples with unclear context or implications that anno-342

tators felt could not be fact-checked, e.g. “we all343

know what he did.” In the context of our formal def-344

inition, this implies the evidence Ei is non-existent,345

or |Ei| = 0. Examining the samples that were346

checkworthy but not a legal violation, there are a347

few recurring themes:348

The claim is supported by a reputable source349

after fact-checking. We explicitly instructed the350

crowd-sourced workers to ignore truthfulness of351

a statement, so this is an expected outcome. This352

also demonstrates the importance of identifying Ei.353

The claim was deemed to be an opinion. A key354

component of the crowd-sourced annotator instruc-355

tions, sourced from a bulletin by the Canadian Gov-356

ernment on disinformation, was whether or not a357

claim invoked an emotional reaction. There ap-358

pears to be a subtle distinction between an outra-359

geous claim and a personal/political opinion not360

captured in the crowd-sourced annotations. After361

manually inspecting some annotations, we found362

that the annotators sometimes did not investigate a363

claim if it was combined with opinion.364

Human Expert Performance. We also calculate365

an approximation of human performance on our366

task as an upper bound. First, we assign a random367

number to each annotator and retrieve all of their368

individual annotations. For statistical significance,369

we only retain experts that performed more than370

50 annotations. Next, treating their annotations as371

predictions, we calculate their performance against372

the majority vote label. We include the mean expert373

Figure 2: The most frequent legal issues that appear in
our dataset.

performance for reference in Table 3. 374

4 Models 375

4.1 Experimental Setup 376

Along with our dataset, we present a comprehen- 377

sive set of baselines evaluating the performance 378

of state-of-the-art LLMs on detecting misinforma- 379

tion with legal consequences. We examine a wide 380

range of both proprietary and open-source LLMs: 381

GPT-4o5, GPT-3.5-turbo (Ouyang et al., 2022), 382

Llama2-(7b, 13b, 70b) (Touvron et al., 2023), 383

Llama3-(8b, 70b)6, Mistral-7b (Jiang et al., 384

2023a), and Solar-10b (Kim et al., 2023). We 385

choose Llama 2 and 3 to isolate the effect of model 386

size, since these suites of models are trained with 387

the same method at various parameter counts. We 388

compare this suite to three open-source models 389

trained on various combinations of fine-tuning, in- 390

struction tuning, and Proximal Policy Optimization 391

(PPO) or Direct Policy Optimization (DPO). The 392

Solar-10b we test combines two checkpoints of 393

Solar (Kim et al., 2023): Solar-Instruct, trained 394

with instruction tuning, and OrcaDPO. Please refer 395

to Appendix C and Appendix C.1 for further details 396

on the models and experimental settings. 397

Evaluation Method. The models are first 398

prompted to classify misinformation based on ti 399

without any external knowledge, purely based on 400

their understanding of misinformation along with 401

some evidence Ei potentially available in their para- 402

metric knowledge. Intuitively, this should be equiv- 403

alent to the crowd-sourced annotators, and we do 404

not expect good performance. 405
Our prompt template can be found in Ap- 406

pendix C.2. We ask the model to only output one 407

of three keywords: misinformation, factual, or 408

5https://openai.com/index/hello-gpt-4o/
6https://ai.meta.com/blog/meta-llama-3/
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unsure. Then, we search the generated text for one409

of these keywords. If none of these keywords are410

present, we count the generation as an error, and411

report Error Rate (ER) for each model. Errors are412

converted into a Not MisLC prediction, i.e. label -1.413

We also report Binary F1 (Bin-f1) as performance414

in the binary task setting, and Macro- and Micro-f1415

(Ma-f1, Mi-f1) for 3-way classification.416

4.2 Retrieval Enhanced Pipeline417

LLMs have a significant amount of world knowl-418

edge, but our task of misinformation with legal419

consequences relies on legal material that likely420

does not exist in their pre-training data. As dis-421

cussed in Section 3.1, our ground truth labels are422

not just determined by the input text ti, but also423

the relevant legal issues Li and evidence Ei. We424

use RAG to introduce knowledge from our legal425

literature, as well as to retrieve potential evidence426

via web search, in order for the model to receive427

the same information as our legal annotators.428

RAG Methods. We employ a retrieval-429

augmented approach for our misinformation430

detection pipeline. Generally speaking, given a431

document corpus C and a retrieval system RC that432

can retrieve most related documents to the input433

query q from corpus C, RAG can be formulated434

as p(w1, ..., wn) =
∏n

i=1 p (wi|w<i,RC (w<i)),435

where w<i is the sequence of tokens preceding436

wi, i.e. ti (Ram et al., 2023). In this work, we437

experiment with two state-of-the-art RAG methods.438

We choose these methods as they do not require439

pretraining or fine-tuning LMs, which can be440

expensive due to the large LM sizes. These441

methods also do not require access to the LMs442

layers and weights.443

In-Context RALM (IC-RALM) (Ram et al.,444

2023) uses the given input w<i as a query to re-445

trieve a document, and prepends the document446

to the prompt to generate the output. In this ap-447

proach, the retrieval is triggered at fixed genera-448

tion intervals, or retrieval strides δ. To avoid in-449

formation dilution with long queries, the query450

is limited to the last ℓ tokens of the wi. More451

formally, IC-RALM is formulated in Equation 3,452

where qδ,ℓj = wδ.j−ℓ+1, ..., wδ.j and [a; b] denotes453

the concatenation of strings a and b.454

p(w1, ..., wn) =

nδ−1∏
j=0

δ∏
i=1

p
(
wδ.j+i|

[
RC(q

δ,ℓ
j );w<i

]) (3)455

FLARE (Jiang et al., 2023b) generates a tem- 456

porary sentence ŝ, where p(ŝ) =
∏m

i=1 p (wi|w<i), 457

and then chooses whether to regenerate the sen- 458

tence with retrieval based on model confidence, 459

i.e. the minimum token probability in the sen- 460

tence. This is formulated in Equation 4, where 461

θ is the threshold parameter. Moreover, FLARE 462

formulates the regenerated sentence s′ as p(s′) = 463∏m
i=1 p (wi| [RC(qry(w<i));w<i]). The query for- 464

mulation function qry(·) generates retrieval queries 465

based on the lowest confidence token spans and by 466

masking low confidence tokens. We adapt their im- 467

plementation to share the same BM25 indexing and 468

retrieval as IC-RALM. Please refer to Appendix 469

C.3 for further implementation details. 470

s =

{
ŝ if all tokens of ŝ have probs ≥ θ

s′ otherwise
(4) 471

Legal Database. To align language models to 472

our legal issues, we build a database using the full 473

text of the documents compiled in Section 3.1. We 474

collect 27 documents with an average length of ≈ 475

24,000 tokens and the maximum being ≈ 96,000 to- 476

kens. Having such long documents in the database 477

might cause a few problems: (i) the text chunks 478

are significantly longer than the context window of 479

some LLMs, and (ii) most parts of the text chunk 480

are irrelevant to the query. To this end, we perform 481

a process to split the database into small, yet coher- 482

ent, text chunks. Please refer to Appendix B.2 for 483

further processing steps. 484

Web Search. A crucial component of our legal 485

tests is the availability of evidence Ei for a piece of 486

text ti. We query the Google Custom Search API7 487

set to retrieve from the entire internet, using the 488

same query we use for our legal database retrieval. 489

One issue is that web search does not return results 490

if there are no sufficiently relevant findings — we 491

test 100 samples of our dataset and find this occurs 492

for 26.5% of FLARE queries and 37.9% of RALM 493

queries. The web search returns various metadata 494

such as the website link, the title, and the most 495

relevant snippet from the webpage. We concatenate 496

the snippets of the first result for each query and 497

insert them into the prompt. We acknowledge this 498

is not the most effective method — there are many 499

works on algorithms to iteratively retrieve evidence 500

(Das et al., 2023). We urge further exploration of 501

evidence gathering pipelines for future work. 502

7https://developers.google.com/custom-search/
v1/overview
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Model
No Retrieval IC-RALM (Legal) FLARE (Legal) FLARE (Web) FLARE (Legal+web)

Bin-f1↑ Ma-f1↑ Mi-f1 ↑ ER ↓ Bin-f1↑ Ma-f1 ↑ Mi-f1 ↑ ER ↓ Bin-f1↑ Ma-f1 ↑ Mi-f1 ↑ ER ↓ Bin-f1↑ Ma-f1↑ Mi-f1 ↑ ER ↓ Bin-f1↑ Ma-f1↑ Mi-f1 ↑ ER ↓

GPT-3.5-trb 30.4 19.3 45.8 0.0 24.1 12.0 39.8 0.0 29.7 16.1 48.7 0.0 30.5 17.6 49.1 0.0 31.1 17.9 49.6 0.0
GPT-4o 28.7 23.2 43.5 0.0 35.8 28.5 50.9 0.0 32.3 25.8 46.7 0.0 34.5 26.2 47.4 0.0 37.7 28.0 46.7 0.0

Mistral-7b 27.9 17.2 42.8 6.8 25.9 19.1 39.3 0.0 24.5 21.2 41.0 0.0 21.7 21.6 44.7 0.0 16.7 18.3 42.2 0.0
Llama2-7b 21.0 11.7 34.7 24.1 23.1 11.6 38.8 0.0 23.2 12.8 38.8 0.0 22.9 11.5 38.6 0.0 23.2 12.8 38.8 0.0
Llama3-8b 30.7 18.0 48.2 0.0 0.0 9.9 38.8 0.0 27.2 13.6 43.0 0.0 31.1 18.0 48.1 0.0 25.3 13.8 41.6 0.0

Solar-10b 27.7 14.9 31.1 32.5 28.6 22.8 39.1 3.8 27.1 21.7 41.8 1.7 32.6 22.9 44.5 4.4 28.5 21.3 40.8 2.7
Llama2-13b 22.0 11.0 31.8 56.1 21.7 17.6 39.6 0.1 22.4 17.3 38.9 0.0 23.4 19.2 39.0 0.0 23.0 15.6 39.0 0.0

Llama2-70b 23.1 11.5 38.9 0.0 23.2 11.6 38.8 0.0 25.0 13.3 39.9 0.0 25.2 12.6 41.7 0.0 25.4 12.7 42.0 0.0
Llama3-70b 34.8 26.5 49.8 0.0 0.0 9.9 38.8 0.0 33.3 22.6 46.6 0.0 34.0 23.0 48.3 0.0 35.1 24.0 48.5 0.0

Table 2: Summary of our results across nine autoregressive LLMs, open- and closed-source, organized by different
classes of model size. Bin-f1 refers to the f1 score in the binary classification setting, where we only consider label
2 (MisLC) as the positive class. Ma-f1 and Mi-f1 are the macro- and micro-f1 for the 3-way classification task,
where label 1 and 2 (MisLC, Unclear)are both positive classes.

Setting Bin-f1↑ Ma-f1↑ Mi-f1 ↑
Random class 18.4 ±2.8 17.4 ±1.8 35.2 ±1.7
All label 2 23.1 11.6 38.8
All label 1 0.0 9.9 38.8
Mean Expert Performance 71.1 ±16.8 64.9 ±16.7 73.1 ±13.0

Table 3: Point-of-reference values for our binary and 3-
way classification settings. Random class is a classifier
where we sample predictions from a random distribution.
The random class performance is taken over 100 runs.
± indicates standard deviation.

5 Experiment Results503

We perform experiments on a wide range of pub-504

licly available LLMs. Considering its importance505

for the legal domain and our task here, we extend506

our investigation to include Retrieval Augmented507

Generation (RAG).508

5.1 The State of the Art of LLMs on MisLC509

Our results are summarized in Table 2. We also pro-510

vide additional reference performances, including511

the lower bound random classifier and upper bound512

human performance, in Table 3. Bin-f1 refers to the513

f1 score in the binary classification setting, where514

we only consider label 2 as the positive class. Ma-515

f1 and Mi-f1 represent the macro- and micro-f1516

for the 3-way classification task, where label 1 and517

2 are separate positive classes, as defined earlier518

in this paper. Overall, the experiments show that519

the MisLC task is challenging for current large lan-520

guage models, even when augmented with retrieval,521

and they do not achieve human performance. This522

finding emphasizes the need to develop sophisti-523

cated methods to solve MisLC.524

MisLC performance scales with general domain525

performance. In general, the performance trends526

observed in MisLC align with models’ general per-527

formance. For example, the open-source mod-528

els Mistral-7b and Solar-10b are known to per- 529

form better than the default Llama-2 models, but 530

the more recent Llama-3 models generally exhibit 531

higher performance than others at similar sizes. 532

The best performing closed-source model in the 533

binary setting is GPT-3.5-turbo, performing +12 534

points f1 better than random guessing, while the 535

best performing open-source model is Llama3-70b 536

(+14.4 f1 score). For the 3-way classification, all 537

the models except GPT-4o and Llama3-70b per- 538

formed close to the random classifier baseline. It is 539

more challenging to predict the unsure class than 540

MisLC. 541

Larger models follow legal instructions more ef- 542

fectively. Older language models, especially the 543

Llama 2 series, show high error rates (ER), i.e., 544

failing to provide an expected keyword for 20-60% 545

of the answers. Upon inspecting the generations, 546

we find they often refuse to answer the prompt 547

despite instructions asking otherwise. We also per- 548

form experiments without this constraint, allowing 549

the model to generate freely and performing more 550

extensive post-processing for evaluation. While 551

the error rate decreases, the trends in performance 552

are inconsistent. Please refer to Appendix D.1 for 553

further discussion. 554

5.2 Effect of Retrieval 555

Our task is heavily reliant on external data, evi- 556

dence Ei and legal issues Li, so a language model 557

should be able to effectively retrieve and parse rele- 558

vant knowledge. We retrieve from two sources: the 559

legal resources used to create our definition, as de- 560

scribed in Section 3.1, as well as web search. Simi- 561

lar to the above no-retrieval setting, the models that 562

have the best general domain performance benefit 563

7



(a) Llama2-13b.

(b) Llama3-70b.

Figure 3: Label distribution of the model predictions
in our five settings for the best- and worst-performing
models with retrieval.

the most from retrieval. In particular, GPT-4o is564

the only model with a significant increase in per-565

formance (+9.0 Bin-f1) compared to other models.566

In the smaller models, combining the two sources567

hinders performance. Compared to the no-retrieval568

setting, Mistral-7b has a decrease in performance569

(-11.2 Bin-f1). Its 3-way classification performance570

remains constant, due to the model’s improved per-571

formance on the Unsure class.572

We also note some models are not responsive573

to the retrieval methods combined with our task.574

For example, the Llama 3 series predict only the575

Unsure class with the IC-RALM method, scoring576

0.0 points on Bin-f1. The label distributions of the577

best and worst models are shown in Figure 3, and578

other models can be found in Figure 6. The worst-579

performing model Llama2-13b predicts the major-580

ity of our samples as MisLC. The major difference581

between IC-RALM and FLARE is the frequency582

of retrieval; FLARE chooses when to retrieve adap-583

tively based on the minimum model perplexity in a584

generated sentence. This indicates that retrieving585

too often can harm performance — even in general586

domain tasks, FLARE’s dynamic retrieval is found587

to perform better than static methods (Jiang et al.,588

2023b). We perform additional experiments to ex-589

plore this hypothesis in Appendix D.2, and we urge590

further study in this direction.591

5.3 Detailed Analysis and Ablations592

While retrieval is important due to the broad range593

of knowledge required to detect and classify mis-594

GPT-4o Bin-f1↑ Ma-f1↑ Mi-f1↑ Ablation Bin-f1↑ Ma-f1↑ Mi-f1↑

FLARE(legal) 32.3 25.8 46.7 Random(legal) 34.5 27.3 48.2
FLARE(legal) 32.3 25.8 46.7 Oracle(legal) 32.3 25.6 46.5
FLARE(web) 34.5 26.2 47.4 Oracle(web) 36.4 28.5 46.5
FLARE(legal+web) 37.7 28.0 46.7 Oracle(legal+web) 35.9 27.6 46.2

i

Table 4: Summary of our ablations with GPT-4o using
FLARE pipeline.

information, we also examine the effectiveness of 595

the models when directly given the legal issues Li 596

and evidence Ei. We present two ablations with 597

the FLARE pipeline: Random-legal, where we 598

retrieve a random document from the legal dataset 599

as a lower bound, and an Oracle setting as an upper 600

bound. In the oracle setting, we provide the defini- 601

tion of the ground truth legal issues Li as shown 602

in Table 11. If there are no legal issues, we per- 603

form retrieval as per our normal pipeline. We also 604

consider the ground truth evidence Ei, where we 605

download the sources provided by legal annotators 606

as HTML files, extract the first 500 characters of 607

text, and concatenate all sources as the retrieved 608

document. We present results with GPT-4o, our 609

best-performing model, as well as Llama3-70b (in 610

Appendix D.3). 611

As shown in Table 4, the random document 612

does not confuse the model, with performance in- 613

creasing consistently by approximately 2 points f1 614

across all metrics. The oracle setting demonstrate 615

improvement when only performing web search. 616

We observe a decrease in performance when utiliz- 617

ing the ground truth definitions of our legal issues. 618

This indicates the context afforded by the legal re- 619

sources benefits model performance more than just 620

a definition, but the retrieval algorithm does not 621

necessarily choose the most relevant documents. 622

6 Conclusion 623

We introduce a new task: Misinformation with 624

Legal Consequence (MisLC) built on a body of lit- 625

erature spanning 4 broader legal topics and 11 fine- 626

grained legal issues. A comprehensive study is 627

performed on a wide range of open-source and 628

proprietary LLMs that covers a broad parameter 629

spectrum and varying training data. We also adapt 630

existing works in Retrieval-Augmented Generation 631

(RAG), retrieving from the web as well as our cu- 632

rated body of legal documents. We show the task 633

remains challenging for the existing state-of-the- 634

art large language models. We hope our work can 635

enable future research on this important task with 636

significant societal impact. 637
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Limitations638

We recognize there are several limitations in our639

work. As alluded to in various sections of the paper,640

misinformation is not its own legal issue. There are641

many historical cases where legal solutions to mis-642

information have been misused for censorship, and643

then repealed.8 Some argue the government should644

not be the arbitrator of the truth (Ó Fathaigh et al.,645

2021)9. However, the growing menace of online646

misinformation and disinformation underscores the647

urgent need for policy intervention. Regulation is648

an increasingly viable strategy, exemplified by the649

European Commission’s recent action plan aimed650

at combating online disinformation. 10651

There are minor details in our work that rely on652

closed-source API solutions, such as OpenAI Chat653

Completions API and Google Search, that reduces654

the reproducibility. Additionally, the adversarial655

filtering method we used has significant variance656

in the chosen samples every run. We did imple-657

ment the AFLITE method used in WinoGrande658

(Sakaguchi et al., 2021) and found the difference659

between the two methods to be negligible after in-660

specting the samples manually. We will also posit661

that many models such as OpenAI specify they662

are not meant for domain-specific applications —663

our results are meant to benchmark current perfor-664

mance and demonstrate there is continued room for665

improvement. Additionally, there is no legal LLM666

currently released, despite previous works calling667

for its development (Dahan et al., 2023).668

Ethics Statement669

Intended Use. Some applications include:670

• Content Moderation for Social Media Plat-671

forms: Social media platforms can use such a672

system to moderate content and identify misin-673

formation that could potentially lead to legal li-674

abilities. This can help platforms comply with675

regulations related to illegal content, defamation,676

hate speech, or other forms of harmful content.677

• Compliance Monitoring for Regulatory Bod-678

ies: Regulatory bodies responsible for oversee-679

ing social media activities can utilize such a sys-680

8R. v. Zundel, [1992] 2 S.C.R. 731
9https://www.canada.ca/en/canadian-heritage/

campaigns/harmful-online-content/
summary-session-eight.html

10https://digital-strategy.ec.europa.eu/en/
policies/online-disinformation

tem to audit compliance with laws and regula- 681

tions related to online content. For instance, it 682

can help identify posts that violate consumer pro- 683

tection laws, election regulations, or intellectual 684

property rights. 685

• Journalistic Integrity Verification: News or- 686

ganizations can use the system to verify the ac- 687

curacy of social media content before reporting 688

on it. This can help uphold journalistic integrity 689

and avoid publishing false information that could 690

lead to defamation lawsuits or damage the credi- 691

bility of the news outlet. 692

This paper defines a new task for harnessing 693

misinformation societal harms and encourages re- 694

searchers to develop more advanced algorithms to 695

mitigate this. 696
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A Detailed Related Work951

Misinformation is a serious issue with significant952

societal impact, as factual dissonance can cause dis-953

order in peoples’ worldviews (Nyilasy, 2019). One954

option to minimize the effect of misinformation955

is automatic regulation or content filtering. Au-956

tomatic methods play an important role in detect-957

ing misinformation, as they can reduce manual958

labour costs in searching for emerging rumours959

(Das et al., 2023). In practice, many such auto-960

matic systems often result in a poor user experi-961

ence due to their lack of transparency (Gorwa et al.,962

2020). There have been various works that address963

separate components of the fact-checking pipeline:964

identifying checkworthy claims, gathering sources965

on those claims, and cross-checking the sources to966

confirm veracity (Das et al., 2023). There is grow-967

ing interest in how to address the problem with968

LLMs (Chen and Shu, 2023; Bang et al., 2023),969

and emerging works proposing new methodologies970

for fact-checking (Pelrine et al., 2023; Pan et al.,971

2023). However, these works do not consider issues972

in the law. While there are concerns with regulat-973

ing misinformation with the law (Ó Fathaigh et al.,974

2021), we argue it is because of this discourse that975

the laws that currently exist have undergone rigor-976

ous vetting processes and are balanced to reduce977

societal harm. The most similar work to ours in978

objective is (Luo et al., 2023), which finds there are979

discrepancies between hate speech detection works980

and the law.981

Generative models have recently demonstrated982

strong proficiency in a wide variety of tasks such983

as relevance, stance, topics, and frame detection984

in tweets (Gilardi et al., 2023). Many new meth-985

ods have emerged following the success of RLHF,986

including Direct Preference Optimization (DPO)987

to train a policy directly into a language model988

(Rafailov et al., 2023). There is also a wide breadth989

of literature on improving the reasoning of an990

LM. (Wei et al., 2022) introduced few-shot chain-991

of-thought (CoT) prompting, which prompts the992

model to generate intermediate reasoning steps be-993

fore reaching the final answer. Due to the success994

of CoT prompting and the quality of the reason-995

ing, several newer models incorporate step-by-step996

demonstrations in the training process (Lightman997

et al., 2023). This can act as a form of knowledge998

distillation when a larger language model generates999

higher quality demonstrations for a smaller model1000

(Mukherjee et al., 2023).1001

Large Language Models (LLMs) have also 1002

demonstrated the ability to capture and memorize 1003

a vast amount of world knowledge during pretrain- 1004

ing (Guu et al., 2020). However, this knowledge 1005

is stored implicitly within their parameters, lead- 1006

ing to a lack of transparent source attribution for 1007

the facts and information generated in their out- 1008

puts (Rashkin et al., 2023; Manakul et al., 2023). 1009

LLMs are also susceptible to hallucinations, po- 1010

tentially fabricating facts and sources in their re- 1011

sponses (Ye et al., 2023). While some previous 1012

works refer to these errors as hallucinations (Luo 1013

et al., 2023), more recent works clarify hallucina- 1014

tions as a plausible answer with fabricated facts 1015

(Ye et al., 2023). One viable strategy to address 1016

factual accuracy is Retrieval-Augmented Genera- 1017

tion (RAG), where the language model is given ex- 1018

plicit knowledge from external corpora (Du and Ji, 1019

2022). Broadly speaking, various RAG strategies 1020

differ in three aspects: i) retrieval as text chunks, 1021

tokens, or other text snippets, ii) how to integrate 1022

the retrieved text with the LM, and iii) when to trig- 1023

ger retrieval (Asai et al., 2023). Some approaches 1024

prepend retrieved documents in the input layer of 1025

the LM, leaving the LM architecture unchanged 1026

(Guu et al., 2020; Shi et al., 2023). In this category, 1027

In-Context RALM (IC-RALM) (Ram et al., 2023) 1028

and FLARE (Jiang et al., 2023b) methods do not re- 1029

quire pretraining or fine-tuning LMs, which can be 1030

expensive due to the large LM sizes. RAG can also 1031

be done by incorporating the retrieved text in inter- 1032

mediate layers (Borgeaud et al., 2022; Févry et al., 1033

2020; de Jong et al., 2022), or the output layers 1034

(Khandelwal et al., 2020; He et al., 2021). These 1035

approaches require access to the intermediate lay- 1036

ers of the models, changes to the LM architecture, 1037

and/or further training in order for the model to use 1038

the data effectively. 1039

B Additional Dataset Details 1040

Please refer to Table 5 for example social media 1041

posts from our dataset. 1042

B.1 Data Processing 1043

The dataset contains a year’s worth of tweet meta- 1044

data from February 2022 to February 2023, col- 1045

lected to facilitate further research in misinfor- 1046

mation. We hydrated 1 million English-language 1047

tweets, from which 10,000 tweets are randomly 1048

sampled. This was performed in February 2023, 1049

before Twitter’s API policy changes were enacted. 1050

12



Checkworthy
& MisLC

“We can deploy troops halfway
around the world, in the middle
of the Iraq desert, and feed them
lobster on Sunday night. The
Russians can’t even supply their
troops 50 miles from their home-
land with unexpired MREs.”

Checkworthy
but not
MisLC

Some Russian performing artists
are speaking out against Putin -
NPR

Not Check-
worthy, not
MisLC

“Ukraine is my home. Every
street, corner, alleyway, nook and
cranny all over the country have
made me what I am today. If all
of that is lost I have no idea who
I’ll be.”

Table 5: Cherry-picked samples from our dataset com-
paring crowd-sourced labels of Checkworthiness to our
expert annotations of MisLC.

We then used Google Translate’s language detec-1051

tion function11 as a secondary filter for tweets ex-1052

clusively in English. All usernames (words starting1053

with an @ symbol) in the tweets are replaced with1054

<user>, and we remove unicode characters by en-1055

coding to ASCII. Finally, we identify social media1056

posts with claims using a fine-tuned version of De-1057

BERTa for claim detection12, stopping once we1058

have 4,000 samples. We also tested ChatGPT, but1059

find DeBERTa is better aligned to Claim vs. No1060

Claim annotations by our research team, which was1061

performed based on previous definitions from (Das1062

et al., 2023).1063

B.2 Retrieval Database Preprocessing1064

We convert the text from PDF to HTML format1065

using Adobe Acrobat, and then split each docu-1066

ment into paragraphs by searching for two con-1067

secutive newline characters. Next, we rejoin the1068

paragraphs in chunks of 2048 tokens with a 50%1069

sliding window context to preserve one paragraph’s1070

context and relationships with its immediate neigh-1071

bours. After the splitting process, we obtain 5901072

text chunks. We build a positional BM25 index1073

upon them using Pyserini (Lin et al., 2021).1074

11https://cloud.google.com/translate/docs/
reference/rest

12https://huggingface.co/Nithiwat/
mdeberta-v3-base_claim-detection

B.3 Crowd-sourced Annotations 1075

Please refer to Table 10 for crowd-sourced anno- 1076

tation instructions. We first chose workers on Me- 1077

chanical Turk through a prescreening process. We 1078

sampled 100 tweets and collected a set of annota- 1079

tions from two researchers given the instructions 1080

in Table 10. The researchers’ labels had a fourth 1081

option of “ambiguous” — that is, these samples 1082

appeared to be too subjective to indicate good un- 1083

derstanding of the worker’s performance. This “am- 1084

biguous” label is automatically assigned where the 1085

researchers disagreed, or if one researcher preemp- 1086

tively assigns a sample as ambiguous. Then, we 1087

scored all workers with the researcher annotations 1088

as a ground truth. A worker needed to have a 70% 1089

agreement with researcher annotations, excluding 1090

ambiguous samples, and they needed to have com- 1091

pleted at least 10 HITs in the prescreening to be 1092

considered for further annotation. Among the anno- 1093

tators that met all requirements, two of them only 1094

labelled ambiguous samples — for them, we sent 1095

a secondary test to obtain a fair assessment. We 1096

compensated the workers at $0.18 per HIT. 1097

B.4 Adversarial Filtering 1098

We use embeddings from RoBERTa-Large, and 1099

train the linear classifier with a KL divergence loss 1100

objective as shown in Equation 2. Since this is a 1101

different task from binary classification, we do not 1102

set a fixed τ — instead, we take τ to be the mean 1103

loss over the entire dataset, which we indicate with 1104

τµ. During our filtering process, we find τµ to be 1105

approximately 0.1 across three rounds. 1106

C Experiment Details 1107

C.1 Model Choice 1108

• GPT-3.5-turbo (Ouyang et al., 2022) — A 1109

closed-source model trained with Reinforcement 1110

Learning with Human Feedback (RLHF). We 1111

performed experiments in June of 2024. 1112

• GPT-4o13 — A closed-source model trained with 1113

Reinforcement Learning with Human Feedback 1114

(RLHF). We performed experiments in June of 1115

2024. 1116

• Llama2-(7b, 13b, and 70b) (Touvron et al., 1117

2023) — A suite of open-source models trained 1118

using RLHF, as well as safety fine-tuning to en- 1119

hance helpfulness. 1120

13https://openai.com/index/hello-gpt-4o/

13
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• Llama3-(8b, and 70b)14 — A suite of open-1121

source models trained using a combination of1122

supervised fine-tuning (SFT), rejection sampling,1123

proximal policy optimization (PPO), and direct1124

preference optimization (DPO), with a focus on1125

safety fine-tuning to enhance helpfulness.1126

• Mistral-7b (Jiang et al., 2023a) — A model1127

trained with instruction tuning; rather than re-1128

inforcement learning, they fine-tune directly on1129

instruction data.1130

• Solar-10b — This is a merged model that1131

combines the instruction-tuned version of Solar,1132

Solar-Instruct (Kim et al., 2023), and OrcaDPO,1133

another checkpoint trained with Direct Prefer-1134

ence Optimization (Rafailov et al., 2023). These1135

two models are merged with Spherical Linear1136

Interpolation (SLERP) (Barrera et al., 2004).1137

We choose Llama 2 and 3 to isolate the effect of1138

model size, since these suites of models are trained1139

with the same method at various parameter counts.1140

We compare this suite to three open-source mod-1141

els trained on various combinations of fine-tuning,1142

instruction tuning, and Proximal Policy Optimiza-1143

tion (PPO) or Direct Policy Optimization (DPO).1144

We compare them to Mistral and Solar as they are1145

the best-performing models on the Huggingface1146

Open LLM leaderboard.15 We searched for the1147

best model in three sizes (7B parameters, ≈13B1148

parameters, and 60B+ parameters) as of January1149

2024. The Solar-10b we test combines two check-1150

points of Solar (Kim et al., 2023): Solar-Instruct,1151

trained with instruction tuning, and OrcaDPO.1152

Additionally, we compare these against the1153

closed-source GPT-3.5-turbo and GPT-4o as an1154

alternative for limited computational resources. We1155

utilize OpenAI’s Chat Completions API for Chat-1156

GPT, and Hugging Face’s text generation pipeline1157

for all other models. For all models, we choose a1158

sampling temperature of 0.3 after a hyperparameter1159

search, testing temperatures of 0.1, 0.3, 0.5, 0.8,1160

and 1.1161

C.2 Prompting1162

Please refer to Table 6 for our prompting format.1163

While individual model prompts might vary based1164

on their specific template formatting requirements,1165

14https://ai.meta.com/blog/meta-llama-3/
15https://huggingface.co/spaces/HuggingFaceH4/

open_llm_leaderboard

Retrieval Here is some relevant legal
context on “misinformation”:
[doc]

Web search results for the
claim: [snippets]

Classification Claim: [claim]
Classify the claim as either “fac-
tual” or “misinformation.”

Constraints Do not refuse to answer. Do not
engage in explanations and po-
liteness. Only respond with the
words “misinformation”, “fac-
tual”, or “unsure”. Do not add
further context.

Table 6: Prompt template used in our experiments. We
use a simple sentence to indicate the context of our re-
trieved document [doc] and/or web search results [snip-
pets], and a keyword ‘Claim’ to indicate the target input
text within the prompt. In the main results, we also
add some instructions to constrain the output to a single
keyword.

the core text is held constant throughout all of our 1166

experiments. 1167

C.3 Retrieval 1168

Please refer to Figure 4 for an illustration of the 1169

two architectures. We take the implementation of 1170

IC-RALM directly from their Github,16 and take 1171

most of FLARE’s original implementation17 ex- 1172

cept for the generation. We use ChatGPT for query 1173

generation in FLARE — we also tested using the 1174

model itself and found performance comparable. 1175

At the time these experiments were conducted (Jan- 1176

uary 2024), the OpenAI Chat Completions API did 1177

not return log probabilities, so we were not able 1178

to conduct experiments with gpt-3.5-turbo and 1179

FLARE. 1180

C.4 Hyperparameter tuning and Hardware 1181

Specifications 1182

For the IC-RALM experiments, we set the stride 1183

parameter to the s = 4 tokens that was used in most 1184

of (Ram et al., 2023) experiments, as it keeps a 1185

balance between performance and efficiency. This 1186

parameter is the frequency of which the retrieval is 1187

triggered. In FLARE experiments, we set the β (the 1188

16https://github.com/ai21labs/in-context-ralm
17https://github.com/jzbjyb/flare

14
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(a) IC-RALM.

LM

N

Y

Retrieval?

Query Generation

End of
generation?

N

Claim

Misinformation?
Y/N/Unclear 

(b) FLARE.

Figure 4: Illustrations of the IC-RALM and FLARE
retrieval architectures.

Figure 5: Change in macro-f1 as we increase θ over the
first 100 samples.

confidence threshold for query generation) value to1189

be 0.4 and did a grid search for θ (the confidence1190

threshold for triggering retrieval) with 100 samples1191

of our dataset to find the best-performing value.1192

We found performance scales consistently with θ,1193

as shown in Figure 5, and we choose θ = 0.5 to1194

balance performance with throughput.1195

We generate outputs with the vLLM library18,1196

setting a maximum generation length of 1024. Ex-1197

periment run times depended largely on the model1198

size and experimental setting; smaller models took1199

approximately 1.5 hours on our full dataset in1200

the Flare (legal+web) setting, while larger models1201

could take 3 hours. This equates to 1.5 GPU hours1202

for smaller models, or 12 GPU hours for larger1203

18https://docs.vllm.ai/en/latest/

Model FLARE (θ = 0.5) FLARE (θ = 1) IC-RALM (Legal)
Bin-f1↑ Ma-f1↑ Mi-f1 ↑ ER ↓ Bin-f1↑ Ma-f1 ↑ Mi-f1 ↑ ER ↓ Bin-f1↑ Ma-f1 ↑ Mi-f1 ↑ ER ↓

GPT-4o 32.3 25.8 46.7 0.0 30.7 25.0 46.7 0.0 35.8 28.5 48.9 0.0
Llama3-8b 27.3 13.6 43.0 0.0 25.3 13.9 41.4 0.0 0.0 9.8 38.7 0.0
Llama2-13b 22.2 17.8 38.8 0.0 22.6 16.0 39.3 0.0 22.6 18.2 39.7 0.1

Table 7: A comparison of the RALM retrieval method
with FLARE set to retrieve at every possible step (i.e.
θ = 1). We conducted experiments for all models but
only present results for these three to illustrate the effect
of retrieval.

Llama3-70b Bin-f1↑ Ma-f1↑ Mi-f1↑ Ablation Bin-f1↑ Ma-f1↑ Mi-f1↑
FLARE (legal) 33.3 22.6 46.6 Random (legal) 32.2 22.7 47.9
FLARE (legal) 33.3 22.6 46.6 Oracle (legal) 32.0 21.1 47.5
FLARE (web) 34.0 23.0 48.3 Oracle (web) 32.2 22.7 48.7
FLARE (legal+web) 35.1 24.0 48.5 Oracle (legal+web) 34.2 21.6 48.0

Table 8: Summary of our ablations with Llama3-70b
using FLARE pipeline.

models. We conducted experiments with open- 1204

source models on a server cluster with a combina- 1205

tion of Nvidia RTX6000-48GB and A100-40GB 1206

GPUs. 1207

D Additional Experiments 1208

D.1 Prompt Constraint and Error Rate 1209

Previous works have observed legal tasks with long 1210

contexts often lead to a model being more “decisive” 1211

(Luo et al., 2023). In our experiments, we note that 1212

adding retrieved text to the input context signifi- 1213

cantly reduces the error rate. This suggests there is 1214

some trade-off between the instruction complexity 1215

and the safety fine-tuning performed for the Llama 1216

2 models. Llama 2’s safety fine-tuning has been 1217

noted to be unstable and easily reversed with a few 1218

steps of parameter-efficient fine-tuning (Lermen 1219

et al., 2023), and we hypothesize this instability is 1220

also causing the fluctuations in error rate. 1221

In addition to the stricter prompting instructions 1222

reported in the main body, we also evaluate the 1223

models without constraining the outputs — i.e. sim- 1224

ply asking for a classification, as shown in Table 1225

6. We evaluate the generations by searching the 1226

entire generated text for the keywords “factual” or 1227

“misinformation.” We first check for the keywords 1228

in quotes (“ ”), as that is the format given in the 1229

prompt, and then we check for all other mentions 1230

if quotes do not exist. If a model’s generated text 1231

contains both of these keywords, we count this as 1232

an unclear prediction. For any generation with- 1233

out either keyword, we first filter over all model 1234

responses to analyse the responses. Many of these 1235

answers are non-answers, such as “As an AI lan- 1236

guage model, I am unable to provide a response.” 1237

is a non-answer, or an error in the generation. We 1238

15
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(a) Llama2-7b. (b) Llama2-70b.

(c) Mistral-7b. (d) Solar-10b.

(e) GPT-3.5-turbo. (f) GPT-4o.

(g) Llama3-8b.

Figure 6: Label distribution of the model predictions in our five settings for the remaining models tested.

report the Error Rate (ER) alongside macro- and1239

micro-f1 score.1240

D.2 Retrieval Extended1241

We conducted an ablation with FLARE where we1242

always performed retrieval on the legal dataset (i.e.1243

set θ to 1) and observed similar performance as1244

RALM across all models, summarized in Table 7.1245

While we conducted experiments with all of the1246

models, we only present three key results. First,1247

Llama3-8b had a Bin-f1 score of 0.0 with the IC-1248

RALM retrieval method. However, FLARE even1249

at the highest retrieval level does not exhibit this1250

behaviour.1251

D.3 Ablations Extended1252

Please refer to Table 8 for results with Llama3-70b.1253

As shown, the trend is similar to what was observed1254

with GPT-4o. 1255

E Additional Legal Details 1256

Please refer to Tables 11 for a comprehensive list 1257

of legal issues considered in our annotations. 1258

16



Model No Retrieval IC-RALM (Legal) FLARE (Legal) FLARE (Web) FLARE (Legal+web)
Bin-f1↑ Ma-f1↑ Mi-f1 ↑ ER ↓ Bin-f1↑ Ma-f1 ↑ Mi-f1 ↑ ER ↓ Bin-f1↑ Ma-f1 ↑ Mi-f1 ↑ ER ↓ Bin-f1↑ Ma-f1↑ Mi-f1 ↑ ER ↓ Bin-f1↑ Ma-f1↑ Mi-f1 ↑ ER ↓

GPT-3.5-turbo 30.9 22.0 44.2 0.3 0.0 15.0 26.7 0.0 30.4 19.9 45.0 0.1 31.8 25.2 44.3 0.1 30.4 16.4 48.2 0.0
Mistral-7b 21.1 22.5 41.9 0.3 21.0 21.3 43.1 0.1 23.7 22.6 42.4 0.1 12.2 16.4 42.4 0.0 11.8 15.1 41.1 0.0
Llama2-7b 21.1 22.5 45.5 0.1 23.0 20.9 40.5 0.1 16.5 18.5 40.4 0.7 23.3 22.6 41.4 0.4 18.9 20.1 40.1 0.9
Solar-10b 19.2 18.3 39.4 0.3 26.6 21.3 36.5 2.1 25.3 21.7 39.5 0.7 25.3 21.7 39.5 0.7 26.2 20.7 38.8 1.2
Llama2-13b 18.0 17.7 40.0 0.0 13.2 15.0 41.3 0.3 17.7 19.5 41.4 1.5 17.5 19.6 41.2 0.9 18.7 20.0 41.5 1.5
Llama2-70b 24.1 21.0 43.5 0.1 23.6 21.2 42.0 0.0 22.8 20.7 42.1 3.1 21.3 21.8 43.4 3.0 21.9 21.1 43.5 3.3

Table 9: Summary of the unconstrained results across seven LLMs, open- and closed-source, organized by model
size. Since the size of ChatGPT is unknown, we present it at the top.

We aim to identify checkworthy claims. A claim is defined as "stating or asserting that something is
the case, typically without providing evidence or proof."

Examples of claims: "The Eiffel Tower is the tallest tower in the world" "Michael Jackson
was seen at the department store last week" "My wife can’t eat chocolate because she’s allergic"

Not claims: opinions, emotions, exclamations. For example:
"I think Snow White was an idiot,"
"My wife is so nice and I love her,"
"Wow! Amazing!"
If there is no claim, please indicate "Empty/no claim. (3)"

Please choose "Checkworthy" (1) if you consider at least one claim in the statement to be
checkworthy. Checkworthy is defined as: Having the potential to influence/mislead people,
organizations and countries. If you read this statement, it would influence your opinion of the topic.
Discussing a topic, or quoting a person capable of signficant social impact.**

It might be checkworthy if you can answer "yes" to any of these questions:
Does it provoke an emotional response?
Does it make a bold statement on a controversial issue?
Is it an extraordinary claim?
Does it contain clickbait?
Does it have topical information that is within context?
Does it use small pieces of valid information that are exaggerated or distorted?

For example: "Biden’s Climate Requirements: Cut 90% of Red Meat From Diet; Americans
Can Only Eat One Burger Per Month" is a checkworthy claim because it suggests the President of the
United States wants to regulate peoples’ diets. Some might feel angry because it is outside Biden’s
jurisdiction, so it is important to fact-check this statement.

Choose Not Checkworthy (2) if the claim is not checkworthy. Not checkworthy claims are
at least one of the following:
Innocuous (eg. Ryan Renolds has six fingers on his right hand)
Based on common knowledge (eg. water is wet, a cough makes your throat sore)
Made solely based on private information (eg. I had a sandwich for lunch yesterday)

Table 10: Instructions provided to crowd-sourced (Mechanical Turk) workers for identifying checkworthiness.
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Broad Legal
Topic

Legal Issue Key legal tests Defences

Defamation Defamation 1. Defamatory in Nature (in the sense
that the things in question would tend
to lower the plaintiff’s reputation in
the eyes of a reasonable person)
2. Publication (communicated to a
third party)

1. Qualified Privilege
2. Responsible Communica-
tions
3. Fair Comment (assum-
ing (a) the comment is on
a matter of public interest;
(b) the comment is based
on fact; (c) the comment,
though it can include infer-
ences of fact, is recogniz-
able as comment; and (d)
any person could honestly
express that opinion on the
proved facts)

Freedom of
Expression

Freedom of
Expression

1. The activity must be an expres-
sive, i.e. must “convey meaning” (“It
might be difficult to characterize cer-
tain day-to-day tasks, like parking a
car, as having expressive content.“)25

2.Is the government’s purpose, or oth-
erwise effect, to restrict expression of
this meaning?

1. Can establish the “truth,”
eg. clinical evidence
2. Non-intent, i.e. published
misinformation without in-
tent26

Criminal
Laws

Cyberbullying If false/inaccurate information is be-
ing spread to harass or harm others,
the spreader could face cyberbullying
or harassment charges

N/A

Public Mis-
chief

Every one commits public mischief
who, with intent to mislead, causes a
peace officer to enter on or continue
an investigation by
(a) making a false statement that ac-
cuses some other person of having
committed an offence;
(b) doing anything intended to cause
some other person to be suspected of
having committed an offence that the
other person has not committed, or to
divert suspicion from himself;
(c) reporting that an offence has been
committed when it has not been com-
mitted; or
(d) reporting or in any other way mak-
ing it known or causing it to be made
known that he or some other person
has died when he or that other person
has not died.

N/A

Consumer
Protection
Laws

Food and
Drugs Act

Spreading false and private informa-
tion about someone without their con-
sent can lead to privacy violation
claims because it infringes upon their
right to control their personal infor-
mation and keep it private.

N/A

Data Privacy Under the Food and Drugs Act,
Health Canada is tasked with (among
other things) monitoring misleading
health claims and regulatory enforce-
ment to address health risks
Among other things, food in Canada
shall not be sold or advertised in a
manner that is false, misleading or de-
ceptive

N/A
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Broad Legal
Topic

Legal Issue Key legal tests Defences

Consumer
Protection
Laws

Federal Com-
petition Act

The Commissioner of the Competi-
tion and the Department of Public
Prosecutions can initiate actions to ad-
dress misleading claims using either
of the criminal [section 52(1)] or civil
tracks
- All representations that are false or
misleading in a material respect, in
any form, are subject to the Competi-
tion Act
- If a representation could influence a
consumer to buy or use the product or
service advertised, it is material
- NOTE: Propaganda and advertising
are usually based on real accounts,
with an incomplete focus on parts that
are favourable to a campaign (Tan-
doc Jr., 2019).
- To determine whether a representa-
tion is false or misleading, the courts
consider the "general impression" it
conveys, as well as its literal meaning

N/A

Other (i.e.,
not fitting
within one
of the broad
legal topics
above)

Election
Laws

The Canada Elections Act has prohib-
ited false or misleading statements,
since 2018, about electoral candidates
if they are expressed during the elec-
tion period with the intention of af-
fecting the results of the election. The
Election Modernization Act sets out
important transparency and disclo-
sure requirements for political adver-
tising (Dawood, 2020)

N/A

Intentional
Infliction
of Mental
Suffering

This common law tort involves inten-
tionally inflicting emotional distress
through acts or words which results in
emotional harm as visible, provable
illness.
- The plaintiff must prove 1) Act
(Statement need not be false, but
speech must be extreme), 2) Intent
(i.e. calculated to produce harm), 3)
Injury (i.e. the plaintiff must have suf-
fered actual harm; some injury in the
form of psychological harm)

N/A

Hate Speech Fake news affects society as a whole,
whereas hate speech harms individ-
uals or members of a specific group
(Katevas et al., 2022)

N/A

Intellectual
Property

Trademarks Act provides that no per-
son shall “make a false or mislead-
ing statement tending to discredit the
business, goods or services of a com-
petitor”, nor “make use, in association
with goods or services, of any descrip-
tion that is false in a material respect
and likely to mislead the public as
to” the character, quality, quantity or
composition, the geographical origin,
or the mode of the manufacture pro-
duction or performance of the goods
or services.

N/A

Table 11: Areas of law that can be used to indict misinformation published online.
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