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Abstract

We present a novel perspective on behavioural metrics for Markov decision processes
via the use of positive definite kernels. We define a new metric under this lens that is
provably equivalent to the recently introduced MICo distance (Castro et al., 2021).
The kernel perspective enables us to provide new theoretical results, including value-
function bounds and low-distortion finite-dimensional Euclidean embeddings, which
are crucial when using behavioural metrics for reinforcement learning representa-
tions. We complement our theory with strong empirical results that demonstrate
the effectiveness of these methods in practice.

1 Introduction

As tabular methods are insufficient for most state spaces, function approximation in reinforcement
learning is a well-established paradigm for estimating functions of interest, such as the expected
sum of discounted returns V (Sutton & Barto, 2018). A general value function approximator can
be seen as a composition of a k-dimensional embedding φ : X → Rk, which maps a state space X
to a k-dimensional space Rk, and a function approximator ψ : Rk → R (e.g. V ≈ ψ ◦ φ). While φ
can be fixed, as is the case in linear function approximation (Baird, 1995; Konidaris et al., 2011) an
increasingly popular approach is to learn both ψ and φ concurrently, typically with the use of deep
neural networks. This raises the question of what constitutes a good embedding φ, which forms
the basis of the field of representation learning.

Previous approaches to learning φ include spectral decompositions of transition and reward opera-
tors (Dayan, 1993; Mahadevan & Maggioni, 2007) and implicit learning through the use of auxiliary
tasks (Lange & Riedmiller, 2010; Finn et al., 2015; Jaderberg et al., 2017; Shelhamer et al., 2017;
Hafner et al., 2019; Lin et al., 2019; Bellemare et al., 2019; Yarats et al., 2021). One recent ap-
proach to learning embeddings is to use φ to approximate a state metric d (Gelada et al., 2019;
Castro, 2020; Zhang et al., 2021; Castro et al., 2021). State metrics quantify the distance between
pairs of states, under some suitable notion of distance. An embedding φ can then be learnt to
approximate d, so that states which are similar under d have close embeddings under φ as well. A
natural question, then, is whether d can be embedded in Rk; this property has thus far been left
unanswered for the aforementioned methods.

Aside from this embeddability property, a standard desire for a good representation is that it
enables faster learning of ψ; this is often achieved by the use of embeddings which generalize well.
Le Lan et al. (2021) argued that an embedding which generalizes well is one that captures a notion
of continuity with respect to the function being approximated: if φ(x) and φ(y) are similar then
V (x) ≈ ψ(φ(x)) and V (y) ≈ ψ(φ(y)) should also be similar. Bisimulation metrics (Desharnais
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et al., 1999; van Breugel & Worrell, 2001; Ferns et al., 2004) admit an elegant way to satisfy this
property via value function upper bounds: |V (x) − V (y)| ≤ d(x, y). This of course relies on the
embeddability property and on the assumption that ψ is 1-Lipschitz continuous, such that

|V (x)− V (y)| ≈ |ψ(φ(x))− ψ(φ(y))| ≤ ‖φ(x)− φ(y)‖ ≈ d(x, y) .

Further, bisimulation metrics are expensive to compute, even for tabular systems, due to the fact
that one needs to find an optimal coupling between the next-state distributions (Villani, 2008).
Castro et al. (2021) overcame this difficulty by replacing the optimal coupling with an indepen-
dent one, resulting in the MICo distance Uπ, which still satisfies the value function upper bound.
Interestingly, this distance is not a proper metric (nor pseudo-metric), but rather a diffuse met-
ric that admits non-zero self-distances. The consequences of this is that, when co-learned with
ψ, the resulting feature map φ : X → Rk is approximating a reduced version of Uπ, denoted as
ΠUπ. Unfortunately, the reduced MICo does not satisfy the value function upper bound, nor was it
demonstrated to be embeddable in Rk. Thus, despite demonstrating strong empirical performance,
it remained unclear whether the resulting method was theoretically well-founded.

In this work, we take an alternate view of state similarity via the use of kernels. More precisely,
we introduce the concept of a positive-definite kernel on Markov decision processes as a measure
of behavioural similarity between states. This new perspective is valuable in itself, as it enables
us to leverage reproducing kernel Hilbert space (RKHS) theory for a better understanding of state
metrics. We extract a distance from this kernel, and prove its equivalence to the reduced MICo
distance. Through this perspective our work provides the following contributions:

• We define a new state distance, dπks that is constructed from the Hilbert space distance of
the RKHS (Section 3.1).

• We demonstrate the equality of this new distance to the reduced MICo ΠUπ of Castro et al.
(2021) (Section 3.2).

• We derive a novel result demonstrating that dπks (and ΠUπ by extension) do serve as an
upper bound to value funciton differences, with an additive component (Section 3.3).

• We prove that dπks can be embedded into a finite-dimensional Euclidean space with low
distortion error (Section 3.4).

• We demonstrate empirically that dπks performs comparably to MICo when used in a deep
reinforcement learning setting (Section 4).

2 Background

We provide a brief overview of some of the concepts used throughout this work, and provide a more
detailed background in the appendix.

2.1 Markov decision processes

We consider a Markov decision process (MDP) given by (X ,A,P,R, γ), where X is a finite state
space, A a set of actions, P : X × A → P(X ) a transition kernel, and R : X × A → P(R) a
reward kernel (P(Z) is the set of probability distributions on a measurable set Z). We will write
Pax := P(x, a) for the transition distribution from taking action a in state x, Rax := R(x, a) for
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the reward distribution from taking action a in state x, and write rax for the expectation of this
distribution. A policy π is a mapping X → P(A). We use the notation Pπx = ∑

a∈A π(a|x)Pax to
indicate the state distribution obtained by following one step of a policy π while in state x. We use
Rπx = ∑

a∈A π(a|x)Rax to represent the reward distribution from x under π, and rπx to indicate the
expected value of this distribution. Finally, γ ∈ [0, 1) is the discount factor used to compute the
discounted long-term return.

The value of a policy π is the expected total return an agent attains from following π, and is
described by a function V π : X → R, such that for each x ∈ X ,

V π(x) = Eπ

∑
t≥0

γtRt

∣∣∣∣X0 = x

 .
An optimal policy π∗ is a policy which achieves the maximum value function at each state, which
we will denote V ∗. It satisfies the Bellman optimality recurrence:

V ∗(x) = max
a∈A

E
[
R0 + γV ∗(X1)

∣∣∣∣X0 = x,A0 = a

]
. (1)

2.2 The MICo distance

A common approach to dealing with very large, or even infinite, state spaces is via the use of an
embedding φ : X → Rk, which maps the original state space into a lower-dimensional representation
space. State values can then be learned on top of these representations: e.g. V̂ (x) ≈ ψ(φ(x)), where
ψ is a function approximator.

A desirable property of representations is that they can bound differences with respect to the
function of interest (e.g. value functions). Le Lan et al. (2021) argued state behavioural metrics are
a useful mechanism for this, as they can often bound differences in values: d(x, y) ≥ |V ∗(x)−V ∗(y)|.
The structure of the metric impacts its effectiveness: picking d(x, y) = (Rmax−Rmin)(1−γ)−1 allows
one to satisfy the same upper bound, but in a rather uninformative way.

Bisimulation metrics d∼ (Ferns et al., 2004) are appealing metrics to use, as they satisfy the
above upper bound, while still capturing behavioural similarity that goes beyond simple value
equivalence (see Appendix C for a more in-depth discussion of bisimulation metrics). Castro (2020)
demonstrated that, with some simplifying assumptions, these metrics are learnable with neural
networks; Zhang et al. (2021) and Castro et al. (2021) demonstrated they are learnable without
the assumptions.

Castro et al. (2021) introduced the MICo distance, along with a corresponding differentiable loss,
which can be added to any deep reinforcement learning agent without extra parameters. The added
loss showed statistically significant performance improvements on the challenging Arcade Learning
Environment (Bellemare et al., 2013), as well as on the DeepMind control suite (Tassa et al., 2018).

Our paper builds on the MICo distance, and as such, we present a brief overview of the main
definitions and results in this section. We begin with a result that introduces the MICo operator
(T πM ), defines the MICo distance as its unique fixed point (Uπ), and shows this distance provides
an upper bound on value differences between two states.
Theorem 1 (Castro et al. (2021)). Given a policy π, the MICo operator T πM : RX×X → RX×X ,
given by T πM (U)(x, y) = |rπx − rπy | + γ dŁK(U)(Pπx ,Pπy ), has a unique fixed point Uπ, referred to

3



Under review as submission to TMLR

as the MICo distance1. Further, the MICo distance upper bounds the absolute difference between
policy-value functions. That is, for x, y ∈ X , we have |V π(x)− V π(y)| ≤ Uπ(x, y).

Castro et al. (2021) adapted the MICo distance to be used for learning state feature maps φ.
However, the authors demonstrated the features used for control were actually a “reduction” of the
diffuse metric approximant; this distance was dubbed the reduced MICo distance ΠUπ.
Definition 2 (Reduced MICo). The reduced MICo distance ΠUπ is defined by

ΠUπ(x, y) = Uπ(x, y)− 1
2(Uπ(x, x) + Uπ(y, y)).

Two immediate properties of ΠUπ are that it is symmetric, and satisfies ΠUπ(x, x) = 0. However,
it was unknown whether ΠUπ satisfied the triangle inequality, as well as whether it was positive
in general. One negative result shown by Castro et al. (2021) was that the value function upper
bound does not hold for ΠUπ.
Proposition 3 (Castro et al. (2021)). There exists an MDP with x, y ∈ X , and policy π where
|V π(x)− V π(y)| > ΠUπ(x, y).

While Castro et al. (2021) demonstrated the strong empirical performance yielded by the reduced
MICo distance in combination with deep reinforcement learning, Proposition 3 highlights that
important properties for general state similarity metrics remain unknown for the reduced MICo.
We pause here to take stock of what is unknown regarding ΠUπ:

• From a purely metric perspective, it is unknown whether ΠUπ is always positive (in general,
applying the reduction operator Π to a positive function f does not result in Πf being pos-
itive), or whether ΠUπ satisfies the triangle inequality. These are important to understand
so as to guarantee that the learned representations are well-behaved.

• From the behavioural similarity perspective, it is not known whether ΠUπ has any quan-
titative relationship to the value function V π, as Proposition 3 demonstrates the standard
value function upper bound does not hold.

• From a practical perspective, it is unknown ΠUπ is even embeddable in Rk.

In this work we seek to resolve these mysteries through the lens of reproducing kernel Hilbert
spaces, which we introduce next (a more extensive discussion is provided in Appendix C.5).

2.3 Reproducing kernel Hilbert spaces

Let X be a finite2 set, and define a function k : X × X → R to be a positive definite kernel if it is
symmetric and positive definite3: for any {x1, . . . , xn} ∈ X , {c1, . . . , cn} ∈ R, we have that

n∑
i=1

n∑
j=1

cicjk(xi, xj) ≥ 0.

1The distance dŁK is defined in Appendix C.1.2.
2The theory of reproducing kernel Hilbert spaces holds for much more general classes of sets, but as earlier in the

paper, we focus on the finite case for clarity.
3We remark that the definition of positive definite is not consistent across the literature. We follow the convention

of the kernel methods community, and define a function to be strictly positive definite if the inequality is strict unless
c1 = · · · = cn = 0. In the linear algebra and optimization communities however, this is referred to as positive definite,
and the definition provided is referred to as positive semidefinite.
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We will often use kernel as a shorthand for positive definite kernel. Given a kernel k on X , one can
construct a RKHS of functions Hk through the following steps:

(i) Construct a vector space of real-valued functions on X of the form {k(x, ·) : x ∈ X}.

(ii) Equip this space with an inner product given by 〈k(x, ·), k(y, ·)〉Hk = k(x, y).

(iii) Take the completion of the vector space with respect to the inner product 〈·, ·〉Hk .

The Hilbert space obtained at the end of step (iii) is the reproducing kernel Hilbert space for k.

It is common to introduce the notation ϕ(x) := k(x, ·), where ϕ : X → H is often called the feature
map, and ϕ(x) is understood as the embedding of x in H. Note that we are using ϕ to represent
the mapping of states onto a Hilbert space (e.g. ϕ : X → Hk), which is distinct from the symbol
φ which we use to represent the mapping of states onto a Euclidean space (e.g. φ : X → Rn). One
can also embed probability distributions on X in Hk. Given a probability distribution µ on X , one
can define the embedding of µ, Φ(µ) ∈ Hk as

Φ(µ) = E
X∼µ

[ϕ(X)] =
∫
X
ϕ(x)dµ(x),

where the integral taken is a Bochner integral4, as we are integrating over Hk-valued functions.
The embeddings of measures into Hk allow one to easily compute integrals, as one can show using
the Riesz representation theorem that for f ∈ Hk, one has∫

X
fdµ = 〈f,Φ(µ)〉Hk .

These embeddings also allow us to define metrics on X and P(X ) by looking at the Hilbert space
distance of their embeddings.
Definition 4. Given a positive definite kernel k, define ρk as its induced distance:

ρk(x, y) := ‖ϕ(x)− ϕ(y)‖Hk .

By expanding the inner product, the squared distance can be written solely in terms of the kernel k:

ρ2
k(x, y) = k(x, x) + k(y, y)− 2k(x, y).

We can perform the same process to construct a metric on P(X ) using Φ:
Definition 5 (Gretton et al. (2012)). Let k be a kernel on X , and Φ : P(X )→ Hk be as defined
above. Then the Maximum Mean Discrepancy (MMD) is a pseudometric on P(X ) defined by

MMD(k)(µ, ν) = ‖Φ(µ)− Φ(ν)‖Hk .

A semimetric is a distance function which respects all metric axioms save for the triangle inequality.
A semimetric space (X , ρ) is of negative type if for all x1, . . . , xn ∈ X , c1, . . . , cn ∈ R such that∑n
i=1 ci = 0, we have

n∑
i=1

n∑
j=1

cicjρ(xi, xj) ≤ 0.

4A generalization of the Lebesgue integral to functions taking values in a Banach space, further details can be
found in Arendt et al. (2001).
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Given a semimetric of negative type ρ on X , we can define a distance on P(X ) known as the energy
distance, defined as

E(ρ)(µ, ν) = E
X∼µ,Y∼ν

[ρ(X,Y )]− 1
2

(
E

X1,X2∼µ
[ρ(X1, X2)] + E

Y1,Y2∼ν
[ρ(Y1, Y2)]

)
,

where the pairs of random variables in each expectation are independent.

If ρ is of negative type, this guarantees that we have E(ρ)(µ, ν) ≥ 0 for all µ, ν ∈P(X ). Semimetrics
of negative type have a connection to positive definite kernels, as shown in Sejdinovic et al. (2013):
the induced distance squared ρ2

k is a semimetric of negative type, which we say is induced by
k. Conversely, a semimetric of negative type ρ induces a family of positive definite kernels Kρ

parametrised by a chosen base point x0 ∈ X :

Kx0
ρ (x, x′) = 1

2(ρ(x, x0) + ρ(x′, x0)− ρ(x, x′)).

The relationship is symmetric, so that each kernel k ∈ Kρ has ρ as its induced semimetric. With
this symmetry in mind, we call a kernel k and a semimetric of negative type an equivalent pair if
they induce one another through the above construction. This equivalence does not only live in X
however, as the following proposition shows that it lifts into P(X ) as well.
Proposition 6 (Sejdinovic et al. (2013)). Let (k, ρ) be an equivalent pair, and let µ, ν ∈ P(X ).
Then we have the equivalence

MMD2(k)(µ, ν) = E(ρ)(µ, ν).

The central takeaway of the equivalences proved in Sejdinovic et al. (2013) is that using metrics of
negative type and positive definite kernels are two perspectives of the same underlying structure.

3 Kernel similarity metrics

We take a new perspective on behavioural metrics in MDPs, through the use of positive definite
kernels. We define a contractive operator on the space of kernels, and show that its unique fixed
point induces a behavioural distance in a reproducing kernel Hilbert space, and then prove that
this distance coincides with the reduced MICo distance ΠUπ. We then present new properties of
ΠUπ obtained through this perspective.

3.1 Definition

Given an MDP M = (X ,A,P,R, γ), state similarity metrics which are variants of bisimulation
generally follow the form

d(x, y) = d1(x, y) + γ d2(d)(P(x),P(y)),

for states x, y in X . Here, d1 is a distance on X representing one-step differences between x
and y (e.g. reward difference), and d2 “lifts” a distance on X onto a distance on P(X ); thus,
d2(d)(P(x),P(y)) represents the long-term behavioural distance between x and y. It is worth
noting the similarity to the Bellman optimality recurrence introduced in Equation 1.

In this section we take a similar approach, except rather than quantifying the difference of states
(metrics), we consider quantifying the similarity of states (positive definite kernels). Following this
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idea, we can define a state similarity kernel k : X ×X → R as a positive definite kernel which takes
the following form:

k(x, y) = k1(x, y) + γ k2(k)(P(x),P(y)).

Similarly to the above expression for d, k1 is a kernel on X which measures the immediate similarity
of two states x and y, and k2 lifts a kernel on X into a kernel on P(X ).

We can now present a candidate state similarity kernel. We follow Castro (2020) and Castro et al.
(2021) in measuring behavioural similarity under a fixed policy, in contrast to measuring behaviour
across all possible actions, as done in bisimulation (Ferns et al., 2004; 2011). Following this, we fix
a policy π which will be the policy under which we measure similarity. For the immediate similarity
kernel, we will assume that supp(R) ⊆ [−1, 1]5, and we set k1(x, y) = 1− 1

2 |r
π
x − rπy | , which lies in

[0, 1]. This is a reasonable measure of immediate similarity, as it is maximised when two states have
identical immediate rewards, and minimised when two states have maximally distant immediate
rewards. To lift a kernel k into a kernel on P(X ), we can use the kernel lifting construction given
in Guilbart (1979), and define k2(k)(µ, ν) = EX∼µ,Y∼ν [k(X,Y )]. Combining these, we can define
an operator on the space of kernels whose fixed point would be our kernel of interest.
Definition 7. Let K (X ) be the space of positive definite kernels on X . Given π ∈ P(A)X , the
kernel similarity operator T πk : K (X )→ K (X ) is

T πk (k)(x, y) =
(

1− 1
2 |r

π
x − rπy |

)
+ γ E

X′∼Pπx ,Y ′∼Pπy
[k(X ′, Y ′)].

The fact that T πk indeed maps K (X ) to K (X ) follows from the previous paragraph describing
that each operator is a kernel, and that the sum of two kernels is a kernel (Aronszajn, 1950). We
now present two lemmas which are necessary to conclude whether a unique fixed point of T πk exists.
Lemma 8. T πk is a contraction with modulus γ in ‖ · ‖∞.

Proof. Let k1, k2 ∈ K (X ), we can then write out

‖T πk (k1)− T πk (k2)‖∞ = max
(x,y)∈X×X

|T πk (k1)(x, y)− T πk (k2)(x, y)|

= γ max
(x,y)∈X×X

∣∣∣∣∣ E
X′∼Pπx ,Y ′∼Pπy

[k1(X ′, Y ′)]− E
X′∼Pπx ,Y ′∼Pπy

[k2(X ′, Y ′)]
∣∣∣∣∣

= γ max
(x,y)∈X×X

∣∣∣∣∣ E
X′∼Pπx ,Y ′∼Pπy

[k1(X ′, Y ′)− k2(X ′, Y ′)]
∣∣∣∣∣

≤ γ ‖k1 − k2‖∞.

Lemma 9. The metric space (K (X ), ‖ · ‖∞) is complete.

Proof. As we assume X is finite, the space of functions RX×X is a finite-dimensional Euclidean
vector space, and hence is complete with respect to the L∞ norm. It therefore suffices to show
that K (X ) is closed in RX×X . We can consider a sequence {kn}n≥0 in K (X ) which converges
to k ∈ RX×X in ‖ · ‖∞ and show that k ∈ K (X ). This is equivalent to showing that k is both
symmetric and positive definite, which follows immediately from the fact that each kn is and the
convergence is uniform. Hence K (X ) is closed with respect to ‖ · ‖∞, and thus is complete.

5This assumption is purely for the clarity of presentation, and can be relaxed to assuming boundedness of reward
and setting k1(x, y) = 1− 1

Rmax−Rmin
|rπx − rπy |.
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With these two lemmas, we can now show that the required fixed point indeed exists.
Proposition 10. There is a unique kernel kπ satisfying

kπ(x, y) =
(

1− 1
2 |r

π
x − rπy |

)
+ γ E

X′∼Pπx ,Y ′∼Pπy
[kπ(X ′, Y ′)].

Proof. Combining Lemma 8 and Lemma 9, we know that the operator T πk is a contraction in a
complete metric space. We can now use Banach’s fixed point theorem to obtain the existence of a
unique fixed point, which is kπ.

Having a kernel on our MDP now gives us an RKHS of functions on the MDP, which we refer to
as Hkπ . Moreover, we have an embedding of each state into Hkπ given by ϕπ(x) = kπ(x, ·). Using
this construction, we can define a distance between states in X by considering their Hilbert space
distance in Hkπ .
Definition 11. We define the kernel similarity metric (KSMe) as the distance function

dπks(x, y) := ‖ϕπ(x)− ϕπ(y)‖2Hkπ .

3.2 Equivalence with reduced MICo distance

We will prove a number of useful theoretical properties of dπks in the rest of this section. But first,
we demonstrate that dπks is equal to the reduced MICo (ΠUπ) from Castro et al. (2021). Given that
Castro et al. (2021) left a number of unresolved properties of ΠUπ, this equality will be important
for the remainder of the paper as it means the new theoretical insights we prove for dπks also hold
for ΠUπ.

Referring to Section 2.3, we have that dπks is the semimetric of negative type induced by kπ. We
now demonstrate that dπks can be written as a sum of reward distance and transition distribution
distance, similar to the form of the behavioural metrics discussed in Section 3.1.
Proposition 12. The kernel similarity metric dπks satisfies

dπks(x, y) = |rπx − rπy |+ γMMD2(kπ)(Pπx ,Pπy ).

Proof. To see this, we can write out the squared Hilbert space distance

dπks(x, y) = ‖ϕπ(x)− ϕπ(y)‖2Hkπ
= kπ(x, x) + kπ(y, y)− 2kπ(x, y)
= |rπx − rπy |+ γ〈Φ(Pπx ),Φ(Pπx )〉Hkπ + γ〈Φ(Pπy ),Φ(Pπy )〉Hkπ − 2γ〈Φ(Pπx ),Φ(Pπy )〉Hkπ
= |rπx − rπy |+ γMMD2(kπ)(Pπx ,Pπy ),

where in the first equality we expanded the norm as in Definition 4, and in the second line we used

kπ(x, x) = γ E
X′1,X

′
2∼Pπx

[k(X ′1, X ′2)]

= γ 〈Φ(Pπx ),Φ(Pπx )〉Hkπ .

Theorem 13. For any x, y ∈ X , we have that dπks(x, y) = ΠUπ(x, y).
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Proof. To begin, we will make use of the sequences (kn)n≥0, (Un)n≥0 defined by kn ≡ 0, kn+1 =
T πk (kn), Un ≡ 0, Un+1 = T πM (Un). Since both T πk and T πM are contractions, we know that kn → kπ

and Un → Uπ uniformly. To prove the statement, we will show that for all n ≥ 0 and x, y ∈ X , we
have that

kn(x, x) + kn(y, y)− 2kn(x, y) = Un(x, y)− 1
2 (Un(x, x) + Un(y, y)) .

We can write out

kn(x, x) + kn(y, y)− 2kn(x, y) = |rπx − rπy |+ γ E
X1,X2∼Pπx
Y1,Y2∼Pπy

[kn(X1, X2) + kn(Y1, Y2)− 2kn(X1, Y1)]

= |rπx − rπy |+ γ E
X1,X2∼Pπx
Y1,Y2∼Pπy

[
Un(X1, Y1)− 1

2(Un(X1, X2) + Un(Y1, Y2))
]

(?)

= Un(x, y)− 1
2(Un(x, x) + Un(y, y)),

where (?) follows from Lemma 21 in Appendix A. Since (kn)n≥0 and (Un)n≥0 both converge uni-
formly, we can take limits and conclude that

dπks(x, y) = kπ(x, x) + kπ(y, y)− 2kπ(x, y) = Uπ(x, y)− 1
2(Uπ(x, x) + Uπ(y, y)) = ΠUπ(x, y).

3.3 An additive value function upper bound

Proposition 3 asserts that ΠUπ, and hence dπks, does not upper bound the absolute difference in
value functions. However, the kernel perspective allows us to show that it satisfies an upper bound
with an additive constant. For x ∈ X we introduce the notation

∆π
n(x) = E

X′∼(Pπx )n

[
E

X′′1 ,X
′′
2∼P

π
X′

[
|rπX′′1 − r

π
X′′2
|
]]
.

Intuitively, ∆π
n(x) is the expected absolute reward difference in two trajectories from x, where the

trajectories are coupled for the first n steps, and proceed independently for the final (n+ 1)th step.
With this quantity, we present the following theorem.
Theorem 14. For any x, y ∈ S, we have∣∣V π(x)− V π(y)

∣∣ ≤ ΠUπ(x, y) + 1
2
∑
n≥0

γn(∆π
n(x) + ∆π

n(y)).

Proof. To begin, we will make use of the sequences (km)m≥0, (Vm)m≥0 defined by km ≡ 0, km+1 =
T πk (km), Vm ≡ 0, Vm+1 = T π(Vm). Since T πk and T π are both contractions, we know that km → kπ

and Vm → V π uniformly. We will refer to the semimetric equivalent to the mth kernel iterate as
dm: dm(x, y) = km(x, x) + km(y, y)− 2km(x, y). We will now use induction to prove that for all m,
we have that

|Vm(x)− Vm(y)| ≤ dm(x, y) + 1
2

m∑
n=0

γn(∆π
n(x) + ∆π

n(y)).

The base case m = 0 is immediate, as the left hand side is identically 0. We can now assume the
induction hypothesis, and write out

|Vm+1(x)− Vm+1(y)| =
∣∣∣∣∣rπx + γ E

X′∼Pπx
[Vm(x)]−

(
rπy + γ E

Y ′∼Pπy

[
Vm(Y ′)

])∣∣∣∣∣
9
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≤ |rπx − rπy |+ γ E
X′∼Pπx ,Y ′∼Pπy

[ ∣∣Vm(X ′)− Vm(Y ′)
∣∣ ]

≤ |rπx − rπy |+ γ E
X′∼Pπx ,Y ′∼Pπy

[
dm(X ′, Y ′) + 1

2

m∑
n=0

γn(∆π
n(X ′) + ∆π

n(Y ′))
]

= |rπx − rπy |+ γ E
X′∼Pπx ,Y ′∼Pπy

[
dm(X ′, Y ′)

]
+ 1

2

m+1∑
n=1

γn(∆π
n(x) + ∆π

n(y))

= |rπx − rπy |+ γ E
X′∼Pπx ,Y ′∼Pπy

[
dm(X ′, Y ′)

]
+ 1

2 E
X′,X′′∼Pπx
Y ′,Y ′′∼Pπy

[
|rπX′ − rπX′′ |+ |rπY ′ − rπY ′′ |

]

+ 1
2

m+1∑
n=1

γn(∆π
n(x) + ∆π

n(y))

= |rπx − rπy |+ γ E
X′∼Pπx ,Y ′∼Pπy

[
dm(X ′, Y ′)

]
+ 1

2

m+1∑
n=0

γn(∆π
n(x) + ∆π

n(y))

= dm+1(x, y) + 1
2

m+1∑
n=0

γn(∆π
n(x) + ∆π

n(y)),

where we used EX′∼Pπx [∆π
n(X ′)] = ∆π

n+1(x). We note that the sum 1
2
∑∞
n=0 γ

n(∆π
n(x) + ∆π

n(y)) is
almost surely finite, as ∆π

n(x) ≤ 1 almost surely (since we assume supp(R) ⊆ [−1, 1]), so that

∞∑
n=0

γn

2 (∆π
n(x) + ∆π

n(y)) ≤
∞∑
n=0

γn = 1
1− γ .

With this theorem, it is apparent that the amount by which the bound is broken is controlled by
the amount of dispersion in reward coming from the transition probability function Pπ. A standard
tool to measure the dispersion of a measure on R is the variance, which is not directly applicable in
this setting as Pπ maps to measures on X . However, we can map each state x ∈ X to a real value
rπx , and we use this to apply the variance. With this motivation, we define the reward variance of
Pπ for x ∈ X as

VarR(Pπx ) = E
X′∼Pπx

[
(rπX′)2

]
−
(

E
X′∼Pπx

[rπX′ ]
)2
.

With this definition in mind, we can now demonstrate that the maximal reward variance of an
MDP controls the amount the value function difference upper bound is violated.
Proposition 15. Suppose there exists σ2 ∈ R such that for each x ∈ X , VarR(Pπx ) ≤ σ2. Then
for every x ∈ X and k ≥ 0 we have that ∆π

k(x) ≤
√

2σ, and in particular

∣∣V π(x)− V π(y)
∣∣ ≤ ΠUπ(x, y) +

√
2σ

1− γ .

Proof. We first note that it suffices to show that for any x we have that ∆π
1 (x) ≤

√
2σ, since for

any n > 1 we have ∆π
n(x) = EX′∼(Pπx )n−1 [∆π

1 (X ′)]:

E
X′∼(Pπx )n−1

[∆π
1 (X1)] = E

Xn−1∼(Pπx )n−1

[
E

Xn∼PπXn−1

[
E

X(n+1)a,X(n+1)b∼PπXn

[
|rπX(n+1)a

− rπX(n+1)b
|
]]]

10
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= E
Xn∼(Pπx )n

[
E

X(n+1)a,X(n+1)b∼PπXn

[
|rπX(n+1)a

− rπX(n+1)b
|
]]

= ∆π
n(x),

where for clarity we used the notation Xm to denote a random state after taking m steps in the
trajectory.

We can first recall an equivalent formula for variance as Var(µ) = 1
2 EX,Y∼µ[|X − Y |2]. Using this

and Jensen’s inequality, we have that for any x ∈ X ,

2σ2 ≥ E
X′∼Pπx ,Y ′∼Pπy

[|rπX′ − rπY ′ |2]

≥
(

E
X′∼Pπx ,Y ′∼Pπy

[|rπX′ − rπY ′ |]
)2

.

Taking the square root of both sides we obtain that ∆π
1 (x) ≤

√
2σ, which combined with the above

completes the proof.

3.4 Distortion error bounds on Euclidean embeddings

While we consider various distance spaces (X , d) on the ground states X of the MDP, in practice
we typically work with a representation (φ(x) : x ∈ X ) ∈ (Rk)X of the state space, from which
values can subsequently be predicted with neural network function approximation. This highlights
an important issue in moving from the study of behavioural metrics as abstract mathematical
objects to tools for shaping neural representations, which has received relatively little attention so
far. Namely, does there exist an embedding φ : X → Rk such that ‖φ(x) − φ(y)‖ = d(x, y) for
all x, y ∈ X ? Stated more concisely, we may ask whether the metric space (X , d) embeds into the
Euclidean space Rk; this is an instance of the core problem of study in the field of metric embedding
theory (Deza & Laurent, 1997; Matousek, 2013), and there are several central results from this field
that can be employed to cast light on the embeddability of behavioural metrics.

As an initial note of caution, Schoenberg (1935) gives a precise characterisation of which finite
metric spaces can be embedded into Euclidean space, a consequence of which is that many finite
metric spaces cannot be embedded into Euclidean spaces of any dimension. A potential upshot
is that attempting to learn exact embeddings of behavioural metrics may not be possible, even
in small-scale settings. However, the kernel perspective taken earlier in the paper allows us to
make immediate progress on the question of embeddability in the specific case of the reduced MICo
metric. In particular, since Theorem 13 establishes that the reduced MICo metric can be embedded
into the Hilbert space Hkπ , we can deduce the following result.
Corollary 16. The reduced MICo metric ΠUπ can be embedded into the space R|X | with squared
Euclidean metric.

Proof. From Theorem 13 and Definition 11, we have that ΠUπ(x, y) = ‖ϕπ(x)− ϕπ(y)‖2Hkπ for all
x, y ∈ X . Since Hkπ is a Hilbert space of dimension at most X , there is an isometry ψ : Hkπ → Rk
for some k ≤ |X |. The composition ψ ◦ ϕπ therefore embeds ΠUπ exactly in Rk under the squared
Euclidean metric.

In many practical settings, the dimensionality of the space Rk into which the representation func-
tion ϕ maps is generally taken to be much smaller than |X | itself for a variety of reasons, in-
cluding computational tractability and generalisation properties of the function approximator. It

11
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is therefore pertinent to ask whether the guarantee established in Corollary 16 can be improved
to guarantee embeddabilty in a lower-dimensional Euclidean space. While exact embeddability in
lower-dimensional spaces is not always possible, the Johnson–Lindenstrauss lemma (Johnson & Lin-
denstrauss, 1984) can be used to establish the following result, which shows that lower-dimensional
embeddings of ΠUπ are possible, as long as we are prepared to accept a certain level of distortion
of the original metric.
Theorem 17. Let π be a policy, and ∼π be the equivalence relation on X defined by x ∼π y ⇐⇒
dπks(x, y) = 0. For any given ε ∈ (0, 1), if k ≥ 8 log(|X/∼π|)/ε2 then there exists an embedding
φ : X → Rk such that for all x, y ∈ X ,

(1− ε) dπks(x, y) ≤ ‖φ(x)− φ(y)‖22 ≤ (1 + ε) dπks(x, y),

or equivalently,
(1− ε) ΠUπ(x, y) ≤ ‖φ(x)− φ(y)‖22 ≤ (1 + ε) ΠUπ(x, y).

Proof. We recall that the RKHS Hkπ is defined by the formula

Hkπ = span
{
k(x, ·) : x ∈ X

}
,

where we do not need to take the completion, as there are only finitely many x ∈ X , hence Hkπ
is finite dimensional inner product space, and therefore complete. Hkπ is in general a semi inner
product space, and to resolve this we take the quotientHkπ/∼π. The set of equivalence classes of ∼π
is equivalent to the kernel of the seminorm ‖ · ‖Hkπ , and in particular is a finite-dimensional vector
space, so Hkπ/∼π is a proper inner product space. Let m = dim(Hkπ/∼π), and let f1, f2, . . . , fm
be an orthonormal basis for Hkπ/∼π. We will begin by showing that (Hkπ/∼π, ‖ · ‖Hkπ ) can be
isometrically embedded into (Rm, ‖ · ‖2). To see this, let I : Hkπ/∼π → Rm be defined by

I(fj) = ej ∀j ∈ [m], I

 ∑
j∈[m]

ajfj

 =
∑
j∈[m]

aj I(fj)

We can now see that I is a Hilbert space isomorphism: for all i, j ∈ [m],

〈fi, fj〉Hkπ = 〈ei, ej〉Rm = 〈 I(fi), I(fj) 〉Rm .

Letting n = |X/∼π|, we can enumerate X/∼π as x1, . . . , xn, and from the above isometry we know
that {x1, . . . , xn} ⊂ X can be embedded as {I(ϕπ(x1)), . . . , I(ϕπ(xn))} ⊂ Rm with no distortion.
Let us use the notation yk = I(ϕπ(xk)) as the embedding of xk into Rm for brevity.

We can now apply the Johnson-Lindenstrauss lemma: for any ε ∈ (0, 1), k ≥ 8
ε2 log(n), there exists

a linear map f : Rm → Rk such that for any i, j ∈ [n],

(1− ε) ‖yi − yj‖2Rm ≤ ‖f(yi)− f(yj)‖2Rk ≤ (1 + ε) ‖yi − yj‖2Rm .

The desired statement now follows from rearranging the formula for n and using the isometry

‖yi − yj‖2Rm = ‖I(ϕπ(xi))− I(ϕπ(xj))‖2Rm = ‖ϕπ(xi)− ϕπ(xj)‖2Hkπ = dπks(xi, xj) = ΠUπ(xi, xj),

and taking the map φ : X/∼π → Rk to be the composition f ◦ I ◦ ϕπ.

12
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Remark 18. The spaces and maps used in the previous proof can be summarized in the following
commutative diagram:

X/∼π Rk

Hkπ Rm

φ

ϕπ

I

f

Remark 19. Observe that when log(|X |) < ε2|X |/8, this improves over the exact embeddability
result given in Corollary 16, in the sense that the result concerns a lower-dimensional embedding.

3.5 Learnable parameterizations

Despite the theoretical appeal of the discussed distances, one of the motivating forces for our work
is their applicability to online reinforcement learning. Specifically, we are interested in using the
derived metrics as a means to learn embeddings φ that can speed up learning value functions for
control. Towards this end, Castro et al. (2021) proposed approximating the diffuse metric Uπ via
the following parameterization:

Uω(x, y) := ‖φω(x)‖22 + ‖φω(y)‖22
2 + βθ(φω(x), φω(y))

where φ is the learned representation parameterized by ω, θ(φ(x), φ(y)) is the angular distance
between vectors φ(x) and φ(y), and β ∈ (0,∞) is a hyperparameter that weighs the importance of
the angular distance.

A peculiar aspect of their method is that this parameterization is approximating the diffuse metric,
yet when using the representations φω for control, they are implicitly making use only of the
weighted angular distance, which can be viewed as the reduced MICo distance:

βθ(φω(x), φω(y)) ≈ ΠUπ(x, y).

Although producing strong empirical performance, this results in a somewhat awkward dynamic:
the metric space on which the MICo loss is being optimized is different than the metric space where
the representations used for control exist. Given the equivalence demonstrated in Section 3.2, we
can alleviate this by learning a kernel between representations in the same inner product space used
for control.

We parametrise the kernel kπ(x, y) using the natural inner product on Rk, written as

kω(x, y) = 〈φω(x), φω(y)〉.

From this parametrisation, we can convert the kernel update operator T πk into a learning target by
taking T kω̄ (rx, x′, ry, y′) = 1− 1

2 |rx − ry|+ γkω̄(x′, y′), where ω̄ is a separate copy of the parameters
ω that are updated less frequently (as suggested by Mnih et al. (2015) and used by Castro et al.
(2021)). Our kernel-based loss is then:

LKSMe(ω) =E〈x,rx,x′〉,〈y,ry,y′〉

[(
T k

ω̄ (rx, x
′, ry, y

′)− kω(x, y)
)2] (2)

With this parametrisation, the KSMe distance between two points φω(x) and φω(y) is

kω(x, x) + kω(y, y)− 2kω(x, y) = ‖φω(x)‖22 + ‖φω(y)‖22 − 2〈φω(x), φω(y)〉

13



Under review as submission to TMLR

= ‖φω(x)− φω(y)‖22.

That is, the parametrised KSMe distance is exactly the Euclidean distance between the embeddings.
This parametrisation is supported by the theory of Section 3.4, as we are approximating the Hilbert
space Hkπ with the Hilbert space (Rk, ‖ · ‖2), which can be summarized as:

‖φ(x)‖2 = kω(x, x) ≈ kπ(x, x) = ‖ϕπ(x)‖Hkπ ,
‖φ(x)− φ(y)‖22 = dπks,ω(x, y) ≈ dπks(x, y) = ‖ϕπ(x)− ϕπ(y)‖2Hk .

4 Empirical evaluations

In this section we perform an empirical investigation of the properties and effectiveness of KSMe,
in particular with respect to MICo (Castro et al., 2021).

4.1 Empirical insights into KSMe properties

To investigate the bounds discussed in Section 3.3, we empirically investigate the bounds through
the use of Garnet MDPs, as done in Castro et al. (2021), where an empirical analysis was conducted
to investigate to what degree dπks (then referred to as ΠUπ) violated the value function upper bound
(e.g. how often dπks(x, y) − |V π(x) − V π(y)| was negative). Given Proposition 15, we can now
conduct a more precise study: knowing that the reward variance VarR(Pπ) controls the amount
by which dπks(x, y) can be greater than |V π(x)− V π(y)|, we plot the bound as VarR(Pπ) changes.
Precisely, we plot both the minimum and average signed difference d(x, y) − |V π(x) − V π(y)| for
d = {dπks, dπ∼, Uπ}. As can be seen in Figure 1, although dπks can violate the upper bound (left
plot), on average it is a tighter upper-bound than both Uπ and dπ∼; this result is consistent with
the findings of Castro et al. (2021).
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Figure 1: The minimum (left) and average (right) difference between the absolute value function
difference |V π(x) − V π(y)| and various distance functions across 17K random MDPs of varying
state and action sizes, as the reward standard deviation VarR(Pπ) is increased from 0 to 1.
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Figure 2: Interquantile mean (Agarwal et al., 2021) comparison of adding KSMe versus MICo on
all the Dopamine (Castro et al., 2018) value-based agents, aggregated over 5 independent runs on
four representative games.

4.2 Large-scale evaluation of KSMe

We adapted the code provided by Castro et al. (2021) to approximate KSMe instead of MICo.
Specifically, we replaced the MICo loss of Castro et al. (2021) (LMICo) with the KSMe loss, LKSMe,
detailed in Equation (2). As specified in Section 3.5, the similarity between representations was
parameterized as their inner product. For all other hyper-parameters we used the same settings as
specified by Castro et al. (2021).

We provide a comparison of adding the KSMe representation loss, versus adding the MICo loss, to
all the value-based agents provided in Dopamine (Castro et al., 2018), which were the ones used
to evaluate MICo. Due to the computational expense of running these experiments, we selected
four representative Atari 2600 games from the ALE suite (Bellemare et al., 2013) which, we felt,
covered the varying dynamics between the original agents and those with the MICo loss. We ran
5 independent seeds for each configuration. In Section 4.2 we plot the Interquantile mean (IQM)
values which aggregates human-normalized performance across all runs; this metric was introduced
by Agarwal et al. (2021) as a more robust statistic to compare algorithmic performance.

As can be seen, the performance of KSMe is similar to that of MICo. This is quite promising, as
no hyper-parameter optimization was performed for KSMe. In Appendix D in the appendix we
provide the learning curves for each separate agent/game combination.

5 Discussion

The empirical results in Section 4 provide experimental validation into the theoretical results of
Section 3. Figure 1 follows the trend suggested by Proposition 15, as the worst case difference
between the value function difference and dπks increased approximately linearly with respect to the
reward standard deviation. The average gap provides an interesting perspective however, as it
demonstrates that on average, as the variance increases, the size of the gap is much larger for
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Uπ and dπ∼ than for dπks. Having features which reflect the underlying value function are critical
for value-based reinforcement learning, and we hypothesize that this contributes to the empirical
success achieved by using KSMe (equivalently, the reduced MICo). As demonstrated in Section 4.2,
both KSMe and MICo achieve similar empirical performance, which is expected as the underlying
distance being learnt is the same. The differences in performance is then a result of learning
distances as opposed to kernels in the neural network.

These results also provide further explanation why KSMe (equivalently the reduced MICo) appears
to achieve stronger success than bisimulation in deep reinforcement learning settings (the two
distances were compared in Castro et al. (2021), where bisimulation was learnt using DBC (Zhang
et al., 2021)). Two possible reasons coming from this work are (i) tighter relationship to the
underlying value function and (ii) superior embeddability in neural networks. The hypothesis
(i) is supported empirically by Figure 1, and theoretically by the fact that in general dπks(x, y) ≤
dπ∼(x, y). We believe that this tighter bound leads to improved performance because distances which
correctly approximate the value function difference between states allow for straightforward value-
based learning. Secondly, the fact that KSMe comes from a Hilbert state structure allows efficient
embeddability into low-dimension Euclidean space, a very important concept in deep settings, as
this is exactly what neural networks aim to accomplish. Theorem 17 provides a result guaranteeing
this is possible. We note that it is not clear whether a similar result for bisimulation metrics is
possible, as the Kantorovich metric cannot be approximated in Euclidean spaces with low distortion
in general (Peyré & Cuturi, 2019).

6 Conclusion

In this work we have taken a kernel perspective on learning representations in reinforcement learn-
ing, and introduced a state similarity kernel on Markov decision process state spaces. This kernel
naturally induces a distance, which we proved was equal to the reduced MICo distance (Castro
et al., 2021). This allowed us to perform a theoretical analysis of the reduced MICo distance which
was previously lacking, and answer important questions such as its metric properties and connection
to value functions. We then analyzed a previously-unconsidered question: how well the distance
itself can be approximated in Euclidean spaces, and prove a bound demonstrating embeddability.
We then adapted the loss introduced in Castro et al. (2021) to learn the kernel. While the distance
learnt is theoretically equivalent to theirs, our parametrization is theoretically grounded as the
neural network embeddings are an approximation to kernel Hilbert space embeddings. To the best
of our knowledge, this is the first work which studied how well a given state similarity metric can be
approximated through a neural network, and provided bounds on the incurred error. These results
provide theoretical grounding for the reduced MICo distance, and our kernel perspective analysis
may be used in future work to analyze related distances. In particular, the kernel perspective yields
a new tool for designing and analyzing algorithms for representation learning, as well as for state
abstraction (Li et al., 2006), formal verification (Haesaert et al., 2017), safety (García et al., 2015),
and transfer (Castro & Precup, 2010).
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A Extra technical results

For the following two lemmas, we will make use of the sequences (kn)n≥0, (Un)n≥0 defined by
kn ≡ 0, kn+1 = T πk (kn), Un ≡ 0, Un+1 = T πM (Un).

Lemma 20. For any point (x1, x2, y1, y2) ∈ X 4, and n ≥ 0, we have that

E
X′1∼P

π
x1 ,X

′
2∼P

π
x2

Y ′1∼P
π
y1 ,Y

′
2∼P

π
y2

[
kn(X ′1, X ′2) + kn(Y ′1 , Y ′2)− 2kn(X ′1, Y ′1)

]

= E
X′1∼P

π
x1 ,X

′
2∼P

π
x2

Y ′1∼P
π
y1 ,Y

′
2∼P

π
y2

[
Un(X ′1, Y ′1)− 1

2
(
Un(X ′1, X ′2) + Un(Y ′1 , Y ′2)

)]
.

Proof. We show this by induction. Both sides are identically zero at n = 0, so we set n ≥ 0 and
assume the induction hypothesis. We can then write out

E
X′1∼P

π
x1 ,X

′
2∼P

π
x2

Y ′1∼P
π
y1 ,Y

′
2∼P

π
y2

[
kn+1(X ′1, X ′2) + kn+1(Y ′1 , Y ′2)− 2kn+1(X ′1, Y ′1)

]

= E
X′1∼P

π
x1 ,X

′
2∼P

π
x2

Y ′1∼P
π
y1 ,Y

′
2∼P

π
y2

[(
|rπX1 − r

π
Y1 | −

1
2(|rπX1 − r

π
X2 |+ |r

π
Y1 − r

π
Y2 |)

)

+ E
X′′1∼P

π
X′1
,X′′2∼P

π
X′2

Y ′′1 ∼P
π
Y ′1
,Y ′′2 ∼P

π
Y ′2

[
kn(X ′′1 , X ′′2 ) + kn(Y ′′1 , Y ′′2 )− 2kn(X ′′1 , Y ′′1 )

]]

= E
X′1∼P

π
x1 ,X

′
2∼P

π
x2

Y ′1∼P
π
y1 ,Y

′
2∼P

π
y2

[(
|rπX1 − r

π
Y1 | −

1
2(|rπX1 − r

π
X2 |+ |r

π
Y1 − r

π
Y2 |)

)]

+ E
X′1∼P

π
x1 ,X

′
2∼P

π
x2

Y ′1∼P
π
y1 ,Y

′
2∼P

π
y2

 E
X′′1∼P

π
X′1
,X′′2∼P

π
X′2

Y ′′1 ∼P
π
Y ′1
,Y ′′2 ∼P

π
Y ′2

[
kn(X ′′1 , X ′′2 ) + kn(Y ′′1 , Y ′′2 )− 2kn(X ′′1 , Y ′′1 )

]

= E
X′1∼P

π
x1 ,X

′
2∼P

π
x2

Y ′1∼P
π
y1 ,Y

′
2∼P

π
y2

[(
|rπX1 − r

π
Y1 | −

1
2(|rπX1 − r

π
X2 |+ |r

π
Y1 − r

π
Y2 |)

)]

+ E
X′1∼P

π
x1 ,X

′
2∼P

π
x2

Y ′1∼P
π
y1 ,Y

′
2∼P

π
y2

 E
X′′1∼P

π
X′1
,X′′2∼P

π
X′2

Y ′′1 ∼P
π
Y ′1
,Y ′′2 ∼P

π
Y ′2

[
Un(X ′′1 , Y ′′1 )− 1

2
(
Un(Y ′′1 , Y ′′2 ) + Un(Y ′′1 , Y ′′2 )

) ]

= E
X′1∼P

π
x1 ,X

′
2∼P

π
x2

Y ′1∼P
π
y1 ,Y

′
2∼P

π
y2

[(
|rπX1 − r

π
Y1 | −

1
2(|rπX1 − r

π
X2 |+ |r

π
Y1 − r

π
Y2 |)

)
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+ E
X′′1∼P

π
X′1
,X′′2∼P

π
X′2

Y ′′1 ∼P
π
Y ′1
,Y ′′2 ∼P

π
Y ′2

[
Un(X ′′1 , Y ′′1 )− 1

2
(
Un(Y ′′1 , Y ′′2 ) + Un(Y ′′1 , Y ′′2 )

) ]
= E

X′1∼P
π
x1 ,X

′
2∼P

π
x2

Y ′1∼P
π
y1 ,Y

′
2∼P

π
y2

[
Un+1(X ′1, Y ′1)− 1

2(Un+1(X ′1, X ′2) + Un+1(Y ′1 , Y ′2))
]
,

as desired.

Lemma 21. For any measures µ, ν, and n ≥ 0, we have that

E
X1,X2∼µ
Y1,Y2∼ν

[kn(X1, X2) + kn(Y1, Y2)− 2kn(X1, Y1)] = E
X1,X2∼µ
Y1,Y2∼ν

[
Un(X1, Y1)− 1

2(Un(X1, X2) + Un(Y1, Y2))
]
.

Proof. We proceed to show this by induction. The base case is straightforward, as both sides are
identically zero. We can now assume the induction hypothesis, and can write out

E
X1,X2∼µ
Y1,Y2∼ν

[kn+1(X1, X2) + kn+1(Y1, Y2)− 2kn+1(X1, Y1)]

= E
X1,X2∼µ
Y1,Y2∼ν


(
|rπX1 − r

π
Y1 | −

1
2(|rπX1 − r

π
X2 |+ |r

π
Y1 − r

π
Y2 |)

)
+ γ E

X′1∼P
π
X1

X′2∼P
π
X2

Y ′1∼P
π
Y1

Y ′2∼P
π
Y2

[
kn(X ′1, X ′2) + kn(Y ′1 , Y ′2)− 2kn(X ′1, Y ′1)

]


= E
X1,X2∼µ
Y1,Y2∼ν


(
|rπX1 − r

π
Y1 | −

1
2(|rπX1 − r

π
X2 |+ |r

π
Y1 − r

π
Y2 |)

)
+ γ E

X′1∼P
π
X1

X′2∼P
π
X2

Y ′1∼P
π
Y1

Y ′2∼P
π
Y2

[
Un(X ′1, Y ′1)− 1

2(Un(X ′1, X ′2) + Un(Y ′1 , Y ′2))
]


(?)

= E
X1,X2∼µ
Y1,Y2∼ν

[
Un+1(X1, Y1)− 1

2(Un+1(X1, X2) + Un+1(Y1, Y2)
]
,

where (?) follows from Lemma 20.

B Background

B.1 Markov decision processes

We consider Markov decision processes (MDPs) given by (X ,A,P,R, γ), where X is a finite state
space, A a set of actions, P : X × A → P(X ) a transition kernel, and R : X × A → P(R) a
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reward kernel (where P(Z) is the set of probability distributions on a measurable set Z). We will
write Pax := P(x, a) for the transition distribution from taking action a in state x, Rax := R(x, a)
for the reward distribution from taking action a in state x, and write rax for the expectation of this
distribution. A policy π is a mapping X → P(A). We use the notation Pπx = ∑

a∈A π(a|x)Pax to
indicate the state distribution obtained by following one step of a policy π while in state x. We use
Rπx = ∑

a∈A π(a|x)Rax to represent the reward distribution from x under π, and rπx to indicate the
expected value of this distribution. γ ∈ [0, 1) is the discount factor used to compute the discounted
long-term return.

We will often make use of the random trajectory (Xt, At, Rt)t≥0, where Xt, At, and Rt are random
variables representing the state, action, and reward at time t, respectively. We will occasionally take
expectations with respect to policies, written as Eπ[·], which should be read as the expectation, given
that for all t ≥ 0 we choose At ∼ π(·|Xt), and receive Rt ∼ R(·|Xt, At) and Xt+1 ∼ P(·|Xt, At).

The value of a policy π is the expected total return an agent attains from following π, and is
described by a function V π : X → R, such that for each x ∈ X ,

V π(x) = Eπ

∑
t≥0

γtRt

∣∣∣∣X0 = x

 ,
A related quantity is the action-value function Qπ : X ×A → R, which indicates the value of taking
an action in a state, and then following the policy:

Qπ(x, a) = Eπ

∑
t≥0

γtRt

∣∣∣∣X0 = x,A0 = a

 .
A foundational relationship in reinforcement learning is the Bellman equation, which allows the
value function of a state to be written recursively in terms of next states. It exists in two forms,
for V π and Qπ respectively:

V π(x) = Eπ
[
R0 + γV π(X1)

∣∣∣∣X0 = x

]
,

Qπ(x, a) = Eπ
[
R0 + γV π(X1)

∣∣∣∣X0 = x,A0 = a

]
.

Rewriting these equations without the use of the random trajectory, we have

V π(x) = rπx + γ E
X′∼Pπx

[
V π(X ′)

]
,

Qπ(x, a) = rax + γ E
X′∼Pax ,A′∼π(·|X′)

[
Qπ(X ′, A′)

]
.

The Bellman operator T π transforms the above equations into an operator over RX (or RX×A –
we will overload the use of T π and let the type signature indicate which is being used), given by

T πV (x) = rπx + γ E
X′∼Pπx

[
V (X ′)

]
,

T πQ(x, a) = rax + γ E
X′∼Pax ,A′∼π(·|X′)

[
Q(X ′, A′)

]
.

Written in this way, we see that Qπ and V π are fixed points of T π, and with some work one can
also see that T π is a contraction with modulus γ. As a corollary of Banach’s fixed point theorem,
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one can choose V0 arbitrarily and update Vk+1 = T πVk, and converge to V π, this is the algorithm
known as value iteration.

An optimal policy π∗ is a policy which achieves the maximum value function at each state, which
we will denote V ∗. It satisfies the Bellman optimality recurrence:

V ∗(x) = max
a∈A

[R0 + γV ∗(X1)|X0 = x] .

C Behavioural metrics

In this section, we review various distances which have appeared in literature, and discuss how
they relate to each other. A behavioural metric is usually defined using the following pattern. One
is comparing the difference between two states, the first and most obvious difference between the
states is a reward difference, accordingly this is the first term in the behavioural metric definition.
But one wants to take into account the differences in the subsequent evolution of the system starting
from the two states. Thus, one needs a notion of difference in the “next states”. However, since
these are probabilistic systems, there is no unique next state; one has a probability distribution
over the next states. Thus, one needs a metric that can measure the differences between probability
distributions.

Metrics between probability distrubutions have a rich theory (Rachev et al., 2013) and history. We
review parts of this theory in the first subsection before using these metrics to construct behavioural
metrics between the states of an MDP.

C.1 Metrics on probability distributions

C.1.1 The Kantorovich metric

Given two probability measures µ and ν on a set X , a coupling λ ∈P(X × X ) of the measures is
a joint distribution with marginals µ and ν. Formally, we have that for every measurable subset
A ⊂ X ,

λ(A×X ) = µ(A) and λ(X ×A) = ν(A).

We define Λ(µ, ν) to represent the set of all couplings of µ and ν. This set is non-empty in general,
in particular the independent coupling λ = µ × ν always exists. Couplings are essential for the
definition of the Kantorovich metric W (Kantorovich & Rubinshtein, 1958) (also known as the
Wasserstein metric), a metric on the space of probability distributions on X . Given a metric d on
X 6, the Kantorovich metric is defined as

W(d)(µ, ν) = inf
λ∈Λ(µ,ν)

∫
d(x, y) dλ(x, y).

The coupling which attains the infimum always exists, and is referred to as the optimal coupling of
µ and ν (Villani, 2008).

C.1.2 The Łukaszyk–Karmowski distance

We recall that the Kantorovich metric optimizes over the space of all couplings; indeed, the com-
putational difficulty of calculating the Kantorovich distance comes from calculating this infimum,

6To be precise, we require (X , d) to be a Polish space, but we drop these technical assumptions for clarity of
presentation.
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since for each pair of measures one must solve an optimization problem. The Łukaszyk–Karmowski
distance dŁK (Łukaszyk, 2004)avoids this optimization, and instead considers the independent cou-
pling between the measures. That is,

dŁK(d)(µ, ν) =
∫
d(x, y) d(µ× ν)(x, y),

or equivalently
dŁK(d)(µ, ν) = E

X∼µ,Y∼ν
[d(X,Y )].

Without the need for the optimization over couplings, the computation of dŁK reduces to the
above computation, which is much more computationally efficient. When the base distance d is the
Euclidean distance ‖ · ‖, the Łukaszyk–Karmowski distance has been used in econometrics, usually
referred to as Gini’s coefficient (Gini, 1912; Yitzhaki, 2003).

The computational advantage comes at a price, however. While the Kantorovich metric satisfies all
the axioms of a proper metric, the Łukaszyk–Karmowski distance does not. This is due to the fact
that measures can have non-negative self distances, meaning one may find a measure µ such that
dŁK(d)(µ, µ) > 0. One can show that a measure µ satisfies dŁK(d)(µ, µ) = 0 if and only if µ is a
Dirac measure, that is µ = δx for some x ∈ X (Łukaszyk, 2004). Intuitively, dŁK(d)(µ, µ) should be
seen as a measure of dispersion of µ. One interpretation of this in the literature (Łukaszyk, 2004)
is that dŁK captures a concept of uncertainty: given two random variables X ∼ µ, Y ∼ ν, unless µ
and ν are point masses, observed values of X and Y are less likely to be equal depending on the
dispersions of µ and ν. Hence dŁK captures a measure of uncertainty in the observed distance of
X and Y , compared to a proper probability metric which would assign distance 0 if X L= Y .

The concept of distance functions with non-zero self distances has been considered before, in par-
ticular through partial metrics (Matthews, 1994). A partial metric is a function d : X ×X → [0,∞)
such that for any x, y, z ∈ X :

• 0 ≤ d(x, y) Non-negativity

• d(x, x) ≤ d(x, y) Small self-distances

• d(x, y) = d(y, x) Symmetry

• if d(x, x) = d(x, y) = d(y, y), then x = y Indistancy implies equality

• d(x, y) ≤ d(x, z) + d(y, z)− d(z, z) Modified triangle inequality

We note that there were additional axioms added to this definition, rather than simply removing
the requirement that d(x, x) = 0. This is due to the fact that this definition was constructed
so that one can easily construct a proper metric d̃ from a partial metric d, given by d̃(x, y) =
d(x, y) − 1

2(d(x, x) + d(y, y)). We can now show that this definition is indeed too strong for the
Łukaszyk–Karmowski distance, which we demonstrate in the following examples.
Example 1. The Łukaszyk–Karmowski distance does not have small self-distances.

Proof. Take X = [0, 1], d = | · |, µ = δ1/2, ν = U([0, 1]). Then one can calculate dŁK(d)(ν, ν) =∫ 1
0
∫ 1

0 |x− y|dxdy = 1
3 , and dŁK(d)(µ, ν) =

∫ 1
0 |x−

1
2 |dx = 1

4 . But then we have dŁK(d)(ν, ν) = 1
3 >

1
4 = dŁK(d)(µ, ν).

Example 2. The Łukaszyk–Karmowski distance does not satisfy the modified triangle inequality.
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Proof. Take X = [0, 1], d = |·|, µ = δ0, ν = δ1, η = 1
2(δ0+δ1). We can then calculate dŁK(d)(µ, ν) =

|1− 0| = 1, dŁK(d)(µ, η) = dŁK(d)(ν, η) = 1
2(0) + 1

2(1) = 1
2 , dŁK(d)(η, η) = 1

4(0) + 1
2(1) + 1

4(0) = 1
2 .

Combining, we have dŁK(d)(µ, η) + d(ν, η)− d(η, η) = 1
2 + 1

2 −
1
2 , which then gives us

dŁK(d)(µ, ν) = 1 > 1
2 = dŁK(d)(µ, η) + d(ν, η)− d(η, η),

breaking the modified triangle inequality.

To account for this, Castro et al. (2021) introduced a new notion of distance known as diffuse
metrics. A diffuse metric is a function d : X × X → [0,∞) such that for any x, y, z ∈ X :

• 0 ≤ d(x, y) Non-negativity

• d(x, y) = d(y, x) Symmetry

• d(x, y) ≤ d(x, z) + d(y, z) Triangle inequality

It is straightforward to see that the Łukaszyk–Karmowski distance is a diffuse metric. In addition,
an attractive property of the Łukaszyk–Karmowski distance for the reinforcement learning setting
is that it lends itself readily to stochastic approximation. Given two independent streams of samples
(xn)n≥1, (yn)n≥1 from random variables X ∼ µ and Y ∼ ν, a base metric d such that d(X,Y ) has
finite variance, and a sequence of step sizes (αn)n≥1 satisfying the Robbins-Monro conditions, one
can construct a sequence of iterates (dn) defined by

dn = (1− αn) dn−1 + αn d(xn, yn),

with d0 = 0. Then we have dn → dŁK(d)(µ, ν) as n→∞ (Robbins & Monro, 1951).

C.2 Bisimulation metrics

C.2.1 Bisimulation relations

Bisimulation was invented in the context of concurrency theory by Milner (1980) and Park (1981).
Probabilistic bisimulation (Larsen & Skou, 1991; Blute et al., 1997; Desharnais et al., 2002; Panan-
gaden, 2009) (henceforth just called bisimulation) is an equivalence on the state space of a labelled
Markov process, where two states are considered equivalent if the behaviour from the states are
indistinguishable. To define indistinguishability, we demand that transition probabilities to equiv-
alence classes should be the same for equivalent states; that is, the equivalence classes preserve the
dynamics of the process. In addition if there are more observables, for example, rewards, those
should match as well. Bisimulation for MDPs was defined in Givan et al. (2003). This intuition
can now be transformed into a definition.
Definition 22. An equivalence relation R on X is a bisimulation relation if

xRy =⇒ ∀a ∈ A, rax = ray and ∀C ∈ X/R, Pax(C) = Pay (C).

We say that states x and y are bisimilar if there exists a bisimulation relation R such that xRy. We
remark that there exists at least one bisimulation relation, as the diagonal relation ∆ = {(x, x) :
x ∈ X} is always a bisimulation relation, albeit the least interesting one. One refers to the largest
bisimulation relation as ∼, which is often the one of interest. This version is due to Larsen and
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Skou (Larsen & Skou, 1991) and the extension to continuous state spaces is due to (Blute et al.,
1997; Desharnais et al., 2002).

As Markov decision processes may be seen as Markov processes with rewards, bisimulation relations
and metrics have a natural analogue in this setting.

C.2.2 Bisimulation metrics

The stringency of bisimulation relations is apparent in the MDP case: if two states have bisimilar
transition dynamics, that is we have that ∀a and ∀C ∈ X/R, Pax(C) = Pay (C), but |rax−ray | = ε > 0,
then x and y are in different equivalence classes. This motivates us to introduce a metric analogue
of bisimulation. We will writeM(X ) to represent the space of bounded pseudometrics on X .
Theorem 23 (Ferns et al. (2004)). Define F :M(X )→M(X ) as

F(d)(x, y) = max
a∈A

(
|rax − ray |+ γW(d)(Pax ,Pay )

)
.

Then F is a contraction in ‖ ·‖∞ with modulus γ, and hence exhibits a unique fixed point d∼, which
we denote the bisimulation metric.

Justification for the term bisimulation metric follows from the fact that the kernel (the kernel of a
pseudometric d is the set of pairs of points deemed ‘equivalent’, formally the set {x, y : d(x, y) = 0})
of d∼ is a bisimulation relation.
Proposition 24 (Ferns et al. (2004)). V ∗ is 1-Lipschitz with respect to d∼, that is for any x, y ∈ X ,

|V ∗(x)− V ∗(y)| ≤ d∼(x, y).

C.3 π-bisimulation metrics

Bisimulation considers equivalence across all possible actions, which is a strong notion of equiv-
alence. In many settings, in a given state an agent may not be concerned with the behaviour
under every possible action, but instead only with the actions which it may take under a given
policy. On-policy bisimulation (Castro, 2020) was introduced to address this. The definition is a
straightforward modification of bisimulation, adapted to a given policy.
Definition 25 (On-policy bisimulation relations). Let π be a fixed policy. An equivalence relation
R on X is a π-bisimulation relation if

xRy =⇒ rπx = rπy and ∀C ∈ X/R,Pπx (C) = Pπy (C).

Remark 26. It is important to note that while the definitions of bisimulation relations and π-
bisimulation relations appear very similar, they have intrinsic differences. In particular, two states
which are bisimilar need not be π-bisimilar, and two states which are π-bisimilar need not be bisim-
ilar. To see this intuitively, consider two states which are bisimilar, then any action from either
state obtains the same reward and transitions to bisimulation equivalence classes with equal proba-
bilities. But a given policy may select actions differently between the two states so that the expected
rewards under the policy are different between the states, and in particular the two states are not π-
bisimilar. On the other hand, two states may have different dynamics across different actions, and
hence not be bisimilar, but the policy can balance the actions such that the states are π-bisimilar.

The π-bisimilarity equivalence relation, like ordinary bisimulation, is sensitive to small changes in
the system parameters; so defining a metric in place of a relation is the natural next step.
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Theorem 27 (Castro (2020)). For a policy π, define Fπ :M(X )→M(X ) as

Fπ(d)(x, y) = |rπx − rπy |+ γW(d)(Pπx ,Pπy ).

Then Fπ is a contraction in ‖·‖∞ with modulus γ, and hence admits a unique fixed point dπ∼, which
we define to be the π-bisimulation metric.

It is straightforward to see that the kernel of dπ∼ is an on-policy bisimulation relation, justifying its
name. Akin to bisimulation metrics, π-bisimulation metrics possess desirable continuity properties
when it comes to policy value functions.
Proposition 28 (Castro (2020)). Let π be any policy, then V π is 1-Lipschitz with respect to dπ∼,
that is for any x, y ∈ X ,

|V π(x)− V π(y)| ≤ dπ∼(x, y).

C.3.1 Learning bisimulation metrics

While bisimulation metrics come from a rich theoretical background, they lack application in prac-
tice due to the difficulty of learning them in online settings, which is desirable for many represen-
tation learning purposes. If P and R were known exactly, then Fπ can be repeatedly applied in a
dynamic programming fashion, and will converge as it is a contractive map. However, when P and
R are unknown and only samples are available, learning d∼π becomes troublesome, as estimates for
W are generally biased and result in learning different fixed points (Ferns et al., 2006; Comanici
et al., 2012).

C.4 Deep bisimulation for control

Zhang et al. (2021) propose a method of learning π-bisimulation metrics in representation space.
They train a Gaussian dynamics model P̂ to approximate P, and learn an encoder φ : X →
Rd. They train φ so that representation distances approximate π-bisimulation distances, and use
gradient descent to train

‖φ(x)− φ(y)‖1 ≈ |rπx − rπy |+ γW2(‖ · ‖2)(P̂πx , P̂πy ).

The choice of W2(‖ · ‖2) and Gaussian transitions P̂ is for computational efficiency, as

W2(‖ · ‖2)(N (µ1,Σ1), N (µ2,Σ2)) = ‖µ1 − µ2‖22 +
∥∥∥Σ1/2

1 − Σ1/2
2

∥∥∥2

F
,

where ‖ · ‖F is the Frobenius norm. As noted by Kemertas & Aumentado-Armstrong (2021), this
computational advantage widened the theory-practice gap, as (i) it was not proven whether a π-
bisimulation existed when W2 was used (this was since proven in Kemertas & Jepson (2022)), (ii)
the L1 norm was used for representation distances but the L2 norm was used for the base metric
of W2, and (iii) a dynamics model was used instead of the ground truth dynamics.

C.5 Background on reproducing kernel Hilbert spaces

We begin by reviewing mathematical background covering vector spaces, reproducing kernel Hilbert
spaces, the MMD, and its equivalence to the energy distance.
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C.5.1 Hilbert spaces

A (real) normed space is a vector space V with a function ‖·‖ : V → R, which satisfies the following
for all x, y ∈ V , α ∈ R:

• ‖x‖ ≥ 0 Positivity

• ‖x‖ = 0 ⇐⇒ x = 0 Identity of indiscernibles

• ‖αx‖ = |α|‖x‖ Absolute homogeneity with respect to scalar multiplication

• ‖x+ y‖ ≤ ‖x‖+ ‖y‖ Triangle inequality

A normed space is a stronger notion than a metric space, since a norm induces a metric d through
d(x, y) = ‖x−y‖. An inner product space is a stronger notion of a normed space, which is described
as a vector space V with a function 〈·, ·〉 : V × V → R such that for all x, y, z ∈ V , α, β ∈ R:

• 〈x, y〉 = 〈y, x〉 Symmetry

• 〈x, αy + βz〉 = α〈x, y〉+ β〈x, z〉 Linearity in the first argument

• 〈x, x〉 ≥ 0 and 〈x, x〉 = 0 ⇐⇒ x = 0 Positive definiteness

An inner product induces a normed space through ‖x‖ = 〈x, x〉1/2. If an inner product space
induces a normed space whose topology is complete, then the space (V, 〈·, ·〉) is referred to as a
Hilbert space. A normed space whose topology is complete is referred to as a Banach space, and we
remark that Hilbert spaces are a proper subset of Banach spaces.

Hilbert spaces have many desirable properties, and one which will become important for the fol-
lowing theory is the Riesz representation theorem (Riesz, 1907). Given a Hilbert space V , a map
T : V → R is linear if:

T (αx+ βy) = αT (x) + β T (y) for all x, y ∈ V, α, β ∈ R.

Continuity is easy to verify for linear maps: a linear map T is continuous if and only if T is bounded,
meaning that there exists C ∈ R such that

‖T (x)‖ ≤ C‖x‖, for all x ∈ V.

The set of all continuous linear operators on V is known as the dual space of V , and often referred
to as V ?. The Riesz representation theorem states that if V is a Hilbert space, then V and V ? are
isometrically isomorphic. Equivalently, this means that for any linear operator T : V → R, there
exists a unique xT ∈ V such that

〈x, xT 〉 = T (x) for all x ∈ V.

The interested reader can refer to any text on functional analysis for further details, such as Rudin
(1974).
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C.5.2 Reproducing kernel Hilbert spaces and the MMD

Let X be a finite set and H be a Hilbert space of real functions on X . For a point x ∈ X , the
evaluation functional Lx : H → R is defined by

Lx(f) = f(x).

If Lx is a continuous functional for all x ∈ X , we say that H is a reproducing kernel Hilbert space
(RKHS) (Schölkopf et al., 2018; Aronszajn, 1950). Suppose H is a reproducing kernel Hilbert space,
then for each x ∈ X , Lx is linear and continuous, and the Riesz representation theorem implies
that there exists a unique kx ∈ H such that

Lx(f) = 〈f, kx〉H.

Since kx ∈ H, we can write
kx(y) = Ly(kx) = 〈kx, ky〉H.

This is used to define the reproducing kernel k of H as k(x, y) = 〈kx, ky〉H. We will sometimes write
kH to emphasize the dependence of the kernel on the Hilbert space. One can note that the functions
kx and ky above can be recovered as the kernel fixed at a single point, that is kx = k(x, ·) ∈ H, and
ky = k(y, ·) ∈ H. This is where the reproducing property comes from, as we see that k ‘reproduces’
itself:

k(x, y) = 〈k(x, ·), k(y, ·)〉H.

In the previous paragraphs, we began with a Hilbert space of functions whose evaluation functional
was continuous and obtained a reproducing kernel for this space. On the other hand, in Section 2.3
we took the opposite direction: we began with a positive definite kernel on a set and constructed a
Hilbert space of functions, the equivalence of these two approaches is known as theMoore-Aronszajn
theorem (Aronszajn, 1950).

Let us recall the definition of the MMD introduced earlier in the main text:
Definition 5 (Gretton et al. (2012)). Let k be a kernel on X , and Φ : P(X )→ Hk be as defined
above. Then the Maximum Mean Discrepancy (MMD) is a pseudometric on P(X ) defined by

MMD(k)(µ, ν) = ‖Φ(µ)− Φ(ν)‖Hk .

The MMD can also be seen as arising from a lifting of kernels on X onto kernels on P(X ) (Guilbart,
1979). Given a kernel k on X , define K(µ, ν) for µ, ν ∈P(X ) as

K(µ, ν) = 〈Φ(µ),Φ(ν)〉Hk =
∫
X×X

k(x, y) d(µ⊗ ν)(x, y).

It is immediate that K retains all properties of being a positive definite kernel as it arises from the
inner product 〈·, ·〉Hk . The MMD can then be seen as the metric ρk on P(X ). We remark that the
MMD with K allows one to metrize P(P(X )), but we do not need this in this work.

One can also show that the MMD is an integral probability metric (Müller, 1997), since we can
show that

MMD(k)(µ, ν) = sup
f∈Hk:‖f‖Hk≤1

∣∣∣∣∫
X
fdµ−

∫
X
fdν

∣∣∣∣ .
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To see that this corresponds to the MMD as defined above, one can write out

sup
f∈Hk:‖f‖Hk≤1

∣∣∣∣∫
X
fdµ−

∫
X
fdν

∣∣∣∣ = sup
f∈Hk:‖f‖Hk≤1

|〈f,Φ(µ)〉Hk − 〈f,Φ(ν)〉Hk |

= sup
f∈Hk:‖f‖Hk≤1

|〈f,Φ(µ)− Φ(ν)〉Hk |

= ‖Φ(µ)− Φ(ν)‖Hk ,

where we used the following fact for general Hilbert spaces H: supx:‖x‖H≤1〈x, y〉H = ‖y‖H, which
follows from the Cauchy-Schwarz inequality.
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D Extra empirical results
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Figure 3: Comparison of adding KSMe versus MICo on all the Dopamine (Castro et al., 2018) value-
based agents, on four representative games. Solid lines represent the average over 5 independent
runs, while the shaded areas represent 75% confidence intervals.
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