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Abstract

Implicit representation has opened up new possibilities for inverse rendering. How-
ever, existing implicit neural inverse rendering methods struggle to handle strongly
illuminated scenes with significant shadows and slight reflections. The existence
of shadows and reflections can lead to an inaccurate understanding of the scene,
making precise factorization difficult. To this end, we present RobIR, an implicit
inverse rendering approach that uses ACES tone mapping and regularized visibility
estimation to reconstruct accurate BRDF of the object. By accurately modeling
the indirect radiance field, normal, visibility, and direct light simultaneously, we
are able to accurately decouple environment lighting and the object’s PBR mate-
rials without imposing strict constraints on the scene. Even in high-illumination
scenes with shadows and specular reflections, our method can recover high-quality
albedo and roughness with no shadow interference. RobIR outperforms existing
methods in both quantitative and qualitative evaluations. Code is available at
https://github.com/ingral4m/RobIR.

1 Introduction

Inverse rendering, the task of extracting the geometry, materials, and lighting of a 3D scene from 2D
images, is a longstanding challenge in computer graphics and computer vision. Previous methods,
such as providing geometry for the entire scene [35, 46], modeling shape representation [21} 134,
52, [14]] or pre-providing multiple known light information [[10], have achieved plausible results
using prior information. To achieve clear albedo and roughness decomposition, factors such as light
obscuration, reflection, or refraction must be taken into account. Among these, hard and soft shadows
are particularly challenging to eliminate, as they play a critical role not only in obtaining cleaner
material but also in accurately modeling geometry and light sources. Although some data-driven
approaches [22] 39] have performed plausible shadow removal at the image level, these methods are
not generally applicable for inverse rendering.

Since the advent of NeRF [32], implicit representation has garnered significant interest in portraying
scenes as neural radiance fields. By applying implicit neural representation to inverse rendering [3|
19, 154], plausible factorization can be achieved in simple scenes with weak light intensity. Thanks to
NeRFactor [55] and its relevant work [8]], which extend previous works by explicitly representing
visibility, implicit inverse rendering can be improved with simple shadow removal and clear edge in
albedo and roughness. Recently, InvRender [56] has taken the scene factorization problem to a new
level by modeling indirect illumination, serving as the baseline in our experiment.

However, in high-illumination scenarios with strong shadows or subtle specular reflections, the
current methods for implicit inverse rendering have shown limitations in accurately modeling each
decomposed part for BRDF estimation. Especially, it will lead to shadow baking in albedo and
roughness, thereby causing serious artifacts in relighting and other downstream applications. To
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deal with such scenes, the following challenges arise in order to obtain high-quality physically based
rendering (PBR) materials.

First, previous methods for inverse rendering struggle to correctly decouple environment lighting,
shadows, and the object’s PBR materials. While these methods perform well in scenes with weak light
intensity, where shadows and specular reflections are minimal, they struggle to accurately reconstruct
BRDF of the object in scenarios with intense lighting. As shown in Fig. ] and Fig. [5] shadow and
specular reflection lead to poor albedo and messy environment map. To address the aforementioned
challenge, we propose a novel approach that applies Academy Color Encoding System (ACES) [1]]
tone mapping [1]] to nonlinearly and monotonically convert the PBR color output from the rendering
equation to a range within [0, 1]. Specifically, we introduce a scaled parameter - to adjust the standard
ACES tone mapping curve for specific scenes, better adapting to varying lighting conditions. Unlike
previous methods, which either directly output PBR color within [0, 1] [56], or convert linear PBR
color outputted within [0, 1] to SRGB color also lying in [0, 1] [17, [26], our method can calculate
PBR color over a broader value range. For areas with extremely strong or weak lighting, ACES tone
mapping can reduce information loss in reconstruction through more refined contrast control, thereby
better estimating BRDF without baking shadow or specular highlights.

Second, existing methods encounter difficulties in accurately modeling visibility. Typically these
methods [56, [I7] model the visibility field V' (x, w) through a learned SDF field and sphere tracing,
which takes position and view direction as inputs. However, the visibility field is not compatible
with direct light modeled based on Spherical Gaussian (SG), resulting in many stubborn shadows
remaining at the edges. To address this, we introduce a regularized visibility estimation (RVE)
distilled from the visibility field to directly predict the visibility for each SG to achieve more accurate
visibility. This technique significantly contributes to the BRDF estimation, enabling the separation of
environment maps, albedo, and roughness without the baked shadows. We also apply octree tracing
instead of sphere tracing to improve the precision of the visibility field modeling.

In summary, the major contributions of our work are:

* A novel scene-dependent ACES tone mapping for inverse rendering. It enables the high-quality
albedo and roughness reconstruction in scenes with intense lighting and strong shadows.

* A novel regularized visibility estimation designed for direct SGs. It improves the visibility accuracy
for each direct SG and reduces shadow residue, enhancing the overall BRDF quality of the ill-posed
inverse rendering.

* The first neural field-based inverse rendering framework to achieve robust shadow removal in
BRDF estimation under high-illumination scenes.

2 Related Work

2.1 Implicit Neural Representation

Neural rendering has gained popularity due to its ability to produce photorealistic images. Recently,
NeRF [32] enables photo-realistic novel view synthesis using MLPs. It can handle complex light
scattering and reconstruct high-quality scenes for downstream tasks.

Subsequent work has enhanced NeRF’s efficiency in various ways, elevating it to new heights
and enabling its use in other domains. Structure-based techniques [511 [13) [37, 15} 9} [12] have
explored ways to improve inference or training efficiency by caching or distilling implicit neural
representation into the efficient data structure. Hybrid methods [25} 27,42 43| 7] aim to improve
the efficiency by incorporating explicit voxel-based data structures. Among them, Instant-NGP [33]
achieves minute training by additionally incorporating hash encoding. In addition, some follow-up
methods [36} 47, 150] are dedicated to recovering clear surfaces for scenes with complex solid objects
by modeling a learnable SDF network, the value of which indicates the minimum distance between
the input coordinate and surfaces in the scene.

In our work, we employ NeuS [47], an SDF-based volume rendering framework, to learn geometry
priors for inverse rendering. Furthermore, drawing inspiration from PlenOctree [S1], we construct an
Octree tracer from the SDF to improve inference efficiency and accuracy compared to sphere tracing.
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Figure 1: The pipeline of our method. During the pre-processing stage, we reconstruct the scene as
an implicit representation by NeuS [47]. From the implicit representation, we extract scene priors such
as normal, visibility, and indirect illumination. During BRDF estimation, we optimize environmental
lighting, the scaled parameter ~, albedo a, and roughness 7, to minimize reconstruction loss under the
constraint of the rendering equation. After 100 epochs, we perform regularized visibility estimation
and employ an MLP to learn the visibility ratio () of the direct SGs to obtain more accurate visibility
specified for SGs, which is critical for eliminating stubborn shadows at the edges and boundaries.

2.2 Inverse Rendering

Inverse rendering is a process in computer graphics that aims to derive an understanding of the
physical properties of a scene from a set of images. Because the problem is highly ill-posed, most
previous works have incorporated priors such as illumination, shape, and shadow, as well as additional
observations such as scanned geometry [35} 138} 20] and known light conditions [10]. Simplified
approaches, such as those assuming outdoor and natural light [40]] or white light [30], aim to reduce
the number of fitting parameters in an ill-posed problem.

Recently, there has been a surge of interest in implicit inverse rendering, building on the success of
NeRF and its fully differentiable implicit representation. To model spatially-varying bidirectional
reflectance distribution function (SVBRDF) under more casual capture conditions, many recent meth-
ods [13,119} 15} 14} 491 53| 154]] have relied on implicit representation. Other works [S5 41} 148\ [17, 126]]
have focused on physical-based modeling for complex scenes via visibility prediction. L-Tracing [§]]
introduced a new algorithm for estimating visibility without training, while NeRFactor [55] proposed
a canonical normal and BRDF smoothness to address NeRF’s poor geometric quality. InvRender
[56] extends previous work by modeling indirect illumination. Relightable-GS [[11] and GS-IR [24],
based on the representation of 3D-GS [[18]], have achieved real-time inverse rendering. However, none
of these methods are able to decouple shadows and materials under high-illuminance conditions.

2.3 The Rendering Equation

For non-emitted object, the color c of the surface point x is calculated by the rendering equation:
c(x,00) = [ fr(@0nn,0) Lxi) (@i ), 1)
Q

where ¢(x,w,) is the output color leaving point x in the view direction wo, fr(X,w;i,wo) is the
BRDF function, L(x,w;) is the incoming radiance at point x from direction wj, and n is the surface
normal. Following PhySG [54]] and InvRender [56]], we use spherical Gaussians (SGs) to efficiently
approximate the rendering equation shown in Eq. (I). An SG is a spherical function that takes the
following form:

G(w; &\, p) = pe @&, )
where £ € R? is the lobe axis, A € R! is the lobe sharpness, and ; € R3 is the lobe amplitude.
Please refer to the supplementary material for the complete details.

In NeusS [47], we can determine the surface point x along a specific direction using sphere tracing.
By substituting the color function with the shading function based on Eq. (), we can achieve BRDF
decomposition through image loss.



3 Methodology

3.1 Overview

Given a set of multi-view RGB images with known camera poses as input, our target is to reconstruct
BRDF of the object even under high-illuminance scenes. As shown in Fig.[I] the pipeline of RobIR
consists of two stages. In the pre-processing stage, we train NeuS S(z,w) as the representation of
the scene, which can provide scene priors like normals, visibility, and indirect illumination (Sec. @
In the BRDF estimation stage, we fix the scene priors and optimize the direct illumination and scaled
parameter to compute an accurate BRDF of the object under the constraint of rendering equation
(Sec.[3.3). To improve the visibility accuracy for direct illumination and decomposition stability, we
introduce the regularized visibility estimation after 100 epochs (Sec. [3.4).

3.2 Stage 1: Pre-processing

In this stage, we adopt the same neural SDF representation and the volume rendering as NeuS [47]] to
reconstruct the scene. Then we can obtain the necessary prior information for the BRDF estimation
stage, such as normal, visibility, and indirect illumination from NeusS.

Normal smoothing. In our framework, the accuracy of normal is crucial for BRDF estimation.
However, we observed that normals estimated from NeuS tend to be noisy. To overcome this, we
drew inspiration from Ref-NeRF [45] and employ a spatial MLP N(x) to predict smooth normals
aligned with the density gradient normals (See Fig. [2)) obtained from NeuS using £, loss. We further
employ a smooth loss to fix the broken normals caused by specular reflection:

Enmm = HN(X) - ﬁH% + HN(X) - N(X+ e)H%v (3)

where N denotes the normal at point x learned by MLP, 7 denotes the supervision normal from NeuS,
and € is a 0.02x Gaussian noise.

Visibility and indirect illumination. With the availability of NeuS SDF, we can use sphere tracing
to model secondary shading effects such as visibility and indirect illumination. However, performing
sphere tracing requires a significant amount of time and memory. Inspired by PlenOctree [51]], we
use an octree tracer derived from the NeuS SDF, replacing sphere tracing to accelerate the tracing and
achieve more precise intersection results. Moreover, We can further improve the inference efficiency
by compressing the visibility and indirect illumination field into MLP.

As for indirect illumination, we follow InvRender [56] and model the indirect radiance field L (x, w;)
using M = 24 SGs under the supervision of NeuS radiance field. At point x, we first perform octree
tracing along direction w; to get the second intersection point Z. Then the indirect radiance field can
be supervised by the out-going radiance S(Z, —w;) from NeuS. Then, the indirect illumination Ly is
computed by:

M
Li(x,w;T) =Y G(wiT(x,7)), (4)
j=1
where we use an MLP I to output the jth indirect SG parameters, and y denotes the scaled parameter,

which will be illustrated in Sec. 3.3

As for visibility, we learn an MLP that maps the point x and direction w to visibility V' (x, w), which
is supervised by the result of octree tracer from point x along direction w. The L;,4;, and L,;; are
optimized by £; and binary cross entropy loss as follows:

Lindir = ||f/I - LI”la ‘Cvis = BCE(V(X7 w)7 V(Xv w))v (5)

where BCE(p; || y;) represents the binary cross-entropy (BCE) loss, Ly is the radiance value at the

second intersection point & obtained by querying NeuS, and ‘A/(x7 w) is obtained using an octree
tracer from point x along direction w.

3.3 Stage 2: BRDF Estimation

So far, we have faithfully reconstructed the prior information of the scene such as the normal, visibility
and the indirect illumination. In this stage, we aim to accurately evaluate the rendering equation in



Input Before Reg-Estim After Reg-Estim

w/o smooth loss w/ smooth loss

Figure 2: Smooth loss to fix broken part. Figure 3: Visualization of direct SGs.

order to precisely estimate the surface BRDF i.e. albedo a, roughness r and direct environment light
with the fixed priors from stage 1. However, previous approaches tend to leave shadow and specular
reflection in PBR materials under scenes with high illumination. Thus, we apply a scene-specific
ACES tone mapping to the PBR color output by the rendering equation. The ACES tone mapping
can calculate the PBR color over a broader value range, better estimating BRDF without baking
shadow through more refined contrast control. We adopt SGs to efficiently approximate the rendering
equation as PhySG [54]]. See complete SGs approximation in the supplementary materials.

Scene-specific ACES tone mapping. We adopt the widely used the ACES tone mapping [1]],
which is a type of high dynamic range (HDR) tone mapping. Several recent works [16, 31] have
incorporated HDR tone mapping into NeRF for specific applications. Specifically, we apply the
ACES tone mapping F to convert the PBR color e lying in [0, +00) to color lying in [0, 1]:

(2.51e 4+ 0.03)e

Fle) = , 6
(€)= @3¢ + 0.59% + 0.1 ©
whereas the ACES inverse tone mapping 7 is given by:
. —0. —1.0127¢% + 1.3702 .
Fi(e) = 0.59¢ — 0.03 + v/—1.0127¢2 + 1.3702c + 0 0009. 7

2(2.51 — 2.43c)

Given that the light intensity varies across different scenes, applying ACES tone mapping universally
is not feasible. Thus, we introduce an additional learnable parameter vy € (0, 1]. This scaled parameter
modifies the ACES tone mapping curve, enabling it to automatically adapt to each scene’s unique
illumination intensity. The resulting deformed tone mapping function is defined as follows:

F(e) =77 "2 F(e), F(c) = Filc-7"?). ®)

Indirect illumination with scaled parameter. In Sec.[3.2] we model the indirect illumination
under the supervision from NeuS’s radiance field. To convert indirect illumination to the same value
range as BRDF estimation, we need to map the supervised values from NeuS through ACES inverse
tone mapping J;'. Since we are not certain of the  that best fits the scene during stage 1, we train
indirect illumination using randomly sampled ~ to obtain indirect illumination under all possible
settings. Consequently, the loss function L;,q;, in Eq. (3) is then revised to include ~ as follows:

Linair = || F{ (L1) = Lz |1 ©)

Then in stage 2, we stop training the indirect illumination and treat y as a learnable parameter. The
optimal ~y for the current scene will be determined as the decomposition model converges.

BRDF estimation. We use the simplified Disney BRDF [6] model with albedo, roughness, and
environment light as parameters and assume dielectric materials with a fixed Fresnel term value
of Fy = 0.02. During the BRDF estimation stage, we adopt N = 128 learnable SGs to model
direct illumination and represent the PBR materials using an encoder-decoder network. The network
initially encodes the input surface point x into its corresponding latent code z and then decodes it
into albedo a and roughness r. To further reduce noise in materials, we incorporate the smooth loss
similar to Eq. (3) to both the albedo and roughness, and apply sparsity loss to z to ensure that most of
the channels are close to zero:

Lsnoon = |D(z),D(z + €)||3, Loparse = KL(z || 0.05), (10)

where D is the decoder of the PBR material network, KL(p || p) = plog% +(1- p)log}%g represents
Kullback-Leibler (KL) divergence loss that measures the relative entropy of two distributions.
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Figure 4: Albedo in synthetic scenes. We compare our method to InvRender [56]], NVDiffrec [34],
TensolIR [17], NeRO [26], Relightable-GS [11]], and GS-IR [24]]. The results show that our method
outperforms previous approaches without baking specular highlights and shadows into albedo.
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SGs approximation for rendering equation. In RobIR, we follow PhySG [54] and adopt SGs to
approximate the rendering equation in Eq. (T):

a
fT‘ (woawi7x) = ; + fs (wovwi7r)
w; nxG (wi; 0.0315,n, 32.7080) — 31.7003,

(11)
M
L X wz ZG wzagka/\ky ( )uk)+ZGI(wi;F(X77))7
k=1 j=1

where G is the direct SGs learned in this stage, G is the indirect SGs learned in stage 1, n is
_ X8 Gwa)V(xwi)
- S0 Glwi)
randomly sampling .S directions, f, denotes the specular component that can be converted to a single
SG. Then, we can integrate the multiplication of these SGs in closed-form [29] to compute the final
PBR color w,. For more details about f;, please see the supplementary materials.

the surface normal, 7(x) signifies the visibility for direct SGs obtained by

3.4 Regularized Visibility Estimation

One of our primary goals is to achieve clean albedo with no residual shadows, which are typically
caused by inaccurate visibility. Despite all efforts of the previous modeling, a small amount of
stubborn visibility errors still exist. Therefore, after 100 epochs of BRDF estimation, we introduce
regularized visibility estimation, directly using an MLP Q(x, T) to predict the visibility of x relative
to N direct SGs instead of 1 calculated through previously learned visibility network V(x,w).
Specifically, Q(x, T) is a visibility prediction network learned from scratch under the supervision
of 1, while T represents the N x N identity matrix used to add information for N direct SGs and
x € R is expanded to RV *3 to predict visibility for each direct SG. Since visibility errors primarily
occur at the edges, which are also sparse in the scene, we leverage the edge loss to make the residual
sparse:

Ledze = KL(Q(x, T) — n(x) || 0.01). (12)

In the first 100 epochs, we fix V(x, w) using 7 to obtain a stable visibility estimate, avoiding the
early collapse of BRDF estimation caused by directly using Q(x, 7). After 100 epochs, with a rough
BRDF estimation in place, we introduce regularized visibility estimation. By using V' (x, w) to distill
Q(x, 1), we directly predict the visibility of point x relative to direct SGs, circumventing errors
caused by the sampling direction when calculating 7. Thus, we can achieve a more accurate visibility
estimate designed for direct SGs (See Fig. [3).



Albedo Env Map Relighting Roughness

Method | PSNRT SSIMt LPIPS| | PSNRT SSIMT MAE| | PSNRT SSIM?t LPIPS | MAE |
NVDiffrec 16.89 0.8252  0.1965 6.63 0.1397  0.3897 17.33 0.8235  0.2008 0.112
InvRender | 19.12 0.8757  0.1652 13.47 0.5796  0.1624 | 22.57 0.8967  0.1354 0.073
TensoIR | 20.52 0.8679  0.1537 5.19 0.4064  0.4903 18.66  0.8260  0.1981 0.066
Relightable-GS 17.63 0.8343  0.1695 9.96 0.3354  0.2413 - - - 0.104
GS-IR | 14.88 0.7618  0.2170 5.10 0.1569  0.4530 17.18 0.8307  0.1891 0.142
Ours-no aces | 21.24 0.8851  0.1421 10.50 0.5446  0.2379 23.61 0.9059 0.1221 0.065
Ours-norve | 18.51 0.8786  0.1403 10.10 0.5650 0.2486 | 23.20  0.8981  0.1243 0.059
Ours-Log | 21.13 0.8883  0.1294 17.07 0.6431  0.1091 24.07 0.9003  0.1095 0.077
Ours | 25.09 0.9303  0.0972 16.32 0.6351 0.1215 24.65 09118  0.0972 0.045

Table 1: Quantitative evaluations. We present the results of the synthetic scenes. We color each

cell as best, second best , and third best . Our method can produce high-quality albedo, roughness,
and environment map while maintaining the relighting fidelity.
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Figure 5: Environment map. Compared to existing approaches, our method can truly achieve
high-quality environment light decoupling, avoiding messy results.

Final loss. After incorporating regularized visibility estimation into inverse rendering, our final
loss function in the BRDF estimation stage is:

= H]:’Y( pbr) gl”% + Asmooth[-:_s‘muoth + )\sparseﬁsparse + )\edgeﬁedgey (13)

where Cjp, is the physically-based color from the rendering equation, 7 is the scene-specific ACES
tone mapping, Cy, is the ground-truth color. In our experiments, Aguoorns Asparses and Aggqe are set to
0.001, 0.01, and 1.0 respectively.

4 Experiments

In this section, we present the experimental evaluation of our methods. To assess the effectiveness
of our approach, we collect synthetic and real-world datasets from NeRF and NeuS without any
post-processing. In addition, we use Blender to render our own datasets to further demonstrate
the superiority of our methods in high-illumination scenes. It should be noted that unlike previous
methods [55]] that used a hotdog scene with reduced illumination, we use the original hotdog
from NeRF without reduced illumination. See more comparison in the supplementary materials.

Our model hyperparameters consisted of a batch size of 1024, with 200k iterations for the NeuS
training. The model was implemented in PyTorch and optimized with the Adam optimizer at a
learning rate of 5e~. All tests were conducted on a single Tesla V100 GPU with 32GB memory.
The training time without NeusS is around 5 hours.
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Figure 6: Roughness in synthetic scenes. The results show that our method can achieve clean
roughness, even in scenes with intense shadow interference.
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Figure 7: Comparisons on real-world scenes. Columns 2 to 5 are albedo, the last four columns are
roughness. Even in complex real-world scenarios, our method can robustly decouple shadow and
material, resulting in high-quality albedo and roughness.
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Figure 8: Ablation. We conduct ablation experiments on the key components in the BRDF estimation
stage. The ablation results emphasize the critical importance of each component in our proposed
framework for attaining high-quality albedo.

4.1 Comparisons with previous methods

We compare our method with previous state-of-the-art neural field-based inverse rendering approaches:
NVDiffrec [34], InvRender [56]], TensolR [17], NeRO [26]], Relightable-GS [11]], and GS-IR [24].

As shown in Fig. 4 and Fig. [6} our method can truly achieve robust BRDF estimation, correctly
decoupling shadows, ambient lighting, and PBR materials without baking shadows and specular
highlights into albedo and roughness. Other methods tend to bake shadows into albedo, which also
affects the correct decomposition of object roughness, reflecting their inability to properly separate
the various components of BRDF estimation. Even in more challenging real-world scenarios shown
in Fig.[7} our method can achieve robust decomposition results without baking shadows and specular
highlights into albedo and roughness.

The estimated environment maps are shown in Fig.[5] Our method can accurately estimate the
position of the light source and generate more precise light intensity in high-illumination scenes. As
far as we know, we are the first to incorporate the accuracy of the estimated environment map into the
quality assessment of neural field-based inverse rendering.

Tab. [T shows the accuracy of the albedo, roughness, relighting, and environment map averaged over
synthetic scenes. We did not measure the relighting of Relightable-GS because it does not support
relighting of a single object. The term "Log" refers to the use of sigmoid mapping instead of ACES.
We can observe that our method achieve the best results in all inverse rendering tasks. Inaccurate
BRDF estimation significantly affects the results of relighting, causing methods with high-quality
reconstruction to bake shadows and thus leading to a decline in rendering quality during relighting.
Overall, our approach can achieve robust inverse rendering in high-illumination scenes.

4.2 Ablation Studies

We perform an ablation study to analyze the importance of the key components in our proposed
method. As illustrated in Fig. [8] our method is unable to eliminate both shadows or specular



#’ !

~ ~

Input Render Deshadow  Input Render Deshadow  Input Render Deshadow

Figure 9: De-shadow. Given an input image from a specific viewpoint, our proposed method can
accurately remove shadows caused by direct light occlusion without sacrificing rendering quality.
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Figure 10: Relighting. Our method not only achieves high-quality relighting results in scenarios
with specular highlights but can also robustly decouple shadows, obtaining high-quality relighting
outcomes without baked shadows even in scenes with severe shadows.

Light 0

Light 1

reflection in the absence of ACES tone mapping. Without regularized visibility estimation, inaccurate
predictions of direct SGs visibility results in residual shadows. The "Log Tone" result indicates that
ACES is a more effective tone mapping than the sigmoid to remove shadow within our framework.
Finally, our full method can correctly estimate BRDF of the object, resulting in the best performance.

4.3 Application

De-shadowing. De-shadowing is a challenging task in the field of inverse rendering, often requiring
strong priors and large data-driven models. Our proposed method correctly understands various
lighting effects and is capable of effectively eliminating strong and irregular shadows, particularly
in scenes with intense lighting. As shown in Fig. ] by setting the visibility of direct SGs to 1, we
can remove the shadow caused by direct light occlusion. It should be noted that our method cannot
remove the areas with reflections and the dark regions caused by the backlighting phenomenon.

Relighting. To demonstrate the practical utility of the materials from our method, we conducted
relighting experiments. As shown in Fig. our estimated BRDF results can be accurately relighted
in various lighting environments without shadow or illumination artifacts.

5 Conclusions and Discussions

We presented a novel inverse rendering framework for estimating BRDF of the object under high-
illumination scenes. The key innovation lies in the use of ACES tone mapping, which shifts the
calculation of PBR color to a wider value range, significantly reducing the impact of shadows and
specular parts on BRDF estimation. In addition, regularized visibility estimation are employed to
ensure more acuurate visibility for direct SGs. Experiment results on both synthetic and real-world
data show that our method outperforms previous approaches in eliminating shadows and specular
reflection under high-illumination scenes.

Currently, the proposed method has some limitations. First, non-solid, translucent, and thin objects
cannot be correctly handled due to the limitations of NeuS. Second, the employment of SGs to model
both direct and indirect lighting presents challenges in dealing with anisotropic objects, consequently
leading to our method’s deficiency in incorporating the metallic learnable parameters present in the
Disney BRDF model. Third, we have not considered scenes with dynamic lighting like [28] [44].
Finally, our method’s prior information is limited to multi-view images. We will consider integrating
with LLM models in the future work.
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Appendix

This supplementary document provides some implementation details and further results that accom-
pany the paper.

* Section[A]introduces the differences between the dataset used by our method and those used
by previous methods.

* Section [Bintroduces more details of the SG approximation for the rendering equation.

* Section [C] provides additional results, including more visualizations and results on more
datasets.

A High-illumination Dataset

Currently, neural field-based inverse rendering methods, such as InvRender [56]], NeRFactor [53],
and TensolR [17], generally use scenes with almost no high-intensity ambient light (See Fig. [T3).
The advantage of these scenes is that the object’s BRDF estimation is not affected by self-occlusion
shadows, making albedo and color quite similar. As a result, even if each part of the BRDF estimation
is somewhat messy, plausible results can still be obtained. However, when the scene has intense
illumination and shadows, these methods will fail to correctly model the object’s BRDF. Therefore,
to more accurately evaluate the robustness of inverse rendering, we choose a more challenging
high-illumination dataset.

B SG Approximation for the Rendering Equation

Following the methodology from [54], we employ the inner product of SGs to approximate the
computation of the rendering equation. The position x is dropped in the following equation due to the
distant illumination assumption. Specifically, the term w; - n is approximated by a SG as follows:

w; -1 ~ G (w;;0.0315, n, 32.7080) — 31.7003. (14)

As for the specular component f, we employ the simplified Disney BRDF model as previous methods
(6} 231 12]:

fs (w07 wl) = M (wm w’i) D(h)a
Wt w; (15)
lwo + will2”’
where M represents the Fresnel with shadowing effects, and D is the normalized distribution function.
To simplify the computation, we assume an isotropic specular BRDF, and adapt D and M as follows:
F (wov w7) g (wm w7)
4(n-w,) (n-w;)

F(weoyw;) =5+ (1 —8) . 9~ (5.55473w,-h+6.8316) (wo-h)

M (w()a wL) =

G (wo,w:) = w, N . w;-n 7
wo - n(l—k)+k w;, -n(l—k) +k
o (r+1)?

8
2 1
D(h) = h;n, —, —
( ) G< ’n7’l“4’71'7‘4>’

where s € [0, 1]3 is the specular factor, and r denotes the roughness. Finally, we can compute the
rendering equation through the fast inner product of SGs [29].
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Figure 11: Other results of our method. In each scene, we present the input ground-truth image
(a), our rendering result (b), normal (c), light (d), albedo (e), and roughness (f) obtained through our
method. These experiments illustrate the generalizability of our method across diverse datasets and
demonstrate its ability to produce high-quality results.

InvRender TensolR

Light 3 Light 2 Light 1

Light 4

Figure 12: Helmet Relighting. Our method achieves high-quality relighting results in scenarios with
specular highlights and slight specular reflections.
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Figure 13: Dataset Comparison. We choose a more challenging high-illumination dataset, which
exposed the inability of previous neural field-based inverse rendering methods to decouple shadows
from the object’s PBR materials.

InvRender TensoIR GS-IR

Light 3

Light 4

Figure 14: Hotdog Relighting. Our method achieves high-quality relighting results in scenarios with
severe shadows.

Hotdog Lego Helmet
Method PSNRT SSIMtT LPIPS|, PSNR{ SSIM{ LPIPS| PSNRtT SSIMT LPIPS|
NVDiffrec 20.60  0.8872 0.1777 18.52  0.8299 0.1616  12.06 0.7866  0.2274
InvRender 15,76 0.8575 0.2029  20.75 0.8606 0.1656 19.50 0.8761 0.1697

TensoIR 16.01  0.8496 0.2047  20.74 0.8493 0.1541 1695 0.8341 0.1759
Relightable-GS ~ 15.34  0.8453  0.2111 20.07  0.8030 0.1580 1497  0.7946  0.1963
GS-IR 9.72 0.6382  0.3139 13.03  0.6860 0.2386 1372 0.7774 0.2538

Ours-no aces 2224  0.8582 0.1779 = 22.00 0.8675 0.1497 19.98 09173 0.1202
Ours-no rve 19.04  0.8487 = 0.1489  20.17 0.8659 0.1437 1430  0.8769  0.1493

Ours-Log 19.01  0.8570 0.1560 2143 0.8596 0.1504  21.87 0.9078 | 0.1012

Ours 2425 09185 0.0970 24.63 09175 0.1071 24.14 09427 0.1122
Truck Stool Average

Method PSNRT SSIMtT LPIPS|, PSNR{ SSIM{ LPIPS| PSNRtT SSIMtT LPIPS|

NVDiffrec 19.59  0.9010 0.1437 13.69  0.7213  0.2722 16.89  0.8252  0.1965
InvRender 21.68  0.9023  0.1440 17.90  0.8822 0.1440 19.12  0.8757 0.1652

TensoIR 24.06 09375 0.1071 2481 0.8692 0.1269  20.51 0.8679 0.1537
Relightable-GS ~ 19.17  0.8720  0.1528 18.62  0.8567  0.1296 17.63  0.8343  0.1696
GS-IR 19.03  0.8379 0.1729 1892  0.8695 0.1061 1488 0.7618 0.2171

Ours-no aces 20.81 09177 0.1111 21.15 0.8647 0.1518 = 21.24 0.8851 0.1421
Ours-no rve 20.59  0.9200 0.1108 18.46  0.8814 0.1511 18.51  0.8786  0.1408
Ours-Log 24.04 09418 0.0997 19.29  0.8755 0.1395  21.13  0.8883 0.1294
Ours 2746 0.9592 0.0647 2498 09136 0.1051 25.09 0.9303 0.0972

Table 2: Quantitative albedo comparison on synthetic dataset. We compare our method to
several previous approaches: NVDiffrec [14], InvRender [56]], TensoIR [17], Relightable-GS [11]]

and GS-IR [24]]. We report PSNR, SSIM, LPIPS(VGG) and color each cell as |best , second best
and third best .

C Additional Results

More qualitative results. Our method can effectively remove shadows baked into albedo and
roughness, thanks to our accurate modeling of each decomposition component. Therefore, our
method can certainly handle scenes with less intense lighting. Fig. [TT|shows the results of our method
on real-world datasets and some synthetic datasets, including scenes with shadows and specular, as
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well as diffuse objects. Our method can robustly perform inverse rendering in any situation without
baking shadows and illumination into PBR materials.

Per-scene albedo results. We present the complete metrics of our method compared to other
methods in Tab. 2} The estimated albedo in our method surpasses existing SOTA methods in every
synthetic scene.

More relighting. We show more relighting results in Fig. [T2]and Fig.[I4] The two scenes demon-
strate that our method can accurately estimate the BRDF of the object under scenes with specular
highlights and severe shadows.

Additional comparison with NVDiffrecMC. We show more albedo, roughness, and environment
map comparison with NVDiffrecMC in Figs. [T5H17}

Input NVDiffRecMC Ours GT

Figure 15: Albedo comparison with NvDiffRecMC on synthetic scenes. NvDiffRecMC cannot
achieve the decouple of shadow, indirect illumination, and the PBR materials of the objects.

andqy

NVDiffRecMC Ours NVDiffRecMC Ours

Figure 16: Roughness comparison with NvDiffRecMC. NvDiffRecMC cannot obtain high-quality
roughness in high illumination scenes.

NVDiffRecMC Ours GT
Figure 17: Environment map comparison with NvDiffRecMC.
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Visualization and evaluation on tone mapping. We first visualize the vanilla ACES and sSRGB
tone mapping in Fig. [I8] indicating that ACES curve has much wider input range. Then in Fig. [T9}
we show the scene-specific tone mapping curve with different -y, enabling the ACES curve to fit other
settings with different tone mapping methods. Finally, we evaluate the optimized ACES curve (with
v = 0.42) in chessboard scene with GT tone mapping (sSRGB) in Fig.[20} The results show that our
scene-specific ACES tone mapping can stretch to SRGB curve, demostrating the effectiveness of our
method.

ACES and sRGB Curve

1o SRGB Curve: (1, 1.00)

08 ACES Curve: (1, 0.80;

0 5
input

Figure 18: Comparison on ACES and sRGB curve.

ACES and sRGB Curves for Different Values of y

T 2 3 4 5
Input

Figure 19: Visualization of ACES tone mapping with different ~.

Evaluation of the Tone-Mapping Curve

0 1 2 3 4 5
x

Figure 20: Evaluation tone mapping in chessboard. The ACES tone mapping with v = 0.42
matches well with the SRGB curve.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: I am sure that the abstract and introduction accurately reflect the paper’s
contributions and scope.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: T am sure that the paper discuss the limitations of the work.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: Yes, the paper does.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Yes, the paper does.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer:
Justification: The code can be released upon acceptance, but now it’s not a clean version.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.
* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: The paper contains details about the training model.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We evaluate the results through PSNR, SSIM and LPIPS.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: They are presented in the paper.
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

 The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Yes, we do.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: There is no societal impact of the work performed.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Yes, they do.
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

15.

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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