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Abstract

Confidence estimation is a crucial area in machine learning, particularly with large
language models (LLMs), which are prone to overconfidence, leading to inaccurate
predictions, hallucinations, and impaired decision-making. As LLMs are increas-
ingly integrated into real-world applications, overconfidence poses challenges for
effective human-machine collaboration. We examine LLM overconfidence through
the lens of human behavior, proposing a mechanism for understanding of how
models exhibit overconfidence and how to mitigate its effects to improve LLM
interpretability and calibration. Drawing on models of human overconfidence in
cognitive and psychological research, we consider whether LLMs mirror human
overconfidence patterns related to perceived task difficulty and comparisons with
others. Our findings indicate that LLMs exhibit varied confidence patterns. Larger
models, similar to humans, tend to overestimate their performance on challenging
tasks and underestimate it on simpler ones, while small models display consistent
overconfidence across all task levels. However, LLMs’ self-assessments are gener-
ally less sensitive to task difficulty than human estimates. We propose Answer-Free
Confidence Estimation (AFCE), a method that reduces overconfidence by asking
models for confidence scores on question sets without providing answers. This
approach decouples confidence estimation from answer generation, significantly
lowering overconfidence, particularly on challenging tasks. We then consider
how LLMs’ self-assessment compares to their assessment of experts and laymen,
providing insight into how LLMs place their own abilities, even though the ac-
tual accuracies between the two groups remains comparable. We aim to motivate
psychology-grounded research for better confidence calibration in LLMs.

1 Introduction

Reliable confidence (uncertainty) estimates are essential for effective human-machine collabora-
tion [7]. Large language models (LLMs), however, are prone to overconfidence [24], which can result
in inaccurate predictions when they should abstain [23]. As these models are increasingly deployed in
real-world tasks such as medical diagnosis [19], legal analysis [5], and decision support systems [25],
their performance directly impacts outcomes that affect human lives. Overconfidence in LLMs can
lead to significant errors [26], reduced trust [10], and potentially harmful downstream consequences
[13]. Therefore, understanding whether LLMs exhibit overconfidence in ways that parallel or exceed
human behavior is critical to improving their reliability and safety in real-world applications.

Human overconfidence is recognized as a significant cognitive bias [11]. Moore and Healy [17]
reconcile experimental findings that 1) individuals tend to overestimate their abilities on difficult tasks
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and underestimate them on easy tasks, and 2) they misjudge others’ abilities, often underplacing them-
selves on challenging tasks and overplacing themselves on simpler ones. The authors explain these
phenomena using an information theoretic model demonstrating individuals’ regressive estimates of
their performance and even more regressive estimates of others’ performance. When performance
is exceptionally high (e.g., on easy tasks), individuals underestimate their own performance and
underestimate others’ performance even more so; and when performance is exceptionally low (e.g.,
on hard tasks), they overestimate their own performance and overestimate others’ performance even
more so. In this paper, we designed experiments to consider whether these results hold for LLMs.

To our knowledge, this is the first study to explore overconfidence in LLMs from a cognitive and
psychological perspective. We address two key research questions: (RQ1) Is model confidence
sensitive to task difficulty, and does it exhibit the same over-confidence and under-confidence patterns
as previously observed in human subjects? (RQ2) Do models exhibit overplacement (underplacement)
behavior when estimating their performance relative to humans with varying levels of expertise?

Our three contributions directly address the research questions posed above:

1) We evaluate LLMs’ confidence estimations across tasks of varying difficulty and find that different
models display distinct confidence patterns. Large models mirror trends seen in human subjects,
which tend to be underconfident on easier tasks and overconfident on more challenging ones. While
smaller models consistently exhibit overconfidence across all levels of task difficulty. Additionally,
LLMs’ confidence estimates are generally less influenced by task difficulty compared to human
confidence estimates.

2) We propose a confidence calibration measure called Answer-Free Confidence Estimation (AFCE),
which reduces overconfidence and achieves promising results in confidence calibration, particularly
outperforms baseline verbalized confidence elicitation techniques on challenging tasks.

3) We investigate LLMs’ ability to estimate the confidence of experts and laymen in accomplishing
the tasks. We find that LLMs consistently estimate higher performance among experts and lower
performance among laymen, despite the actual accuracy remaining comparable, suggesting a
superficiality to the estimates.

2 Related Work

We review the related work on human overconfidence and confidence elicitation methods for LLMs.

Human Overconfidence Overconfidence refers to an unjustified belief in one’s knowledge and
abilities [11], concerning for its prediction of undesirable outcomes in consequential domains such as
medicine [3], politics [21], and science [14]. Models to explain overconfidence have been broadly
considered (e.g., Dunning-Kruger [11], or recent contrasting results from Sanchez and Dunning [20]
that found that those with intermediate knowledge tend to exhibit the most overconfidence). In this
paper, we focus on the experiments of Moore and Healy [17], whose influential unifying model
explained a variety of previous findings.

Confidence Elicitation in Language Models Previous methods for eliciting confidence have primar-
ily relied on white-box approaches, which have estimated confidence using token likelihoods [22]
and internal state-based methods [9, 12]. While effective, these techniques require internal access
to the model, making them less applicable to models served over closed APIs, like GPT-4 [1].
Verbalized confidence approaches appropriate to such models (i.e., prompting the model to write
out its confidence in text) tend to produce uniformly high estimations of model confidence, usually
between 80% and 100% [16, 24]. To address this, some studies have introduced consistency-based
methods [15, 24] that calibrate LLM confidence and mitigate overconfidence. In this study, we adopt
these widely-used, prompt-based confidence elicitation methods as baselines, and we develop a novel
prompt-based strategy that consistently outperforms baseline methods on hard tasks.

3 Data & Models

Datasets To approximate the research design of Moore and Healy [17], who considered six subject
domains and questions across a range of difficulty levels, we use (1) MMLU [8], a collection of
domain-specific multiple-choice questions across 57 subjects and multiple difficulties corresponding
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to education level—we use questions from the High School, College, and expert difficulty levels in
the subject domains of Physics, Chemistry, Biology, Math, Computer Science, and Medicine; and (2)
GPQA [18], a dataset of multiple-choice questions crafted by experts (i.e., individuals holding or
pursuing a Ph.D.) in the subject of Physics, Chemistry, and Biology. We treat a subject at a difficulty
level as a subtask. Following the methodology of Moore and Healy [17], we randomly group 10
questions into a single prompt for each subtask. More details about datasets are in the Appendix.

Models We present results from three models, ranging from small to large, and spanning differ-
ent model families: google/gemma-2-9b-it (Gemma2-9B), meta-llama/Meta-Llama-3-70B-Instruct
(Llama3-70B), claude-3-sonnet-20240229 (Claude-3-sonnet). We set temperature to 0 and top-p
sampling to 1 in the interest of reproducibility to reduce the variability of model output.

4 Self-Estimation & Task Hardness

Figure 1: Comparison of confidence estimation patterns across models using the AFCE method on
tasks with varying difficulty levels. Each dot represents the performance of a subject at a specific
difficulty level (e.g., college biology).

In this section, we study the relationship between LLMs’ confidence estimation and task difficulty. We
also compare our novel Answer-Free Confidence Estimation (AFCE) method with other widely-used
confidence estimation methods for calibrating confidence against actual model performance.

4.1 Experiment Setup

Baselines. We compare our method against several widely-used prompt-based confidence elicitation
baselines. These include Vanilla Verbalized Confidence [24], which prompts the model with "Read
the question, provide your answer, and report your confidence in this answer"; Top-k Prompting
Verbalized Confidence [24], which prompts the model to provide "your K best guesses and the
probability that each is correct (0% to 100%) for the following question"; and Quiz-Like Prompting,
which prompts the model to "Answer the following 10 questions and estimate how many were
answered correctly" [17]. We employ Expected Calibration Error (ECE) [6] as a metric to evaluate
confidence calibration, which quantifies the difference between a model’s predicted confidence and
its actual accuracy.

Our Method: Answer-Free Confidence Estimation

We propose Answer-Free Confidence Estimation, which employs two discrete processes to evaluate
task performance and elicit confidence estimation. To evaluate performance, we prompt the model
with "Please answer the following 10 questions by selecting only the option letter," and we use
the model’s responses to compute its accuracy. We separately obtain the model’s confidence by
prompting the model to "Read the questions and estimate how many you can answer correctly (choose
a number from 0-10)." This method more closely adheres to the psychological instruments provided
to human subjects in confidence elicitation experiments [17] than strategies that combine confidence
estimation and task performance into a single step such as vanilla prompting.
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Method High School College Expert

Acc AvC ECE Acc AvC ECE Acc AvC ECE

Gemma2-9B

Vanilla 56.0 98.3 43.1 48.0 99.6 51.6 34.4 99.0 64.5
Top-K 49.3 91.4 42.8 47.0 93.3 48.7 30.6 91.9 62.1
Quiz-like 58.7 96.0 37.3 48.0 93.0 45.0 36.7 92.8 56.1
AFCE 57.3 86.0 28.7 49.0 87.0 38.0 34.4 71.7 37.2

LLaMA-3-70B

Vanilla 60.0 88.4 28.4 53.0 85.8 32.8 35.0 82.0 47.0
Top-K 59.3 71.8 12.7 56.0 68.9 16.8 36.1 62.6 26.4
Quiz-like 56.7 80.0 23.3 53.0 80.0 27.0 35.6 81.1 45.6
AFCE 56.0 76.7 20.7 51.0 66.0 15.0 34.4 43.3 16.7

Claude-3-sonnet

Vanilla 48.7 89.6 40.9 52.0 88.9 37.0 28.9 83.9 55.6
Top-K 42.0 67.1 25.2 46.0 66.9 20.9 31.7 51.2 19.5
Quiz-like 42.7 98.7 56.0 50.0 95.0 45.0 24.4 89.4 65.0
AFCE 44.0 71.3 27.3 51.0 53.0 2.0 26.7 43.3 16.7

Table 1: Confidence calibration performances of AFCE with baselines methods across models in the
Physics at varying difficulty levels. Results for the Chemistry and Biology are in the Appendix.

4.2 Results
LLMs exhibit varied confidence estimation patterns but all models are less responsive to
changes in task difficulty. Figure 1 illustrates the relationship between LLM confidence estimation
and task difficulty. LlaMA-3-70B and Claude-3-Sonnet exhibit underconfidence on easier tasks
(accuracy > 0.8) and overconfidence on harder tasks (accuracy < 0.4), in accordance with
established findings in human subjects [17]. For tasks of medium difficulty (accuracy ∼ 0.5),
models confidence aligns more closely with performance. In contrast, Gemma2-9b consistently
demonstrates overconfidence across all tasks, with this overconfidence increasing as task difficulty
rises. Our findings suggest that larger models align more closely with human behavior. However,
LLM confidence is more uniform than human answers and less sensitive to task difficulty, as LLMs
exhibit a tendency to report a "standard" confidence answer, possibly limiting the utility of verbalized
confidence elicitation strategies. Moreover, while LLMs exhibit lower accuracy on expert-level tasks,
they sometimes exhibit stronger performance on college-level subjects than on high school-level
subjects, breaking with typical human judgments of task difficulty. We speculate that the estimation
of performance on college-level tasks may be more influenced by parameterized knowledge learned
from sources like college-level textbooks.

The Answer-Free Confidence Estimation method outperforms baseline verbalized confidence
elicitation methods on hard tasks across models. As shown in Table 1, AFCE mitigates overconfi-
dence significantly, especially for difficult tasks, such that for Claude-3-sonnet ECE is reduced to
2.0 for College Physics and 16.7 for Expert Physics subject domains, outperforming other baseline
methods. Quiz-Like prompting achieves the most comparable performance, likely due to its similar
construction to AFCE, and it outperforms AFCE for High-School Physics. Both AFCE and Quiz-
Like prompting may be sensitive to the size of the question set. Though it is not the intention of
the method, we note that AFCE does not improve accuracy over baseline methods. We speculate
that AFCE reduces overconfidence by limiting engagement with the subject domain, constraining
the model’s reasoning to an assessment of its confidence rather than simultaneously handling the
epistemically intensive process of generating factual information. Indeed, it is possible that engaging
both processes simultaneously could be part of the cause of overconfidence. We intend to explore
underlying mechanisms like these and their relationship to human cognition in future work that
expands the utility of AFCE.

5 Overplacement: Estimating Others’ Performance
In this section, we investigate whether LLMs exhibit overplacement when estimating their own
performance relative to that of others. In previous work with human subjects [17], participants

4



estimated the performance of a randomly chosen peer. We adapt this experiment for LLMs by
prompting language models to adopt the personas of other individuals and estimate their confidence.

Figure 2: Confidence estimates across models prompted to adopt random person, expert, and layman
personas. Each dot represents the performance of a subject at a specific difficulty level (e.g., college
biology). Since RQ2 focuses on overplacement(underplacement), we do not differentiate between
individual subjects or difficulty levels.

5.1 Experiment Setup
Drawing closely on prior work [17] to inform experimental design, we prompt the model to adopt the
persona of another person and 1) answer the questions and 2) estimate its confidence. Aside from
instructing the model to adopt the persona, we utilize AFCE as described in the previous section. We
specifically instruct the model to adopt the persona of a "random" person, an "expert" in the subject
under consideration, and a "layman" with regard to the subject. In prompting language models to
adopt personas, we build on much recent work on using LLMs for simulation in computational social
science [2], as well as assessments of model bias and fairness [4]. Full prompts are in the appendix.
5.2 Results
Estimated Confidence towards Random Chosen Person, Expert and Layman. Figure 2 illustrates
that LLMs exhibit little variance in confidence estimation for a given persona, consistently providing
high confidence estimates when prompted to adopt the persona of an expert and low confidence
estimates when prompted to adopt the persona of a layman or a random individual. LLM self-
estimations fall between these two extremes, such that the model’s default confidence estimate
exceeds that when prompted as a layman, but falls short of that when prompted as an expert. Despite
these differences, though, accuracy remains roughly uniform across different personas, such that
models overestimate confidence when prompted as an expert, and underestimate it when prompted
as a layman. However, we hesitate to make a definitive claim about overplacement, as the results
also suggest that the model’s confidence estimation is disconnected from its actual capabilities when
adopting a persona. We expect that this mismatch could prove problematic for the range of research
that now utilizes persona-prompted LLMs in social scientific simulations [2, 27].

6 Discussion & Conclusion
In this study, we investigated overconfidence in LLMs by drawing on previous work in experimental
psychology [17]. Our findings reveal that LLMs exhibit different confidence patterns. Some, like
LLaMA-3-70B and Claude-3-Sonnet, display overconfidence patterns similar to those of humans,
while others, like Gemma2-9b, show consistent overconfidence across all tasks. But, all of models
are less sensitive to task difficulty. We introduced the “Answer-Free Confidence Estimation” method,
which improves LLM calibration by disentangling task performance from confidence estimation.
Additionally, our analysis of a persona-prompted LLM demonstrates that while a model prompted as
an expert produces a higher confidence estimate than the model prompted as a layman, actual task
performance remains similar across both groups.

While these findings offer important insights, they also reveal several limitations that should guide
future work. First, our analysis was limited to multiple-choice datasets. It remains to be seen
whether the observed patterns hold across a broader range of models and tasks. Our study focused on
prompting confidence elicitation without incorporating more advanced techniques, such as sampling
or aggregation strategies, which could further refine model calibration.
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A Appendix / supplemental material

Dataset Hardness Subject Test Size
MMLU High School Physics 173
MMLU High School Chemistry 230
MMLU High School Biology 347
MMLU High School Math 304
MMLU High School Computer Science 114
MMLU College Physics 118
MMLU College Chemistry 113
MMLU College Biology 165
MMLU College Math 116
MMLU College Computer Science 116
MMLU College Medicine 200
MMLU Expert Medicine 308
GPQA Expert Physics 227
GPQA Expert Chemistry 214
GPQA Expert Biology 105

Table 2: Dataset statistics.

// High school
Question: The plates of a capacitor are charged to a potential difference of 5 V. If the capacitance is
2 mF, what is the charge on the positive plate?
A. 0.005 C B. 0.01 C C. 0.02 C D. 0.5 C
Answer: B
// College
Question: The quantum efficiency of a photon detector is 0.1. If 100 photons are sent into the
detector, one after the other, the detector will detect photons?
A. an average of 10 times, with an rms deviation of about 4
B. an average of 10 times, with an rms deviation of about 3
C. an average of 10 times, with an rms deviation of about 1
D. an average of 10 times, with an rms deviation of about 0.1
Answer: B
// Expert
Astronomers are studying a star with a Teff of approximately 6000 K. They are interested in spec-
troscopically determining the surface gravity of the star using spectral lines (EW < 100 mA) of two
chemical elements, El1 and El2. Given the atmospheric temperature of the star, El1 is mostly in the
neutral phase, while El2 is mostly ionized. Which lines are the most sensitive to surface gravity for
the astronomers to consider?
A. El2 I (neutral) B. El1 II (singly ionized) C. El2 II (singly ionized) D. El1 I (neutral)
Answer: C

Table 3: Examples from dataset in three task hardness level.
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// Prompt for accuracy calculation
prompt = “‘Please answer the following questions by selecting only the option letter. Do not provide
any explanation.
Questions:
Q1: <>
Q2: <>
Q3: <>
Q4: <>
Q5: <>
Q6: <>
Q7: <>
Q8: <>
Q9: <>
Q10: <>
Now, please answer these questions with the following format:
1. <Only Option Letter >
2. <Only Option Letter >
3. <Only Option Letter >
4. <Only Option Letter >
5. <Only Option Letter >
6. <Only Option Letter >
7. <Only Option Letter >
8. <Only Option Letter >
9. <Only Option Letter >
10. <Only Option Letter >
”’
// Prompt for confidence calculation
prompt = f"""Read the question, and estimate how many questions you can answer correctly (choose
a number from 0-10). Do not provide any explanation.
Questions:
Q1: <>
Q2: <>
Q3: <>
Q4: <>
Q5: <>
Q6: <>
Q7: <>
Q8: <>
Q9: <>
Q10: <>
Estimate how many questions you can answer correctly: <choose a number from 0-10>."""

Table 4: Prompts for self-estimation experiments.
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// Prompt for accuracy calculation
prompt = “‘You are a {randomly chosen person}/{expert}/{laymen}. Please answer the following
questions by selecting only the option letter. Do not provide any explanation.
Questions:
Q1: <>
Q2: <>
Q3: <>
Q4: <>
Q5: <>
Q6: <>
Q7: <>
Q8: <>
Q9: <>
Q10: <>
Now, please answer these questions with the following format:
1. <Only Option Letter >
2. <Only Option Letter >
3. <Only Option Letter >
4. <Only Option Letter >
5. <Only Option Letter >
6. <Only Option Letter >
7. <Only Option Letter >
8. <Only Option Letter >
9. <Only Option Letter >
10. <Only Option Letter >
”’
// Prompt for confidence calculation
prompt = f"""A is an self.expertise in self.subject. Read the question, and after considering A’s ability,
estimate how many questions A can answer correctly (choose a number from 0-10). Do not provide
any explanation.
Questions:
Q1: <>
Q2: <>
Q3: <>
Q4: <>
Q5: <>
Q6: <>
Q7: <>
Q8: <>
Q9: <>
Q10: <>
Estimate how many questions you think A can answer correctly: <choose a number from 0-10>."""

Table 5: Prompts for overplacement experiments.
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Method High School College Expert

Acc AvC ECE Acc AvC ECE Acc AvC ECE

Gemma2-9B

Vanilla 64.0 98.8 35.1 49.0 99.0 50.0 30.0 98.0 68.3
Top-K 56.5 91.3 35.9 49.0 94.0 45.0 28.3 89.3 62.7
Quiz-like 67.5 95.0 27.5 55.0 96.0 41.0 29.4 96.7 67.2
Ours 66.0 90.0 24.0 55.0 86.0 31.0 30.0 79.4 49.4

LLaMA-3-70B

Vanilla 67.0 87.7 20.7 56.0 85.9 29.9 30.6 81.2 50.7
Top-K 63.0 73.7 12.2 53.0 71.6 19.1 31.7 61.9 32.0
Quiz-like 65.0 80.0 15.0 53.0 80.0 27.0 35.6 82.8 47.2
Ours 66.0 73.0 11.0 55.0 45.0 6.0 33.9 56.1 22.2

Claude-3-sonnet

Vanilla 59.5 90.4 30.9 54.0 88.3 35.9 32.2 84.1 51.8
Top-K 52.5 68.0 15.5 51.0 64.1 13.2 28.3 51.5 24.4
Quiz-like 57.5 96.0 38.5 52.0 91.0 39.0 33.3 86.1 52.8
Ours 58.0 67.0 9.0 55.0 46.0 9.0 31.7 53.3 21.7

Table 6: A comparison of confidence elicitation and performance for Gemma2-9B, LLaMA-3-70B,
and Claude-3-Sonnet in the Chemistry domain across three difficulty levels.

Method High School College Expert

Acc AvC ECE Acc AvC ECE Acc AvC ECE

Gemma2-9B

Vanilla 91.3 99.2 7.9 87.1 99.2 12.1 50.0 96.6 46.6
Top-K 84.5 93.3 10.4 85.0 93.5 9.9 42.9 88.8 46.0
Quiz-like 87.7 99.4 12.3 86.4 99.3 12.9 41.4 97.1 55.7
Ours 87.7 89.7 7.7 87.1 88.6 14.3 42.9 81.4 38.6

LLaMA-3-70B

Vanilla 90.0 89.8 2.1 90.0 88.6 1.4 54.3 84.1 29.9
Top-K 88.7 79.6 9.3 87.9 77.6 10.8 54.3 70.0 15.7
Quiz-like 87.7 96.8 9.0 90.7 90.0 5.0 60.0 82.9 22.9
Ours 88.4 78.1 10.3 90.0 72.9 17.1 60.0 62.9 11.4

Claude-3-sonnet

Vanilla 89.7 90.5 2.3 87.1 90.5 4.2 47.1 87.1 39.9
Top-K 84.8 78.8 6.9 81.4 74.4 8.1 47.1 55.2 12.6
Quiz-like 88.1 99.0 11.0 90.7 97.1 7.9 54.3 87.1 32.9
Ours 88.4 77.1 11.3 89.3 72.1 17.1 54.3 64.3 10.0

Table 7: A comparison of confidence elicitation and performance for Gemma2-9B, LLaMA-3-70B,
and Claude-3-Sonnet in the Biology domain across three difficulty levels.
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