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Abstract

Federated learning is a prominent distributed learning paradigm that incorporates collab-
oration among diverse clients, promotes data locality, and thus ensures privacy. These
clients have their own technological, cultural, and other biases in the process of data gen-
eration. However, the present standard often ignores this bias/heterogeneity, perpetuating
bias against certain groups rather than mitigating it. In response to this concern, we pro-
pose an equitable clustering-based framework where the clients are categorized/clustered
based on how similar they are to each other. We propose a unique way to construct the
similarity matrix that uses activation vectors. Furthermore, we propose a client weighing

mechanism to ensure that each cluster receives equal importance and establish O (\/%)

rate of convergence to reach an e-stationary solution. We assess the effectiveness of our pro-
posed strategy against common baselines, demonstrating its efficacy in terms of reducing
the bias existing amongst various client clusters and consequently ameliorating algorithmic
bias against specific groups.

1 Introduction

With the advent of distributed learning paradigms, Federated Learning (FL) emerged as a promising mech-
anism for collaborative learning among diverse clients. In FL, the diversity of the clients gives rise to both
system and statistical heterogeneity [McMahan et al.| (2017); |Li et al.| (2020). The system heterogeneity
is attributable to the different computational capabilities of the participating clients, uplink and downlink
communication channel bandwidths, and faults. Statistical heterogeneity exists due to the variability in the
data distribution coming from the different clients. In our work, our primary aim is to tackle the statistical
heterogeneity in the data distribution arising due to the technological, cultural, and other biases in the data
generation process native to each client.

In a distributed learning setting, algorithms use the participating clients’ local updates and perform global
weighted aggregation. The goal is to create a global model that performs equally well on all clients. This
leads to a notion of group fairness Dwork et al.[(2012) that incentivizes the participation of diverse groups of
clients |Zhan et al.| (2021)), thus mitigating the bias in performance during the learning process. The end goal
of such algorithms is to ensure that the generated model is not biased towards any particular group of clients
and performs well for all of them. This is achieved through various techniques, such as FL, where the model
is trained on the data from all participating clients without compromising the privacy of individual clients.
Ultimately, the success of distributed learning algorithms depends on their ability to balance the needs and
preferences of all participating clients to generate a global model that is accurate, efficient, and fair. A
celebrated FL method, FedAvg |McMahan et al.| (2017), showcases success in the case of IID distribution of
data among the clients. However, its performance in the case of non-IID data distribution is the subject of
interest. Several studies such as|Li et al.| (2020)); [Karimireddy et al.| (2020]) have been conducted and provide
better convergence of FL on non-IID scenarios. Although these algorithms provide better results and tackle
the problem of data heterogeneity, they do not account for the inherent structure among the participating
clients.

This paper presents a novel approach toward dealing with the non-IID scenario in FL. It proposes a clustering
paradigm based on activation vectors (See Deﬁm’tion that promote group fairness. In the context of FL,
the idea of clients belonging to a cluster is not a strict assumption. Instead, it is already present in the current
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paradigm, for instance, when clients from different countries participate. In this broader context, the clients
representing distinct clusters, such as different countries, can benefit from the shared knowledge in FL. The
primary goal of the proposed algorithm is to assign equal weightage to each participating cluster, where
each cluster contains a varying number of clients, for global model aggregation. This approach promotes an
equitable and fair treatment of clients, utilizing the underlying similarities among the participating clusters.
Therefore, it can be considered as a server-side debiasing method, ensuring all clients benefit from the shared
knowledge.

1.1 Contribution
Our contributions are summarized as follows:

e Our proposed solution is a novel clustering framework that employs activation vectors as the primary
mechanism to group clients based on their similarities. This approach addresses the challenges that
arise when clients from diverse backgrounds participate in the clustering process. By using activation
vectors, our framework can effectively capture each client’s unique characteristics and preferences
while also identifying commonalities that allow for meaningful clustering.

e QOur proposed approach involves leveraging this side information to enhance the model aggregation
process. This novel scheme can be seamlessly integrated with any existing client scheduler, allowing
for improved performance and more efficient utilization of resources.

e We present the convergence analysis for our algorithm, termed Equitable-FL, and show that it
enjoys a convergence rate of O (\/%) to reach an e-stationary solution under mild assumptions.

e We have conducted thorough experiments to compare our framework against baseline algorithms
using popular vision datasets like MNIST, CIFAR-10, CIFAR-100, and FEMNIST. Our findings
demonstrate that our algorithm not only delivers high accuracy, but it also minimizes client dis-
agreements, thus mitigating the algorithmic bias against certain groups.

1.2 Organization

The rest of the paper is organized as follows. Section [2] discusses the related work. Section [3] introduces
the relevant concepts and preliminaries. Section [4] introduces our proposed approach and discusses its
convergence properties. Section [5| corroborates our method through extensive experiments while concluding
remarks are stated in Section

2 Related Work

Centralized and Consensus-based Methods. Fairness has long been a concern in machine learning.
Traditional centralized machine learning approaches use pre-processing and post- processing techniques to
ensure fairness since the central server typically has access to the data |Grgi¢-Hlaca et al.| (2018); [Zhang
et al.| (2018); Lohia et al.| (2019); [Kim et al| (2019); [Mehrabi et al. (2021). However, these methods do
not suit paradigms like FL, which prioritize data locality and privacy. Achieving fairness in FL remains
a critical research area. This paper focuses on traditional FL settings where collaborative model training
happens across multiple clients while preserving the data privacy. Researchers have proposed extensions to
FedAvg |McMahan et al.| (2017)), including model-level regularization |Li et al| (2020]); Durmus et al.| (2021)),
feature alignment between local and global models|Li et al.| (2021)), alignment of local and a global meta-model
via gradient correction |Acar et al.| (2021), dividing clients into simple and complex type to train different
network architectures collaboratively |Acar & Saligrama (2022), and momentum-based updates at the server
and client levels to reduce variance Karimireddy et al.| (2021);|Das et al.| (2022). Despite these advancements,
FL methods often train a global model that performs well on average across all clients, neglecting individual
group performance. This limitation calls for new methods that accommodate groups’ demands.

Clustering and Fairness in Federated Learning. Preserving privacy by not sharing data or sensitive
client information with the server or other clients is a crucial aspect of FL, posing challenges for developing



Under review as submission to TMLR

learning algorithms. Some work |Cho et al.| (2020)); |Goetz et al.| (2019); [Li et al.| (2019a) prioritize client
selection to boost performance using local validation losses. We demonstrate client discrepancies using
the global model’s performance at the end of each epoch, though this information is not essential for our
algorithm’s efficiency. Other approaches [Fraboni et al.| (2021)); Balakrishnan et al.| (2022)); |Jiménez et al.
(2024) group the clients based on their representations using similarity matrices or submodular sets. These
methods assume a fixed number of clients per round, deviating from FL standards. Approaches like [Lyul
et al.| (2020); |[Wang et al.| (2021) prioritize highly contributing clients, undermining the consensus-based
nature of FL. The method in |Mohri et al| (2019) minimizes the maximum loss across all data samples to
avoid bias towards any data distribution, differing from our server-side debiasing approach using activation
vector information. Additionally, |Cheng et al. (2024)) proposes domain adaptation for client groups with
similar characteristics, whereas we focus on disjoint client groups participating in the collaboration. Other
works such as |[Ezzeldin et al.| (2023) aim to mitigate the bias between the data samples with a client’s data
to promote group fairness, whereas we focus on fairness among groups of clients where the goal is to create
equitable learning scenarios among different groups. A recent study Yue et al.| (2023]) also focuses on ensuring
fair performance for both groups of clients and individual clients. However, prior knowledge of the client
groups is required, while our approach automatically clusters the clients based on the activation vectors.
Another concurrent work (Chen & Vikalo| (2024]) orthogonal to ours uses the bias’s gradients in the neural
network’s last layer to construct clusters and then perform heterogeneity-aware client sampling. This work
poses an immense computational overhead, requiring computing the similarity matrix amongst all clients to
sample the participating clients. Other clustering- based works [Vahidian et al.| (2023)); Sattler et al.| (2020)
perform clustered federated learning to promote personalization, which is not the objective of our work.

3 Background and Preliminaries

In this section, we start by defining the standard terminologies introduced in McMahan et al.| (2017)); |Li
et al.| (2020)) and proceed towards extending the idea to the setting used in our paper.

3.1 Federated Learning Setup

FL involves a central server collaborating with n clients, each maintaining its unique data distribution D;
and sample size N;. The central server aims to train a machine learning model using data from its clients
without accessing their local data directly, thus preserving data locality. The expected loss function for
client 4, f;(w), depends on samples & drawn from D; and the client’s loss function ¢, with model parameters
w € R9. The server minimizes the weighted loss f(w) across all clients:

fw):=> pifi(w), where fi(w)=Equp, [l(z,w)], (1)
i=1
where p; = X as suggested by McMahan et al.| (2017). Each client performs FE local SGD steps per
N.

communicatioﬂirlound k < K. In partial client participation, < n clients are randomly selected without
replacement in each round. Each client calculates the unbiased stochastic gradient V f;(w;B) over a batch
B.The FL process iterates through three steps: downlink communication, local computation, and uplink
communication, formally described below.

Downlink Communication: At the start of each round, the server sends global model parameters to the
selected clients: _
wyo=wg, Vi=1,...,n. (2)

Local Computation: Clients train locally using their datasets:
w1 =wh, — wVfi(wh 1 B,), Yr=01,...,E-1 (3)

Increasing local epochs, especially with non-IID data, causes client drift |Li et al.| (2020)); Karimireddy et al.
(2020); Das et al.| (2022)). To address this, |Li et al.| (2020) introduced FedProx, adding a proximal term to
the update:

Wi = Wi — (%fi(wij;l’)’,’;ﬁ) + p(wp , —wy)), Vr=0,1,...,E—1. (4)
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Algorithm 1 Equitable-FL

1: Input: Initial model weights wg, # of communication rounds K, period E, learning rates {nk}kK:_Ol, and
global batch size r, # of clusters C.

2: OQutput: wg

3: fork=0,..., K—1do

4: Server send wy, to a set of r clients chosen uniformly at random without replacement denoted by Sy,

5: for client i € S do

6: Downlink communication: Set 'w,i’o = wy.

7 for7=0,...,E—1do

8: Pick a random batch of samples in client ¢, B, . Compute the stochastic gradient of f; at
w,i,T over B,i,T, viz. ﬁfi(wiﬁ; }”)

9: Update wz,TJrl = wi,r — TNk (Vfi(wlk,rv Blic,'r) + M(wz,'r - wk))

10: Uplink communication: Send w}mE and a};,E.

11: S = Similam’ty(A ={a} g, 0% - aaE}T).

12: pr = getprobs(S, C).

13: Update wi1 = ics, PrLW} p-

14: Function: Similarity(A)

15: Return: A x AT,

16: Function: getprobs(S,C)

17: Pick the eigen vectors of S corresponding to the C' largest eigen values.
18: Use K-Means to cluster the clients.

19: for client ¢ € S do

20:

i 1
by = C x# of clients in each cluster”

21: Return: py.

Uplink Communication: Clients send their updated parameters to the server:

Wk41 = Z Piwz,Eo ()
1€Sk

This iterative process continues for K communication rounds.

4 Equitable Clustering

In this section, we present our novel approach named Equitable-FL, which aims to tackle the issue of
algorithmic bias in FL. Our solution involves implementing a server-side debiasing mechanism that leverages
the activation vectors (see Definition (1) to identify and cluster clients based on their similarities. By doing
so, we are able to update how the central server aggregates the local model updates received from clients.
This approach ensures that the participation across each group of clients is more equitable, minimizing the
potential for bias to occur during the learning process.

4.1 Problem statement and Motivation

In Federated Learning (FL), the k-th communication round’s model aggregation involves computing the
weighted average of the model updates from each client, given by wx11 =, s pi'w};’ 1, Where S, is the set
of clients in round k. Algorithms such as those proposed by [McMahan et al.| (2017); |Li et al.| (2020) weigh
clients differently based on factors like the number of data samples, IV;, a client possesses. In this scenario, a
client’s weight is proportional to their data sample size, p; = ZL Alternatively, clients can be weighed
i€S)

uniformly, irrespective of their data sample size, with each client’s weight being ‘5—1” Accurately weighing
each client’s contribution is crucial for fair and unbiased distributed learning. Simply weighing clients based
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on data sample size can lead to biases, favoring clients with more data and giving them disproportionate
influence on the global model. This undermines the collaborative nature of FL, which aims to incentivize
equal participation. On the other hand, uniformly weighing clients disregards individual contributions,
allowing clients with stronger local models to dominate while those with weaker models are suppressed.
Both approaches can lead to unfair outcomes, compromising the effectiveness and equity of the learning
algorithm.

4.2 Framework: Equitable-FL

Our proposed framework, Equitable-FL, addresses these limitations. First, we define what an activation
vector is in our context.

Definition 1 (Activation vector). An activation vector within a neural network refers to the output
generated by any given layer after it undergoes transformations like linear combinations (involving inputs,
weights, and biases) and activation through a non-linear function. This output captures critical features of
the input data, which are vital for the following layers in tasks like classification or prediction. For our
purpose, we use the activation vectors, specifically a};E, that are generated as outputs of the pre-final layer
of the model architecture for E —th local epoch and k — th communication round for client i (See Figure .

At the beginning of the training process, we send the global model wj to all the clients. Using
this global model, each client runs local iterations and transmits the updated model wi 41 and the
activation vector af, g to the central server. The activation vectors are essentially dimensionality-
reduced representatlons of the client’s data distri-

bution. Figure [I] describes how we retrieve these

a?c) g- The process starts with the Input, which

moves through several Deep layers, including vari-

ous neural network layers like convolutional, pool- Iput—>  Deeplayers  —>
ing, and fully connected layers. The data then

reaches the Activation layer, where an activation

function, ¢(-) (such as ReLU), applies non-linearity.

The activated data continues to the Classification

layer, which generates the network’s final Output.

Simultaneously, the output from the activation layer

is processed through a log softmax function, ¥(-), to Figure 1: Activation vectors

calculate the Activation vector. We use these ac-

tivation vectors to construct a similarity matrix A as presented in line 13 of Algorithm[I] Using the K-Means
algorithm, this similarity matrix S is then used to perform spectral clustering Von Luxburg| (2007). Spectral
clustering helps us determine the number of clients belonging to each cluster, which we use to create an
equitable client weighing scheme, namely

——> Output

Activation layer
Classification layer

—> ¢() T

()

Activation vector

1

i _ . 6
Pk C x # of clients in each cluster (6)

In other words, we use clustering to obtain the weighing probabilities to aggregate the local model for the
k + 1-th communication round. By doing so, we ensure that all clients are given equal importance and
contribute equally to the overall model. So, we formally re-define eq. for our setting as,

f(w) = Zm Zfz (7)

1€’y

Remark 1. Sending the additional a};)E to the server does mot pose a severe communication cost in com-
parison to the model parameters because they are mostly of size O(102) in practice, which is considerably
smaller than typical model sizes.

Remark 2. The client weighting scheme p}cE described in eq. is straightforward yet effective, as demon-
strated in the experiments section, and further is amenable to theoretical analysis. However, one could develop
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Figure 2: NMI comparison across various vision datasets using ResNet-18 model architectures. We parti-
tioned the data among clients to form clusters. The C' values in each figure indicate the actual number of
clusters we divided the clients into for each dataset. Our observations reveal that the NMIs are close to 1,
suggesting that the algorithm’s performance aligns closely with the true cluster labels of the clients.

other weighting strategies based on specific objectives, such as personalization. This paper demonstrates that
clients can be clustered effectively by utilizing activation vectors, leading to a fair consensus-based approach.
In Fz'gure@ we present the normalized mutual information (NMI) for various datasets with different cluster
sizes and show the effectiveness of our proposed algorithm.

Remark 3. We emphasize that while K-Means relies on specifying the number of clusters as a hyperparam-
eter, it is not unique in this requirement. Many other clustering algorithms, e.g. hierarchical clustering, also
depend on a thresholding mechanism to determine cluster formation, which similarly requires fine-tuning for
optimal results. Thus, the need for parameter adjustment is a common aspect across clustering techniques.

4.3 Main Assumptions

In this section, we discuss the standard assumptions that we make in order to provide theoretical guarantees
on the convergence of the proposed method.

Assumption 1 (Smoothness). {(x,w) is L-smooth with respect to w, for all x. Thus, each f;(w) (i € [n])
is L-smooth, and so is f(w).

HVfZ('uh) — VfZ(UJ2)|| S L||'w1 — 'LU2||, fO’I’ any i,wl,w2.

The assumption stated in Assumption [I] is frequently used while analyzing the convergence of algorithms
that employ gradient-based optimization. This assumption has been referenced in several publications such
as |Chellapandi et al.| (2023); [Shi et al.| (2023)); Das et al.| (2022). It aims to limit abrupt changes in the
gradients.

Assumption 2 (Non-negativity). Each f;(w) is non-negative and therefore, f; £ min f;(w) > 0.

The assumption stated in Assumption [2]is usually fulfilled by the loss functions that are employed in practical
applications. Nevertheless, if a loss function happens to have a negative value, this assumption can still be
met by introducing a constant offset.

Assumption 3 (Bounded Variance). The variance of the stochastic gradient for all clients i =1,...,n
is bounded, where B,(Cl)T represents the random batch of samples in client i for 7" local iteration.

E[||V fi(wy); B)) = V fi(w)|?] < o2

Assumption [3] is often utilized to assess the convergence of gradient descent-based algorithms, as demon-
strated in various works, including |Shi et al.| (2023)); [Li et al.| (2019b)); [Nguyen et al.| (2018)). However, some
other studies assume uniformly bounded stochastic gradients, where E[||V fi(w,(;)T; B,(;)T)HQ] < o2. This as-
sumption is stronger than Assumption [3]and is also shown to be untrue for convex loss functions in [Nguyen

et al.| (2018)).

Assumption 4 (Existence of Clusters). Assuming a system comprising C clusters to which all n clients
are allocated, this assumption aligns with the inherent system partitions, for instance, clients segmented
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by diverse demographic regions. Each cluster, denoted by ~y,, encapsulates a subset of participants, with g
signifying the specific cluster. In the course of the k" communication round, a selection of r clients is made
to partake, and they are subsequently distributed into C' clusters by our algorithm, ensuring a minimum
representation of one client per cluster q.

Remark 4. We ensure a minimum of one participant per cluster for theoretical analysis purposes, though this
constraint is relazed during experimental execution. Notably, Assumption [4) is not a stringent requirement,
as the scenario where a cluster lacks participant representation is deemed excessively pessimistic.

4.4 Convergence Analysis

We present the convergence analysis of the proposed Algorithm[I] The detailed proof of Theorem I]is present
in Appendix [A]

Theorem 1 (Smooth non-convex case of Equitable-FL). Suppose Assumptzons ' @, @ and |4 I hold
true for Equitable-FL (refer Algorithm |1 . In Equitable-FL set n = 4E\/3T Define a distribution P for

k€ {0,..., K — 1} such that P(k) = % where ¢ := n?E? (977L2E+477ME+6L (1_|_ 4n? “ E2))

Sample k* from P. Then for nLE < < , B < < , 1w <1, and K > max (%7 1’;2, 108;) ; we have:

2) < 16V/3L f (wy) VLo? o? n (2+ E)Lo? n po?
T (1-pwVK  2V3KE(1-p) T 36EPK(1—p) | 36K(1—p) | GELK(1—p)
2

o W 1
* 18SCELK (1 — p) (L2 * 5) ; el

E[[|V f (wp-)

and the expectation is with respect to the randomness in all stochastic gradients and the random selection of
k according to the distribution P.

As stated above, the analysis is conducted without restrictive assumptions such as convexity and bounded
client dissimilarity Karimireddy et al.|(2020);|Upadhyay & Hashemi| (2023). Broadly speaking, we can observe
that it consists of two terms in eq. . In particular, the first term captures the impact of initialization,
and the second set of terms results from the noisy stochastic updates of the clients. So, by setting the 7 as

described in the theorem, we see that Equitable-FL enjoys a convergence of O (\/%) to reach an e-stationary

solution for our setting.

5 Experiments

In this section, we present the findings of our framework and compare it with several baselines. We evaluate
our algorithm and baselines on an extensive suite of datasets in FL with varying client partition and cluster
sizes to show its efficacy.

5.1 Datasets and Model Architecture

We conduct deep learning experiments on datasets such as MNIST (Deng), |2012)), CIFAR-10, CIFAR-
100 (Hinton, |2007), and FEMNIST (Cohen et al., [2017} |Caldas et al., 2018). These datasets are standard
datasets used in FL experimentation. To showcase the effectiveness of our algorithm, we partition the data
in a non-IID fashion. In this partition, we try to emulate the clustering scenario by creating groups among
clients and giving them only specific labels. We train a simple CNN model architecture and ResNet-18 (He
et all 2016) for all these datasets. In Table |l} we show how we have planted the clusters. For example, in
the case of the MNIST dataset, there are n = 10 clients divided into C' = 2 clusters where r = 4 clients are
participating in each round. We now describe the data partition and the model architecture for the datasets
mentioned above.

MNIST. In this case, we train a simple neural network on the MNIST dataset. The total number of clients
is n =10, and the data is distributed among these 10 clients. As we described earlier, the division of data
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is in a non-IID fashion. Since we do not know the true distribution of data, we created the non-IID and
an inherent clustering scenario by distributing the data based on classes. In particular, we ensure that
there are two sets of clients where the data possession is entirely orthogonal. So, the first 4 out of the 10
clients get the images from the first 4 out of 10 classes, and the rest classes go to the remaining 6 clients.
A client has 800 images of each class, which leads to a client

from the first category having 3200 images and a client from Table 1: Data partition
the second category having 4800 images, respectively. This
approach leads to the formation of two clusters with hetero- Dataset c n_r
o . MNIST 2 10 4
geneity in terms of the number of samples in each cluster and CIFAR-10 2 10 4
the nature of samples present in each cluster. From a practical CIFAR-100 3 10 4
FEMNIST 5 90 18

perspective, we tried to emulate the partial client participation
scenario. We conducted experiments with 40% of the total
participants. The model architecture consists of three fully connected layers, with the first layer accepting
flattened input images of size 28x28 (784 features). The subsequent hidden layers have 200 units each, and
ReLU activation functions are applied after the first two layers. The final layer outputs predictions for the
classes in the MNIST dataset.

CIFAR-10. For this dataset, we train a CNN model. The total number of participants is n =10. The data
partition strategy to introduce non-ITDness follows the same strategy as in the case of the MNIST dataset.
Similar to the MNIST dataset, we create 2 clusters where the first 4 clients have the data from the first four
classes, and the following six clients have the data from the following six classes. So, each client in the first
cluster has 3200 images, and the clients from the following cluster have 4800 images each. We experiment
with partial client participation where only 40% of the total clients participate. The model architecture is
a CNN network with two convolutional layers and three fully connected layers. The first layer is a 5 x 5
convolutional layer with 3 and 6 input and output channels, respectively. This is followed by a 5x5 kernel
convolutional layer with 16 output channels. A ReLU activation and a max pooling layer succeed each
convolutional layer. The resulting output is flattened, traversing two fully connected layers featuring ReLU
activations. Finally, the output is directed to the last fully connected layer.

CIFAR-100. In CIFAR-100, we follow a similar partition strategy to MNIST and CIFAR-10. The total
number of participants is n = 10, forming 3 clusters. The first 2 clients have data from the first 20 classes,
each having 4400 samples. The second set of 3 clients has the data from the next 30 classes, where each client
has 4800 samples, and the third set of 5 clients has the data from the following 50 classes of CIFAR-100, where
each client has 5000 samples. In each round, only 40% of the clients participate, thus presenting the partial
client participation scenario. The model architecture begins with five convolutional layers, each followed by
ReLU activation to introduce non-linearity and three max-pooling layers for downscaling the feature maps.
The network concludes with two fully connected layers, with the final layer reducing feature dimensions to
512 and the last layer mapping these to 100 classes, aligning with the CIFAR-100 dataset specifications. The
network’s forward pass involves processing through these layers, outputting the raw features from the last
fully connected layer and the log softmax of these features, catering to feature extraction and classification
tasks.

FEMNIST. In FEMNIST, we have 5 clusters, and the total number of participants is n = 90. The number
of clients in each of these clusters is 8, 36, 16, 18, and 12, respectively, and each of these clusters has data from
the 2, 8, 15, 20, and 17 classes, respectively. This means the first 8 clients have data from the first 2 classes.
The following 36 clients get the data from the following 8 classes, and so on. These numbers are chosen
randomly, and there is no correlation between them. In each round, only 20% of the clients participate, thus
presenting the partial client participation scenario. This model comprises two convolutional layers, each
followed by a max-pooling layer. The convolutional layers use 32 and 64 filters, respectively, with a kernel
size of 5. The network also includes a dropout layer with a dropout probability of 0.2 for regularization. The
fully connected part of the network consists of two linear layers, with the first linear layer transforming the
input from 1024 features to 512 features, followed by ReLu and the final output layer producing 62 classes,
corresponding to the EMNIST dataset.
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Figure 3: Client disagreement comparison on different vision datasets using two different model archi-
tectures. The plots in the first row are generated using a simple CNN model architecture, and the plots in the
second row are generated using the ResNet-18 model architecture. Equitable-FL consistently outperforms
other baselines, invariant to the model architecture, datasets, and number of clusters.

5.2 Experiment Setup

Baselines. We evaluate our proposed approach against several seminal works in the FL area for tackling
client heterogeneity. The baselines include algorithms that tackle client heterogeneity, such as Fedprox |Li
et al. (2020), and client selection to improve the representation of clients, such as Cluster2 Fraboni et al.
(2021). Other algorithms that we compare against propose different model aggregation strategies for groups
of clients to promote group fairness, i.e., FairFed [Ezzeldin et al,| (2023) and GIFAIR-FL-Global [Yue et al.
(2023). We also compare our method against a biased client selection, pow-d |Cho et al. (2020) algorithm
that is solely driven by improving accuracy on average. The details are as follows,

Centralized: The training happens in a centralized fashion, where all the clients share their data
with the server.

Fedprox (Li et al., |2020)): Tt adds a proximal term to the local client update to mitigate the effect
of client drift.

Fedprox 4+ Cluster2 (Fraboni et al., 2021)): The Cluster2 algorithm uses representative gradients,
i.e., the difference between the client’s updated model and the global model, to construct the simi-
larity matrix and then sample the clients utilizing it. We use the sampling strategy along with the
Fedprox algorithm.

Fedprox + pow-d (Cho et al.l 2020)): In pow-d the server starts by selecting d clients and then
selects a subset of r clients with highest local losses. We use FedProx along with the pow-d algorithm.

GIFAIR-FL-Global (Yue et al) [2023)): GIFAIR-FL-Global aims to achieve group fairness by
adding the differences in the loss between clusters of clients as a regularization term to the objective
function.

Fedprox + FairFed (model reweighing) (Ezzeldin et al.|2023): We utilize the model reweighing
strategy proposed in FairFed.

In GIFAIR |Yue et al.| (2023)), it requires an actual number of clients participating from each cluster; thus,
it violates the principle of not knowing the client’s identity. To conduct the experiments, we provided
those details to the algorithm, and in that scenario as well, the algorithm’s performance in reducing the
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Table 2: Performance of Algorithms. We tabulate the accuracy of different algorithms against
Equitable-FL. The report shows the average test accuracy and o 4., of 3 independent runs over 250 global
communication rounds. The results are produced using a simple CNN model architecture. Bold numbers
indicate the best results. Additionally, results in the centralized setting row are just for reference; hence, we
have not indicated them as best results.

Method MNIST CIFAR-10 CIFAR-100 FEMNIST
Acc oace(d) Acc o ace(d) Acc oace(d) Acc o ace(d)

Centralized 99.22 + 0.03 0.17 £0.03 58.74 + 0.75 7.18 £0.28 47.01 £0.18 2.27+0.16 91.18 +0.015 11.70 £ 0.08
Fedprox 96.97 + 0.20 2.26 £0.21 47.36 £0.50 18.01 £0.68 33.04 +0.14 13.90 £ 0.43 74.18 £0.12 22.99 + 0.08
Cluster2 95.38 +0.18 4.51+£0.23 47.17+£0.80 25.52+0.38 32.66 +0.13 15.37 £ 0.21 76.12 +0.01 21.37 +£0.13
Pow-d 96.03 + 0.33 3.61 £0.40 47.08 £0.50 22.04 £0.68 33.07+0.41 14.50 £ 0.22 74.34 £0.14 22.80 +0.13
FairFed 82.10 £ 1.75 20.2 £2.12 44.74 +0.84 33.52+3.01 26.79 +1.63 17.57 £ 1.80 54.41 + 0.61 41.56 + 1.05
GIFAIR 96.98 + 0.12 2.34 £0.13 47.41+0.83 18.88 £0.98 33.26 +0.43 14.28 +£0.48 74.13 £0.12 22.96 + 0.25
Equitable-FL.  97.75+0.20 1.174+0.25 49.744+0.56 6.07+0.31 33.34+0.10 10.57+0.13 75.54 £ 0.25 16.21 +0.04

Table 3: Performance of Algorithms.

We tabulate the accuracy of different algorithms against

Equitable-FL. The report shows the average test accuracy and o 4., of 3 independent runs over 100 global
communication rounds. The results are produced using the ResNet-18 model architecture. Bold numbers
indicate the best results. Additionally, results in the centralized setting row are just for reference; hence, we
have not indicated them as the best results.

Method MNIST CIFAR-10 CIFAR-100 FEMNIST
Acc oace(ld) Acc oace(d) Acc oace(d) Acc oace(d)

Centralized 99.43 +0.02 0.10 £ 0.02 83.60 £ 0.10 5.41+0.21 65.90 + 0.21 0.10£0.16 90.51 +£0.07 11.67 £ 0.01
Fedprox 96.01 4+ 0.52 2.84 +£0.48 66.72 + 0.80 15.70 +£1.36  55.19+0.11 16.85 £+ 0.23 67.61 = 1.07 30.29 +0.35
Cluster2 94.53 +0.10 5.20 £0.03 63.46 £ 0.59  26.61 +0.70 53.99 +0.83 18.71 £ 1.25 68.12 +0.76 30.27 +0.54
Pow-d 95.05 4+ 0.46 4.55+£0.73 65.06 £1.25 21.484+1.85 54.91+0.39 17.53 £+ 0.65 67.67 = 0.20 30.02 +£0.13
FairFed 85.85+2.92 1541 +3.81 57.10+£2.11 31.98+7.50 46.05+0.48 24.98 £0.18 53.27+1.344  38.92 +2.22
GIFAIR 96.02 +0.33 2.86 £ 0.31 64.41 £0.56 20.25+1.21 55.39+0.14 17.08 £0.13 69.55+0.62 2553 £0.61
Equitable-FL.  96.95 £0.40 1.65+0.53 69.40+048 7.83+0.71 55.65+0.15 13.67+0.39 67.02+0.42 24.11 +0.33

disagreement between clients is inferior to ours.

Moreover, in Fairfed Ezzeldin et al. (2023]), we only utilize

their model/client weighing scheme, and it turns out that their strategy can generate negative weights (refer
to the section on Computing Aggregation Weights for FairFed in |Ezzeldin et al. (2023)). So, to mitigate the
issue, we lower-bound these aggregation weights to 0.

Implementation details. We implement all algorithms in PyTorch using an Nvidia A100 GPU. We make
Assumption [ solely for convergence analysis, not for experimental evaluations. The figures and tables
present results averaged over three independent runs. Following the standard FL learning regime, we start
with a global communication round of K = 250 for a simple CNN architecture and K = 100 for ResNet-
18, with local epochs set to E = 5 unless stated otherwise. We perform hyperparameter tuning with
n € {0.001,0.01,0.1} and g € {0.001,0.01,0.1,1}, and present results for the best outcomes. We use the
cumulative moving average of the results in our graphical representations to enhance clarity.

Evaluation metric. To demonstrate the effectiveness of our algorithm, we measure client disagreement
using test loss. Client disagreement is based on the principle that the global model should perform equally
well on each client’s dataset to mitigate algorithmic bias. Specifically, we define client disagreement as the
average absolute difference in loss values between two participating clients during a communication round
using the updated global model, expressed as:

doies, 2jes, [filwit1) — fi(wes)
(3) '

As discussed, C'D assesses algorithm performance and efficiency. It is not essential for the algorithm’s
function but is a useful evaluation tool. Additionally, we evaluate the standard deviation between the global
test accuracy and each client’s accuracy, denoted as ¢ 4., as an additional performance metric to measure
client performance discrepancy (refer to [Yue et al.| (2023))).

CDjyq = 9)

10
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Figure 4: oacc comparison on different vision datasets using two different model architectures. The plots
in the first row are generated using simple CNN model architecture, and the plots in the second row are
generated using the ResNet-18 model architecture. Equitable-FL consistently outperforms other baselines,
invariant to the model architecture, datasets, and number of clusters.

5.3 Main Results

In this study, we evaluate the performance of our algorithm against established baselines. To ensure compre-
hensive results, we conducted experiments on various datasets, including the widely used MNIST, CIFAR-10,
CIFAR-100, and FEMNIST datasets. The datasets are distributed among clients such that the clients form
clusters. Our findings demonstrate that Equitable-FL consistently outperforms other baselines in reducing
client disagreement in highly heterogeneous settings, as illustrated in Figure [3] Additionally, we show that
the effectiveness of our framework in mitigating bias is independent of the model architecture used. The
average accuracy and o .. are presented in Tables[2]and [3|as well as in Figures[dand[5] Our results indicate
that the Equitable-FL significantly outperforms other baselines, except the FEMNIST dataset (regarding
average accuracy). Overall, our results suggest that Equitable-FL is a promising solution for addressing
challenges associated with distributed machine learning.

Table 4: We tabulate the accuracy and o 4. of our algorithm using the CIFAR-100 dataset for ResNet-18
with varying C and E. The table shows the average test accuracy of 3 independent runs over 50 global
communication rounds. Bold numbers indicate the best results.

C=2 c=3 c=4
Method Acc Tace(d) Acc Tace(}) Acc Tacc(d)
Equitable-FL.  49.71+1.16 18.02+1.16 49.89+0.66 14.92+1.72 49.13+0.63 19.04+£0.80
Method Acc o acc(d) Acc oace(}) Acc Tace(})

Equitable-FL.  31.93£0.78 13.47+1.50 49.90£0.65 14.92+1.72 52.90+0.67 14.45=+1.60

5.4 Abalation study

We evaluate our proposed framework on the CIFAR-100 dataset using the ResNet-18 architecture. During
the experiment, we vary the number of clusters, C', the number of local epochs, E, and the proximal term,
. In Table[d we show that with correct cluster assignment, i.e., C' = 3, our framework significantly reduces
the disagreement among clients as well as improves the test accuracy. Additionally, we show in Table [4]
that with increasing local iterations, our algorithm consistently manages to reduce the disagreement among

11
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Figure 5: Test accuracy comparison on different vision datasets using two different model architectures.
The plots in the first row are generated using the model architecture described in section [5.1] and the
plots in the second row are generated using the ResNet-18 model architecture. Equitable-FL consistently
outperforms other baselines, invariant to the model architecture, datasets, and number of clusters.
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Figure 6: Impact of hyperparameters on client disagreement: perturbations in C, F and pu.

clients, mitigating the effect of client drift. In Table |5, we show that if we increase the u, the disagreement
or the effect of client drift will reduce but at the price of accuracy. In Figure [6] we show the CD comparison
for these 3 cases.

Table 5: We tabulate the accuracy and o 4. of our algorithm using the CIFAR-100 dataset for ResNet-18 with
varying p. The table shows the average test accuracy of 3 independent runs over 50 global communication
rounds. Bold numbers indicate the best results.

11 = 0.001 1= 0.01 =01 n=1
Acc oace(d) Acc oace(d) Acc oace(d) Acc oace(d)
Equitable-FL.  49.89 £0.65 14.92+1.72 49.44+0.23 15.06+1.83 35.18+0.61 12.92+1.27 5.24+0.07 4.324+0.30

Method

6 Conclusion and Future Work

In this paper, we presented an equitable learning framework for FL, which reduces the bias against a diverse
set of participants. We utilize the side information offered by the activation vectors to cluster the clients
into groups based on their similarity and use this to propose a weighing mechanism that promotes fairness.

12
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Additionally, we established a rate of convergence to reach a stationary solution for Equitable-FL. We vi-
sualized the efficacy of our proposed framework on various vision datasets and showed that it consistently
outperforms the baseline in mitigating bias. As previously mentioned, privacy is a cornerstone of Federated
Learning (FL). However, activation vectors can lead to information leakage if the server is compromised.
Despite this risk, privacy-preserving mechanisms exist to enable secure learning without compromising pri-
vacy |Schaffer et al| (2012); (Qiao et al.| (2024)). This paper aims to demonstrate the effectiveness of using
activation vectors to cluster client groups and develop a fair weighting mechanism for these groups. We also
propose that this clustering approach can be applied to personalized federated learning [Long et al.| (2023));
Ghosh et al.| (2020). This method effectively clusters client groups and ensures fair solutions for each group,
maintaining fairness for all participants.
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Appendix
A Proof of Theorem [1]

We base our convergence analysis on a framework similar to that of Das et al.| (2022). However, our
approach introduces distinct variations due to the addition of a proximal term in local updates and the
equitable reweighting of these updates across clients, leading to differences in the analysis compared to [Das
et al.| (2022)).

Proof. From Lemma ' for nyLE < < , M < < , we upper bound the per-round progress as:

Q=g (19 fawn) ]

2E2
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Now using L-smoothness and [2] of f;’s, we get:
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Using eq. in eq. (10), we get for a constant learning rate of n = n:
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Then unfolding the recursion from k=0 to k = K — 1, we get:
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Let us define py := ZK(:ES:?;;?“’“’)' Then, set 1 < 1 and re-arranging eq. using the fact that
i_ 1
E[f(wgk)] > 0, we get: o
K—1 K
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where the eq. 1] follows by using the fact that Zg;é(l + ()’C/ = % Now,
K(K+1
1+a) < lfCK+C2% <1-(K +(?K?
= 1- 1+ " > (K- (K).
Plugging this in eq. , we have for (K < 1:
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Now, note that the optimal step size will be n = O ( = \/7> So, then let us pick n = T We need to

have nLE < % and nuFE < %; which happens for K > max (L Furthermore, lets ensure that (K < 5,

2
127 12L)'
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which happens for K > max (32, IR 72L). Therefore we should have K > max (32, 5T 1o ) D0

plugging in n = 4E\/1ﬁ and 1 — (K > 1 in eq. ; we get,
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This finishes the proof. O

B Supporting Lemmas

Lemma 1. For nyLE < 1 and For nypE < 1,
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Proof. Define
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For any two vectors a and b, we have
1
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2 ) 2
T— 2
TO
E i YqlbT— v 7 ) = ]E V I3 + T 24
{Bk>f«}"i=1l=t=01 Z |'Yq ; f U’kt ) th:% |’Yq‘ Z; f wkt 174l 20
T—1 N ) ‘ 2 T—1
By gz || 20 Vi (whasBLo) | | =7 B [IVA (wh) IF + 707 (25)

Since 02 is the maximum variance of the stochastic gradients, eqgs. and follow due to the indepen-
dence of the noise in each local update of each client. Now using the L-smoothness of f and eq. , we
get

Elf (wi+1)] < E[f (wk)] + (A) + (B) + (M), (26)
where
AzfnkE < wk Z|’7q| C Z val wkta8k7)> )
B = —nyuE <Vfwk Z| |>< ZZ wk,,.—wk> )
and

772L E-1 , E-1 4
k Z Z Vi (w3 B, ) + MZ |,qu| < C Z Z (wj, , — wi)

zE'qu 7=0 ze'qu =0

!
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Starting with (A) by taking an expectation over the set v, ,

E—-1
A=-n Y E <Vf wy) Z‘ q|x 52 Vi (wz,t;6277)>
=0

S
_ mE v Mk = < 1 v i 2
= —BZE [V £ () ”}2; ng Ii (wi.,)

2
nkZE V£ (wy) mecz Vi (w ) (27)
1€7q
2

< P8 [V ()] + ”kZE v f(w) Z|| S VA [ @

ze’y

A
Note eq. follows due to eq. , linearity of inner product and eq. while eq. follows by dropping
the second term on the right side of eq. . Now using Ay,
2
=% Z E |||V /(wy) Z - ‘ —= > Vi (wh ) = V(@) + V(@)
Ta 1€Yq
E—1

< Y E [V (w) = V(w0
=0

2

E—-1
+m Y E ||| Vf (@) Z| CZVJ% (w,) (29)
=0 %1 1€Yq
E-1 E—-1 ) 2
<mL*Y E [||wk fm,TnQ] +m Y E ||V, Z ™ | 5> Vi (w) (30)
=0 7=0 1€'Yq
FE-1
<pel? SR [y — wc 7]
7=0
E—-1 2
+m Y E Z| ‘XCZ Vfi(@r,r) — Vi (w} ) (31)
7=0 Ta 1€7q
E-1 ) L2 C 1 E—1 )
gnkL2ZE{||wk—ﬁk,T|| ] v =Y ZE[HE;” wi || } (32)
=0 ¢ q=1 h/q‘ i€vq T=0

Here, eq. follows using Young’s inequality, eq. follows from L-smoothness of f, and eq. follows
using Jensen’s inequality. So, A becomes,

B E-1
A< TR IV i)lP] +mel? 3B |[lw — ]
7=0
L2 1 E—-1
PSS S -kl
q=1 Ta i€vq 7=0
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Now using B and taking an expectation over set 7, ,

E-1
B=—nuy E <Vfwk Z‘ |X Z(w%;,T—wk)>
=0 q

1€Yq

2
E—-1

= g 19w ] - B SR Zm = (wh, —w)

7=0 zqu

2

nku Z E |||V f(wg) Z Wq| o¥el Z (w}, , — wy) (34)

1€7q

:ﬁkgE]E[va( 2] nkNZE[HwkT wk||]

E—-1

+ 45 L E[IV S0~ T+ ] (35)
nkuE 2] | Mki = 2
< LR (IV/ w0)lP] + BE 3T E [k, —wil?]. (36)
7=0

Note eq. follows due to eq. , while egs. and follows from eq. and Young’s inequality
respectively. Now using M,

2

M < p?LE Z|7| szﬂ (Wi Bi.r)

zE’y

|’qu| x C
-

Z vfz wk'rv 7')

zE’y

|’qu |

2

Z wk T (38)

1€%qy,
‘2:|

9 c E—1 _ A
N DI [HVfi (wj,..)
2,2 c ‘
*%Zi} S E [||wi,, — wi)’] (39)

"qu|

9 c
< LS S Y B[94 (k)] L%
2 2 ¢
LS LSS 6 [k w7 (a0

Here, eq. follows from Young’s inequality. Additionally, eq. follows from Jensen’s inequality, and
Young’s inequality, while eq. follows from taking expectation w.r.t v,. Now, putting A, B, and M back

20
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in eq. (26), we get

E(1—
E[f (wi)] < E[f(wy)] - % £ [V (wy)] } L
1 .
+77k L2 ZE |:||wk7wk‘r|| :| ‘ | |:|wk7— w11€77_||2i|
Ta i€yq 7=0
(X) (Y)
PLE . 1 = PR u 2LE A 1 = i 2
Ao D B ([ (wi)|*] + 2 272 STE [fwh, —wif ] @)
q=1 q i€yq 7=0 q=1 i€yq T7=0
(2) (W)
Using X along with Lemma [2}
O TS % 31| IS toa ) P s e
3C 2 g=1 7=0 |7q| i€ ' T 30 2 q=1 |7q|
L g 1S LS S g [ )] + S a2 3 (@)
= 3C 2 S hl i = ' 27— |y
SPES  ,  poe 1 o APE? L op (2 1S 1),
< R (12 + £ — D E||VSf; + = 25+ ) — 43
SR DM DY 1V (i) 2] + === 22+ 5) ( 2 e )

Equation follows from Jensen’s inequality and eq. follows from lemma Now, using Y along
with Lemma [3] we get

877 L?E3 83 L2E?(1+ F
L Z| = Y B[I94 (wn)] + MRS (4
qu’y

Using Z:

”kLEz : ZZEW DI

|7q 1€yq T=0

LS B[94 ) ] + 2 g2 (45)

1€7q

677,3LE2
Z [Vl

Equation follows from Lemma |5l Now using W,

Ukﬂ ‘LE — i 2
Z > Y E|fwh —wi’]

|’7 ‘ i€vq 7=0
4 2Lpt & 44ntu’ LE3
"k’“‘ Z SB[V wi)lP] + =02, (46)
| ql = 9
Equation follows due to Lemma (4| and Lemma [5| Putting X, Y, Z, and W back in eq. 7 we get
nE(l—p
E[f(wi)] < E[f(wy)] - 220U Hg [HVf(wk)nz}
nen’ E?
+ i E? (977kL2E+417kuE+6L (1+ —k_— )) Z I"y ZE [||sz (wy)|| }
q

16"/
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2n 8 L2E (2+ E)  4nguE (1 4+ nuuE
+77kE<L< k)+ e 9( )Jr n (9 k)

qg=1
[
Lemma 2. For n,LE < %,
2
E—-1 E-1 C
B 4’[’]2E2 47’]2E2 0.2
E |:Hwk _ ’ :| < k fl oot + k _
; ,,_Zoqzl |'Yq Z; 3C ; |'Yq|
Proof.
E |[wx — @]
C 1 T—1 " ) )
=E||wg —wi + 0k Z W Z vaz (wllc,tQBlZc,t))
q=1 Ta i€7q t=0
T—1 2
+ nkuz m | Z > (wh, — wi) (47)
q ze'yq t=0
T—1 2
=E mz‘ ZZVL wj, 5 Bj. ;) +77kMZ| |>< ZZ(w};,t—wk)
’Yq zE’yq t=0 Ta i€yq t=0
7—1 _ , C 2
< 2n;E Z| |>< szfi(wz,t;l@m + 2nip°E Z‘ ZZ W, — wy) ]
Ta i€yq t=0 'Yq zE’y t=0
(48)
2
2772 C T—1 9
<o 2E||n L SS9 (wh )| | + 2 S B [lox — wi ()
q=1 Ta i€7q t=0 t=0
277 T—1 C 2 2 c 2 T—1
LY Y E Z Vi (wi,) k Z +2n,3#2721@ [||wk _mtnﬂ . (50)
t=0 g=1 |'7q i€7q q=1 =0

Equation follows from eq. , and eq. follows from Young’s inequality, eq. follows from
Jensen’s inequality, eq. (20) and Young’s inequality. Furthermore, eq. follows from eq. . Now,
summing up eq. forall 7 € {0,...,E — 1}, we get:

2

E-1 2Bl C
ZJE[||wk—wk,,|ﬂ <Y Y E | |ZVfZ
=0 7=0 g=1 T 1€q
C 2 E—1
T A B Y E [k — Wi ] (51)
g=1""4 7=0
2
E—-1 C T]2E2 C 0_2
E [ljw — . |?] < E Vi (wp )| |+ S T
Z e 5 Rl 2 VA k)| |+ e Ly
(52)
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For nyLE < % in eq. , we get

2

C
4n?E? 4n? E? 2
> E [llwe - wio ] < T2 S E [ SV (w 4N T
7=0 ¢=1 |z€'y 3¢ q=1 h/q|
O
Lemma 3. For npuF < %,
-— i — 2 877kE2(1+E) o2
Z]E{Hwk,ﬁfwkf }<87]E Z‘ |>< ZZE[HVﬁwk H} B —t
7=0 Ta i€vq 7=0
Proof.
E [|[wi,» — @]’
T—1 _ . ) T—1 )
=E {wk = Y Vi (wh i Bhg) = men Y (wh, — wk)}
t=0 t=0
C T—1
1 - _ .
- {wk — Nk ; W; ;Vfi ('wlzc,ﬁB;q,t)
c 2
—Ukﬂz‘ |>< ZZ wj, , — wy, } ] (53)
q= Ta 1€7vq t=0
T—1 C
=i E Z Z vaz 'wk ++ By t) Vi (wz,t;Bi,t)
P |’Vq| ze,y
2
T—1 C
+ N’Z Z | | Z wkt wkt
t=0 q=1 ZE’y
2
T—1
< QWI%TZE |: Z ol Z sz wk t»Bk t) sz (wk t kt))
t=0 4 lE’Y
2
T—1
+2771%/~L27 |: Z‘ Zwkt wkt (54)
t=0 'Yq zE'y
-1 C T—1
<y Y o | — ZE[HW (whei BLo) I2) + 202020 3 [k = || (55)
t=0 g=1 t=0
T—1 C T—1
<y Y o | & L B[Vt )] + 2mro” +2n2,ﬁ¢§% whe = wee]*]- (56)
t=0 g=1 1€7q t

follows using the fact that the second moment is greater than or equal to the variance and eq.

Here, eq. follows from egs. and and eq. follows from Young’s inequality. Now, eq. (55))
(20)
Again, eq. follows from eq. . Then, summing up eq. for all 7 € {0,..., F — 1}, we get,

E-1 ) E-1 C 277
SB[k~ || BN ZE“W A7)+ o (57)
7=0 7=0 g=1 |ry ‘ xC 1€74
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E-1
B3 [k~ ] 59
T7=0

For npuE < % in eq. , we get

&

1

o - ] < me S 3 [Vt )] + EE 2

5 (59)
i€yq 7=0

T

Putting the results from Lemma [5| back in eq. , we get

E-1 c

' 1 SP2E2(14+ E
SO |wi, — ] < SREY. ——— S E[IVfitwi)] + SnpE"(1+ E) o
=0 a=1 Iygl x € b= 9

1
Lemma 4. For qpuE < 3,

E—-1 ) 4 2E2 E—-1 4 E2 2
> E[flwh, —wel*] < 2= SB[V (wi )] + T
=0 7=0

Proof.
I T—1 T—1 2
E [Hw};,T — wk!ﬂ =E ‘ wy, = Y Vi (Wi i Bh,) —men Y (wh, —wy) —wy ] (60)
t=0 t=0
I T7—1 " . ] T—1 ] 2
=E ||lm > Vi (wh i Bhs) +mep Y (wh, —wy)
t=0 t=0
T—1 _ , ) 2 T—1 ] 9
< 228 |||S2 Vi (wii B | | + 20802 SB[ (wh - wi)|]] (61)
t=0 t=0
7—1 ) 9 T—1 ) 5
< 2kt ZE {HVf,; (w;vt) H ] + 2nkTo? + 2miulT Z]E {H (wlm — ’wk) || ] . (62)
t=0

t=0

In eq. (60)), follows due to eq. , and in eq. (61f), follows from Young’s inequality. We use eq. to
get eq. (62)). Now, summing up eq. for all 7 € {0,..., E — 1}, we get,

E—-1 ) 5 E—-1 ) ) E—-1
SE [||wi,, — wil|’] < B2 >E i (wi,) || B2 + npnE? > E |
7=0

3
I
- o

(w;C,T - wk) Hﬂ

&

3
Il

| -1 ) 2E20?

E [k, — ] < - SOE (|97 (wi ]+ e 63
. [ w), » — wi 1_77 ’quz e V£ Al (1 — n2p2E?) (63)
For npuE < %7 we get,

E—1 4 4 42 E?
> E [ — ] < L5 ZE[HW Al + ==
7=0
O
Lemma 5. For n,LE < %,
E-1 E-1 )
B[V (wi)]*] =6 3 E[IVAitwo) ] + 5o
=0 7=0
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ot
S 8195 0k, ] = S B [I9 At~ Wt + TGl
EZE (V£ (wi.) ] < 2EE |V (wi)|P] + 2Ezu«: (195 wf,.) — Vi) (64)
S 9% ol )] <26 (19w ] 227 3 & [, ] -

Equation follows from Young’s inequality and eq. follows from L-smoothness of f;. Now, putting
the results of Lemma back in eq. , we get

82L2E? T 8 L2E2
ZE 195 (i) || < 2BE IV fiCwn)|IP] + =22 Y E || V£ (wi,)|*] + =E5—0*  (66)
=0
For i, LE < 1, we get
E—-1

SB[V (wi)[*] < 6E [V fi(wi)] + 202. (67)

7=0
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