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Abstract001

Detecting rumors on social media has become a002
critical task in combating misinformation. Ex-003
isting propagation-based rumor detection meth-004
ods often focus on the static propagation graph,005
overlooking that rumor propagation is inher-006
ently dynamic and incremental in the real world.007
So recent propagation-based rumor detection008
models attempt to use the dynamic graph that is009
associated with coarse-grained temporal infor-010
mation. However, these methods fail to capture011
the long-term time dependency and detailed012
temporal features of propagation. To address013
these issues, we propose a novel adaptive Slid-014
ing Window and memory-augmented Attention015
Model (SWAM) for rumor detection. The adap-016
tive sliding window divides the sequence of017
posts into consecutive disjoint windows based018
on the propagation rate of nodes. We also pro-019
pose a memory-augmented attention to capture020
the long-term dependency and nodes’ depths021
in the propagation graph. Multi-head attention022
mechanism is applied between nodes in the023
memorybank and incremental nodes to itera-024
tively update the memorybank, and the depth025
information of nodes is also considered. Fi-026
nally, the propagation features of nodes in the027
memorybank are utilized for rumor detection.028
Experimental results on two public real-world029
datasets demonstrate the effectiveness of our030
model compared with the state-of-the-art base-031
lines.032

1 Introduction033

Social media has become an essential platform034

for daily communication and information sharing.035

With the widespread use of social media, an increas-036

ing number of people share a variety of posts online.037

However, this also facilitates the rapid spread of038

rumors, which have a detrimental impact on pub-039

lic trust and societal discourse. Therefore, rumors040

detection on social media is crucial to mitigating041

their harmful effects.042
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(a) TWITTER dataset
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(b) DRWeibo dataset

Figure 1: The propagation rate over time on two
datasets.

Rumor detection mainly relies on machine learn- 043

ing methods based on feature engineering to iden- 044

tify rumors (Castillo et al., 2011; Yang et al., 045

2012; Feng et al., 2012; Kwon et al., 2013). With 046

the development of deep learning, various neu- 047

ral networks, such as Recurrent Neural Networks 048

(RNNs), Convolutional Neural Networks (CNNs), 049

and Graph Neural Networks (GNNs) have been 050

proposed for the automatic rumor detection (Ma 051

et al., 2016, 2018; Liu and Wu, 2018; Bian et al., 052

2020). For GNN-based methods, events are usually 053

modeled as propagation graphs to capture the char- 054

acteristics of the spreading process. Some studies 055

(Bian et al., 2020; Nguyen et al., 2020; Min et al., 056

2022; Tian et al., 2022) have explored the static 057

propagation graph of events and achieved superior 058

detection performance. They consider the static 059

graph structure of the final state of event propa- 060

gation and ignore the temporal dynamics of the 061

propagation. 062

Recent studies (Lao et al., 2021; Chang et al., 063

2024; Choi et al., 2021; Sun et al., 2022a; Xu et al., 064

2024) have explored the temporal dynamics of 065

events and proposed the dynamic graphs to model 066

the spread of events on social media. These dy- 067

namic propagation-based rumor detection methods 068

typically divide rumor events on social media into 069

multiple time snapshots, where each snapshot rep- 070

resents the propagation state at a fixed time point. 071

Those methods, usually built by GNNs, empha- 072

size the transformation and aggregation of nodes’ 073

1



features but fail to capture the detailed temporal074

features of propagation, such as speed, depth, and075

breadth. A metric propagation rate is defined to076

measure the speed of event propagation. Figure 1077

illustrates the propagation rates of nodes at various078

timestamps on both the TWITTER and DRWeibo079

datasets. It is observed that the propagation speeds080

of rumor and non-rumor vary at different stages. In081

the early stages, both rumor and non-rumor exhibit082

a sharply fluctuated speed. Then when the event’s083

propagation continues, the speed of non-rumors084

becomes stable while rumors’ speeds still change.085

In addition, dividing the propagation process into086

fixed snapshots makes it challenging to model the087

event spread over a long time effectively.088

To address these issues, we define the propaga-089

tion rate to consider the propagation speed of an090

event and propose adaptive sliding windows to ad-091

just the number of nodes in consecutive windows.092

We also propose a novel memory-augmented at-093

tention to capture the node’s depth and long-term094

posts’ interactions in the propagation graph. Specif-095

ically, we first define an initial window and then096

dynamically adjust the number of nodes in the sub-097

sequent window based on the propagation rate of098

the nodes within the previous window. We take the099

initial window as a memorybank and update it in-100

crementally with nodes from subsequent windows.101

Furthermore, we integrate hierarchical information102

from the propagation structure to enhance the uti-103

lization of structural relationships between nodes.104

Finally, we leverage the representations from the105

memorybank to enhance the effectiveness of the106

proposed model. The main contributions of this107

paper can be summarized as follows:108

• We propose an adaptive sliding window to dy-109

namically allocate nodes to consecutive win-110

dows, and the number of nodes in each win-111

dow is determined by the propagation rate of112

the previous window’s nodes.113

• We propose the adaptive Sliding Window114

and memory-augmented Attention Model115

(SWAM) for rumor detection. Memory-116

augmented attention saves initial nodes in a117

memorybank and incrementally updates this118

memorybank with new nodes using multi-119

head attention. The depths of nodes are also120

considered to capture the interactions between121

posts in the propagation graph.122

• We conduct extensive experiments on two real-123

world datasets to demonstrate the effective- 124

ness of our proposed model on rumor detec- 125

tion. 126

2 Related Work 127

2.1 Rumor Detection 128

Traditional rumor detection methods rely on hand- 129

crafted feature engineering to extract rumor fea- 130

tures (Castillo et al., 2011; Feng et al., 2012). With 131

the advancement of deep learning, numerous neural 132

network-based methods have been introduced for 133

rumor detection. These approaches can be broadly 134

categorized into content-based methods (Ma et al., 135

2019; Dun et al., 2021; Xu et al., 2022; Nguyen 136

et al., 2020; Dou et al., 2021; Tian et al., 2022; 137

Min et al., 2022) and propagation structure-based 138

methods (Bian et al., 2020; He et al., 2021; Wei 139

et al., 2021; Sun et al., 2022b; Ma et al., 2022; Liu 140

et al., 2023). The propagation structure-based ru- 141

mor detection models focus on capturing structural 142

features to better detect rumors. Various propaga- 143

tion structure-based methods have been extensively 144

proposed. Bian et al. (2020) model the propaga- 145

tion structure from both top-down and bottom-up 146

to study the bidirectional spread of rumors. Works 147

(He et al., 2021; Sun et al., 2022b; Liu et al., 2023; 148

Cui and Jia, 2024) use augmentation techniques 149

to construct augmented graphs and leverage con- 150

trastive learning to capture the propagation pro- 151

cess. Tao et al. (2024) decompose the graph struc- 152

ture into subgraph components to model the bidi- 153

rectional propagation process. Moreover, in addi- 154

tion to the aforementioned static graphs, dynamic 155

graphs have also gained increasing attention for 156

rumor detection. Some works (Lao et al., 2021; 157

Chang et al., 2024) incorporate temporal informa- 158

tion as part of the node features to capture the dy- 159

namic modeling process of the propagation graph. 160

Works (Choi et al., 2021; Sun et al., 2022a; Xu 161

et al., 2024) model the dynamic process of rumor 162

propagation by dividing the dynamic graph into 163

different graph snapshots to model the dynamics 164

of rumor propagation. However, these methods 165

overlook the dynamic nature of rumor spread, such 166

as varying propagation rates, the depth of influ- 167

ence over time, and the breadth across different 168

social groups. Addressing these temporal features 169

is crucial for improving the performance of rumor 170

detection. 171
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2.2 Dynamic Graph Neural Networks172

Graphs are used to represent relationships or con-173

nections between nodes and provide an effective174

means of describing and modeling complex sys-175

tems and structures in the real world. Graph Neural176

Networks (GNNs), such as GCN(Kipf and Welling,177

2016), GAT(Veličković et al., 2017), and GIN(Xu178

et al., 2019), combine graph-based computations179

with deep learning techniques, achieving outstand-180

ing performance across various graph-related tasks.181

To further explore the development of dynamic182

graphs in real-world, Dynamic GNNs (DGNNs)183

integrate temporal information with GNNs to cap-184

ture both structural information and temporal in-185

formation. The dynamic GNN models have shown186

exceptional performance across a wide range of187

tasks and attracted significant attention. GNNs and188

RNNs are often utilized in dynamic graphs, with189

GNNs employed for processing graph structures190

and RNNs used for handling temporal information191

(Liang et al., 2023; Li et al., 2024; Casadesus-Vila192

et al., 2024). Works (You et al., 2022; Zhu et al.,193

2023) focus on snapshot updates and fusion in dy-194

namic graphs. Some study (Wang et al., 2021; He195

et al., 2023) underscore the integration of temporal196

and graph-based information to investigate the ef-197

fectiveness of dynamic graph modeling. Different198

from the above works, we propose the adaptive slid-199

ing window and memory-augmented attention to200

capture the dynamics of rumors. Our study focuses201

on modeling rumor dynamics under real-world tem-202

poral contexts.203

3 Methodology204

3.1 Problem Definition205

Rumor detection can be defined as a classification206

task. Formally, let C = {C1, C2, . . . , Cn} be the207

rumor detection dataset, where Ci is the i-th event208

and n is the number of events. For each event209

C = {P1, P2, . . . , P|C|, G}, P1 is the source post,210

other Pj represents the j-th responsive post, and211

|C| is the number of posts in the event C. All212

posts in the event C are ordered chronologically213

and the set of timestamps for posts is denoted as214

T = {t1, t2, . . . , t|C|}, where t1 = 0 represents215

the timestamp of the source post and other tj rep-216

resents the timestamp of the j-th responsive post.217

G = ⟨V,A,X⟩ is the propagation graph with the218

root node P1, where V refers to the set of nodes219

corresponding to posts. A ∈ {0, 1}|C|×|C| rep-220

resents the adjacency matrix, where if there is a221

response relationship between node Pu and Pv, 222

Au,v = Av,u = 1, otherwise Au,v = Av,u = 0. 223

X ∈ R|C|×d denotes the node feature matrix, 224

where d is the node embedding dimension. Ru- 225

mor detection aims to learn a function f : C → Y 226

that classifies each event into one of the categories 227

Y ∈ {F, T} (i.e., Rumor or Non-Rumor). 228

3.2 Overview 229

We propose a novel adaptive Sliding Window with 230

memory-augmented Attention Model (SWAM) for 231

rumor detection. As illustrated in Figure 2, we will 232

explain three steps in a pipeline which include ini- 233

tialization, adaptive sliding window, and memory- 234

augmented attention. 235

3.3 Adaptive Sliding Window 236

In the real world, the rate of event propagation 237

varies across different stages. To model this phe- 238

nomenon, we propose an adaptive sliding window 239

to partition nodes of a rumor propagation graph 240

into multiple windows. This mechanism allows for 241

adaptive adjustment of the window size based on 242

the dynamics of rumor spread, making it more flex- 243

ible and suitable for modeling the spread of rumors 244

over time. 245

Specifically, for an event C, the adaptive sliding 246

window divide the propagation graph into k sequen- 247

tial windowsW = {W1,W2, . . . ,Wk}, with each 248

window containing a different number of nodes. 249

W1 serves as the base for the subsequent windows. 250

For subsequent windows, the adjustment of the win- 251

dow size inWi is determined by the propagation 252

rate of nodes inWi−1. 253

3.3.1 Window Initialization 254

For an event C, given an initial set of nodes as the 255

first window W1 = {P1, P2, . . . , P|W1|}, where 256

W1 contains the source post and early respon- 257

sive posts, and |W1| is the number of nodes in 258

W1. The corresponding timestamp set is T1 = 259

{t1, t2, . . . , t|W1|}. 260

We introduce a propagation rate function r(W), 261

which calculates the propagation rate of nodes 262

within a window based on timestamp. Formally, 263

given a window Wi, its timestamp set is Ti = 264

{ti, ti+1, . . . , t|Wi|}. The propagation rate is calcu- 265

lated as follows: 266

∆tj = tj+1 − tj , j ∈ [i, |Wi| − 1] (1) 267
268

r(Wi) =

∑|W ′
i|

j=1
1

∆tj

|W ′
i|

(2) 269
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ŷ

Unchanged

Reduction 

Dynamic Window Adjustment

Basic Node Allocation

Nodes acquisition

Window

Memorybank

Set of Nodes

Update FC

Adaptive Sliding Window Memory-Augmented Attention
Rumor Event

Propagation Graph

Depth Embedding

Initialization

Linear Linear Linear

Matmul

Scale

Softmax

Matmul

H

Query Key Value

Figure 2: Overview of the proposed framework SWAM which takes three steps in a pipeline: initialization, adaptive
sliding window, and memory-augmented attention.

where ∆tj represents timestamp intervals, 1
∆tj

rep-270

resents the propagation rate per unit of time, and271

|W ′
i| is the number of non-zero timestamp inter-272

vals.273

We calculate the propagation rate r(W1) of274

nodes inW1, defining it as the base rate r for ad-275

justing the size of subsequent windows.276

r = r(W1) (3)277

3.3.2 Dynamic Window Adjustment278

The acquisition of subsequent window nodes is279

carried out in two stages: basic node allocation and280

dynamic window adjustment.281

For the i-th window Wi, we first evenly dis-282

tribute the remaining |C−
∑i−1

j=1Wj | nodes across283

the remaining k − (i− 1) windows.284

b =
|C −

∑i−1
j=1Wj |

k − (i− 1)
(4)285

where b represents the number of basic node allo-286

cations.287

Then we calculate the propagation rate r(Wi−1)288

of the window Wi−1. If r(Wi−1) exceeds r, we289

expand the size ofWi by adding more nodes based290

on b. If r(Wi−1) is below r, we reduce the size291

ofWi by removing nodes based on b. If r(Wi−1)292

equals r, the size ofWi remains unchanged. 293

|Wi| =


b+ αb r(Wi−1) > r

b r(Wi−1) = r

b− αb r(Wi−1) < r

(5) 294

where |Wi| represents the final number of nodes 295

contained inWi. α is a hyperparameter utilized to 296

control the window size. 297

After obtaining the nodes in Wi, we update 298

r(Wi−1) to the new base rate. 299

r ← r(Wi−1) (6) 300

The adjustment process is iteratively applied to 301

subsequent windows until all nodes are assigned. 302

Finally, we can obtain the windowsW that includes 303

the dynamic variation in the number of nodes and 304

ensures that each window reflects the underlying 305

rumor spread effectively. 306

W = {W1,W2, . . . ,Wk} (7) 307

3.4 Memory-Augmented Attention 308

To fully leverage the nodes within the window, we 309

propose a novel attention mechanism designed to 310

iteratively update a memorybank with incoming 311

nodes from different windows in a structured man- 312

ner. This mechanism combines the multi-head at- 313

tention mechanism with node depth information, 314
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dynamically updating the memorybank by leverag-315

ing both node features and structural characteristics.316

The key idea is to treat the nodes in the first window317

as initial memory states and gradually incorporate318

the nodes from subsequent windows as incremental319

updates.320

Specifically, for the sliding windowW of event321

C, the nodes inW1 serve as the initial memorybank322

M and the subsequent windows {Wi}ki=2 act as323

incremental nodes. We updateM with the nodes324

from subsequent windows through attention-based325

interaction.326

3.4.1 Depth Embedding Layer327

Since the self-attention mechanism does not inher-328

ently account for the depth of nodes in the propa-329

gation structure, we introduce a node depth embed-330

ding layer to incorporate depth-related information.331

This depth embedding provides a basis for encod-332

ing hierarchical relationships between nodes. This333

helps capture the hierarchical structure of the ru-334

mor propagation graph and the relative position of335

nodes within the graph.336

To calculate the depths of the nodes in bothW1337

andW2, we first merge the nodes from the two win-338

dows into a unified propagation graph. Specifically,339

we construct a new adjacency matrix by combining340

the adjacency matrices A1 of W1 and A2 of W2.341

Then we map each node to a unique depth value,342

which can capture the node’s level in the propaga-343

tion structure and help the model better understand344

the structural dependencies among nodes within345

the graph.346

depth = ComputeDepth([A1;A2]) (8)347

348
D = EDE(depth) (9)349

where ComputeDepth is a function that calculates350

the depth of each node in the propagation graph.351

EDE denotes the trainable depth embedding layer,352

and D denotes the depth embedding.353

3.4.2 Memorybank Initialization354

We initialize the memorybankM using the nodes355

fromW1. Specifically, we encode the feature ma-356

trix X1 ofW1 using an MLP to obtain the initial357

state ofM.358

M = MLP(X1) (10)359

Similarly, we also encode X2 of W2 to obtain360

the representations of incremental nodes.361

S = MLP(X2) (11)362

3.4.3 Incremental Updates with Multi-Head 363

Attention 364

To update the memorybank efficiently, we apply 365

multi-head attention mechanism between the mem- 366

orybankM and incremental nodes S. To utilize 367

the structural position of each node in the graph, 368

we introduce the node depth information based on 369

node features. 370

M̂ =M+DA1 (12) 371
372

Ŝ = S +DA2 (13) 373

Since not all incremental nodes contribute 374

equally to the memorybank, we design memory- 375

augmented attention to measure the importance of 376

incremental nodes with respect to memorybank. 377

In this attention mechanism, queries come from 378

the representation M̂, keys and values come from 379

Ŝ. By calculating the similarity between memory- 380

bank and incremental nodes, incremental nodes are 381

assigned different weights to represent the impor- 382

tance. 383

Q = WQM̂,K = WK Ŝ, V = WV Ŝ (14) 384
385

Attn(Q,K, V ) = softmax(
QKT

√
dk

)V (15) 386

387

Z =
H

∥
i=1

Attni(Q,K, V ) (16) 388

where Q, K and V are the queries, keys and values 389

transformed by trainable parameter matrices WQ, 390

WK and WV . dk is the dimension of queries and 391

keys. ∥ is the concatenation operation. H is the 392

number of heads. 393

We concatenate the multi-head attention repre- 394

sentation Z with the incremental node representa- 395

tion S to incrementally update the memorybank. 396

The final concatenated result is updated to memo- 397

rybankM. 398

M← Concat(Z, Ŝ) (17) 399

3.4.4 Iterative Update Process 400

This process of applying multi-head attention mech- 401

anism to the memorybank and incremental nodes is 402

repeated iteratively for subsequent window. Finally, 403

we obtain a final memorybankM that incorporates 404

all the information from the nodes across all win- 405

dows. We then apply mean-pooling operators to 406

obtain the final representation z of the event. 407

z = MEAN(M) (18) 408
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Method Class TWITTER DRWeibo
Acc. Prec. Rec. F1 Acc. Prec. Rec. F1

Bi-GCN
F

0.7591
0.7595 0.7419 0.7506

0.8118
0.8033 0.8031 0.8032

T 0.7771 0.7732 0.7751 0.8256 0.8187 0.8221

EBGCN
F

0.7539
0.7449 0.7428 0.7438

0.8212
0.8080 0.8116 0.8098

T 0.7657 0.7640 0.7648 0.8333 0.8303 0.8318

GACL
F

0.7609
0.7987 0.6781 0.7335

0.8541
0.8454 0.8463 0.8458

T 0.7454 0.8377 0.7889 0.8628 0.8609 0.8618

RDEA
F

0.7855
0.7942 0.7496 0.7713

0.8610
0.8564 0.8482 0.8523

T 0.7857 0.8181 0.8016 0.8656 0.8723 0.8689

TrustRD
F

0.7695
0.7751 0.7359 0.7550

0.8500
0.8528 0.8278 0.8401

T 0.7749 0.7974 0.7860 0.8494 0.8698 0.8595

DynGCN
F

0.7693
0.7647 0.7495 0.7570

0.8306
0.8197 0.8252 0.8225

T 0.7759 0.7893 0.7825 0.8427 0.8354 0.8390

PSGT
F

0.8089
0.8148 0.7814 0.7977

0.8427
0.8342 0.8336 0.8339

T 0.8141 0.8332 0.8235 0.8529 0.8510 0.8520

SWAM
F 0.8275 0.8356 0.7964 0.8156 0.8839 0.8792 0.8746 0.8769
T 0.8258 0.8560 0.8406 0.8886 0.8922 0.8904

Table 1: Rumor detection results on TWITTER and DRWeibo datasets. Abbrev.: Rumor (F), Non-Rumor (T).

3.5 Training Objective409

To calculate the labels of the rumors, we apply a410

fully connected layer followed by a softmax layer,411

ŷ = softmax(Wfz + bf ) (19)412

where ŷ is the predicted probability distribution.413

Wf and bf are weight and bias parameters respec-414

tively.415

Our rumor detection model is trained with416

the cross-entropy loss LC of the predictions and417

ground truth labels, which defined as:418

LC = −
|Y|∑
i

yilogŷi (20)419

where yi denotes ground-truth label and ŷi denotes420

the predicted probability distribution for the i-th421

event.422

4 Experiments423

Refer to Appendix A for details of the datasets,424

experimental setup and comparison models.425

4.1 Experimental Results426

Table 1 presents the rumor detection results of427

various methods on the TWITTER and DRWeibo428

datasets. The results clearly demonstrate the strong429

competitiveness of SWAM across both datasets.430

In terms of all evaluation metrics, SWAM consis-431

tently outperforms other models. Notably, its per-432

formance surpasses that of state-of-the-art models433

such as PSGT and TrustRD. This confirms the ad- 434

vantage of combining adaptive sliding window and 435

memory-augmented attention for learning the evo- 436

lution of rumor propagation. Although BiGCN uti- 437

lizes the rumor propagation structure and EBGCN 438

employs edge enhancement to explore latent re- 439

lationships within the propagation graph, neither 440

method captures the key features of how rumors 441

and non-rumors spread at different stages of the 442

propagation process. Similarly, while significant 443

performance improvements have been achieved in 444

rumor detection by combining graph augmentation 445

and contrastive learning in methods like GACL, 446

RDEA, and TrustRD, they fail to account for the dy- 447

namic evolution of rumor propagation. The use of 448

transformers in PSGT, while effective in capturing 449

dependencies between posts, similarly overlooks 450

the dynamic nature of rumor propagation, leading 451

to inferior performance compared to SWAM. Com- 452

pared to the static graph-based approaches men- 453

tioned above, DynGCN models the dynamic propa- 454

gation of rumors. It constructs multiple temporal 455

snapshots and sequential snapshots for rumor de- 456

tection but fails to explicitly differentiate the time 457

span of rumor events and the depth of their propaga- 458

tion paths. In contrast, SWAM model leverages the 459

adaptive sliding window to deal with the dynamic 460

and uneven nature of rumor propagation. Addition- 461

ally, it employs memory-augmented attention to 462

capture long-range dependencies between posts. 463
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Method Class TWITTER DRWeibo
Acc. F1 Acc. F1

SWAM
F 0.8275 0.8156 0.8839 0.8769
T 0.8406 0.8904

w/o D
F

0.8190
0.8066

0.8607
0.8520

T 0.8323 0.8686

w/o S
F

0.8114
0.8005

0.8695
0.8623

T 0.8252 0.8770

w/o A
F

0.7908
0.7727

0.8584
0.8494

T 0.8104 0.8670

Table 2: Results of ablation study.
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Figure 3: Performance of sensitivity of window size.

4.2 Ablation Study464

We demonstrate the effectiveness of the SWAM465

framework from two aspects: the use of the466

adaptive sliding window and the incorporation of467

memory-augmented attention. The variants are de-468

fined as follows: (1) w/o D: removing the node469

depth information; (2) w/o S: removing the adap-470

tive sliding window; (3) w/o A: removing the471

memory-augmented attention.472

As shown in Table 2, when we remove the depth473

information from the memory-augmented attention,474

the accuracy on TWITTER and DRWeibo drops475

by 0.85% and 2.32%. Depth information reflects476

a node’s hierarchical position or level within the477

propagation structure. By incorporating depth in-478

formation into the node features, the model can479

better capture the hierarchical relationships in the480

graph. When we remove the adaptive sliding win-481

dow, the performance on TWITTER and DRWeibo482

significantly decreases by 1.61% and 1.44%. The483

adaptive sliding window adjusts the number of484

nodes according to the propagation rate, providing485

a dynamic reflection of the rumor’s spread inten-486

sity and trends over time. This approach allows for487

more accurate identification of key moments and488

important nodes in the rumor propagation process.489

When the entire attention mechanism is removed,490

the model’s performance deteriorates significantly.491

We can observe that the model can flexibly handle492

varying numbers of incremental nodes with the at-493

tention mechanism. By continuously updating the 494

memorybank, the model accumulates historical in- 495

formation and makes node feature representations 496

not only depend on neighboring nodes but also 497

consider the overall information. 498

4.3 Sensitivity of Window Size 499

In the SWAM framework, the number of sliding 500

windows k is a crucial parameter. To assess the 501

impact of this hyperparameter on model perfor- 502

mance, we experiment with different window size 503

to observe the performance variations. 504

As shown in Figure 3, when the number of 505

windows is small, the model’s performance on 506

both datasets is suboptimal. A limited number of 507

windows may compress the propagation process, 508

which causes some windows to contain an exces- 509

sive number of nodes. The slower-spreading nodes 510

may not be sufficiently represented and make it 511

difficult to capture finer-grained propagation paths 512

accurately. As the number of windows increases 513

beyond a certain threshold, the model can dynami- 514

cally evolve to capture more nuanced propagation 515

changes. It can reveal hierarchical structures and 516

variations in propagation rates during the rumor 517

spread and ultimately achieve optimal results. As 518

the number of windows continues to increase, al- 519

though the propagation tree can be divided more 520

finely, the number of nodes in each window de- 521

creases. This results in each window covering a 522

more localized segment of the propagation process 523

and reduce the ability to capture long-range propa- 524

gation patterns. It can be observed that TWITTER 525

exhibits significant fluctuations in performance dur- 526

ing the rising phase (windows 3-7), followed by 527

a sharp decline in later stages. This is due to the 528

relatively short propagation time on TWITTER, 529

where information spreads quickly between nodes, 530

making stability more susceptible to fluctuations. 531

During the ascending phase (spanning 3-5 win- 532

dows), the curve of DRWeibo remains relatively 533

stable. Although performance declines slightly as 534

the number of windows increases, the propagation 535

process is slow and sustained over a longer duration 536

and allow it to maintain a relatively stable state. 537

4.4 Early Rumor Detection 538

This experiment investigates the task of early-stage 539

rumor detection on social media, aiming to en- 540

able timely identification of rumors. Following 541

the method in Sun et al. (2022b), we formulate 542

the task by defining a series of detection deadlines. 543
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Plumber suing car dealership for $1M after truck he traded in ends up in hands of ISISSource post

He could have removed that before he sold his pickup.Repost 1

LOL Too Funny!!!Repost 2

Excellent! Too many US cars ending up in jihad handsRepost 3

damn this so bad 2 hell with  that car dealershipRepost 4

I remember this the guy asked if he should paint over it the dealership said don't worry about itRepost 5

the article clearly states that the dealership told him they'd do it to avoid scratching the paint.Repost 6

he is ISIS!! It's a coverup!! He's been providing luxury toilets and bidets for the terrorists for years!!!Repost 7

And he believed them.Didn't consider removing it before going to the dealer.So same difference.Repost 8

True. I still couldn't help but laugh when I read it. I thought it was an Onion headline for a second.Repost 9

He's upset about his pickup ending up in the hands of ISIL.Meanwhile, a billion dollars of US weapons with ISIL flags...Repost 10

I don't understand people they need to call the name on the side of the truck and threaten them. Is there no common senseRepost 11

Repost 12

why did the plumber need an anti-aircraft gun on his work truck in the first place?Repost 13

Makes u wonder who the dealership got the loot from...hum??Repost 14

I do wonder who bought the truck.Not ISIL of course, but a middleman.Or even more then one.Repost 15

Although it might have been a contractor working in Iraq who left the truck there.Repost 16

damn people now days.Repost 17

Holy crap!Repost 18

Will US/NATO stop free flow of materiel from Turkey into Sirya? Or will this add to the belief Daesh serves Western interests there?Repost 19

everything that happens to you in life doesn't equal a lawsuit. Put your big pants on and move on with your lifeRepost 20

He used it for those tough clogsRepost 21

because a lot of the wholesale dealers are Arabic and the send them back to the Middle East.Repost 22

deck, does that mean the coca cola lorry could soon be seen with missile launchers? Or maybe MacDonalds all day breakfast truckRepost 23

well the advertising worked. I know who he is now!Repost 24
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(c) The 2nd incre. updates
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(d) The 3rd incre. updates
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(e) The 4th incre. updates

Figure 4: A memory-augmented attention example from TWITTER. We use blue to represent the attention values
of the nodes in memorybank, with the darker the color, the greater the attention value. We use gray to represent the
incremental nodes. The numbers corresponding to the nodes represent the posting order. incre. is an abbreviation
for “incremental”.
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Figure 5: Results of early rumor detection.

Figure 5 presents the early detection performance544

of SWAM, compared with PSGT, TrustRD, and545

DynGCN across different deadlines. As the detec-546

tion deadline increases, the accuracy of all models547

improves. Notably, SWAM consistently outper-548

forms the baselines at each deadline, highlighting549

its effectiveness in early rumor detection.550

4.5 Case Study551

The memory-augmented attention in SWAM is ca-552

pable of capturing the key nodes that significantly553

influence rumor propagation at various stages. To554

visually demonstrate this effect, we conducted a555

case study on the attention distribution during ru-556

mor propagation. We select an event from the557

TWITTER dataset for illustration. The content558

of source post is “Plumber suing car dealership for559

$1M after truck he traded in ends up in the hands of560

ISIS”, which is a rumor event. The rumor event has561

been reposted 24 times over time. Figure 4a shows562

the content of the source post and the reposts, and563

the four incremental updates of the memorybank564

are shown from Figure 4b to Figure 4e.565

During the first incremental update, it is ob-566

served that node 2 has the darkest color. The incre-567

mental nodes contain factual descriptions as well568

as sarcasm. As a result, the model shows varying569

levels of attention to nodes of different types in 570

the memorybank. Specifically, the sarcastic tone 571

raises doubts about whether the event is a rumor, 572

triggering the feature keywords related to rumor 573

detection, which leads the model to focus more on 574

these types of nodes. The situation is similar for the 575

second incremental update. The nodes in the third 576

incremental update exhibit a clear bias towards crit- 577

icism, leading to greater attention being given to 578

nodes with similar expressions in the memorybank. 579

In the fourth incremental update, different nodes 580

receive varying levels of attention, revealing the 581

key nodes in the spread of rumors. Overall, the 582

memory-augmented attention can accurately cap- 583

ture the long-term dependencies between rumors 584

and identify the key features of their propagation. 585

5 Conclusion 586

In this paper, we propose a novel adaptive Slid- 587

ing Window with memory-augmented Attention 588

Model (SWAM) for rumor detection. SWAM takes 589

three steps in a pipeline: initialization, adaptive 590

sliding window, and memory-augmented attention. 591

The initial window consists of the source post and 592

early responsive posts. We propose an adaptive 593

sliding window to partition nodes of a rumor prop- 594

agation graph into multiple disjoint windows. A 595

novel memory-augmented attention is designed to 596

iteratively update a memorybank with incoming 597

nodes from different windows. This mechanism 598

combines the multi-head attention mechanism with 599

node depth information. Experiments on two pub- 600

lic datasets demonstrate that SWAM outperforms 601

the state-of-the-art baselines. In the future, we will 602

explore more approaches for temporal modeling to 603

enhance the performance of rumor detection fur- 604

ther. 605
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Limitations606

One limitation of our model is that the constructed607

temporal information does not account for multi-608

scale temporal encoding. If the dynamic changes609

of an event are associated with different time scales610

(such as minutes, hours, or days), it may lead to611

suboptimal performance. In the future, we will612

explore more approaches for temporal modeling613

to enhance the performance of rumor detection614

further.615
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Statistics TWITTER DRWeibo
# Events 1077 5998
# Posts 60207 376659
# Non-Rumors 564 3160
# Rumors 513 2838
Avg. time length/tree 416 Hours 1946 Hours
Avg. depth/tree 4.55 2.15

Table 3: Statistics of the datasets.

A Appendix 829

A.1 Datasets 830

We evaluate the proposed model on two real-world 831

datasets: TWITTER (Lin et al., 2022) and DR- 832

Weibo (Cui and Jia, 2024). TWITTER is an En- 833

glish dataset from Twitter and DRWeibo is a Chi- 834

nese dataset from Weibo. Both datasets contain 835

the post content, propagation structure and tem- 836

poral information. There are two binary labels in 837

the datasets: Rumor (F) and Non-Rumor (T). The 838

statistics of datasets are shown in Table 3. For 839

the TWITTER and DRWeibo datasets, we follow 840

(Sun et al., 2022b; Ma et al., 2023), and join the 841

source post with each responsive post in a [CLS] 842

Source Post [SEP] Responsive Post [SEP] manner 843

to emphasize the importance of the source post. 844

A.2 Implementation Details 845

The proposed model is implemented in PyTorch 846

framework. The parameters are optimized using 847

Adam algorithm. The learning rate is set to 5e-4 848

and the batch size is set to 128. BERT (Devlin 849

et al., 2018) is used to encode the post content. The 850

node embedding dimension d is 768. α is 0.4. k is 851

set to 5. The number of attention heads H is 8. The 852

dropout of multi-head attention mechanism is 0.1. 853

The node hidden dimension is set to 128. We adopt 854

the evaluation method from (Bian et al., 2020) and 855

perform 10 runs of 5-fold cross-validation to report 856

the final results. The Accuracy (Acc.), Precision 857

(Prec.), Recall (Rec.), and F1-score (F1) are used 858

to measure the models. 859

A.3 Comparison Models 860

We compare the proposed model with the following 861

baselines: 862

• Bi-GCN (Bian et al., 2020) employs a top- 863

down and bottom-up propagation framework 864

to capture the patterns of rumor propagation 865

and dispersion. 866
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• EBGCN (Wei et al., 2021) explores the edge-867

enhanced rumor detection to capture propaga-868

tion features.869

• GACL (Sun et al., 2022b) is a rumor detec-870

tion model using adversarial and contrastive871

learning.872

• RDEA (He et al., 2021) incorporates augmen-873

tation strategies and self-supervised learning874

for detection.875

• TrustRD (Liu et al., 2023) builds self-876

supervised learning and Bayesian network to877

identify rumors.878

• DynGCN (Choi et al., 2021) focuses on the879

dynamic graph to model graph snapshots and880

attention mechanisms representations.881

• PSGT (Zhu et al., 2024) develops a propa-882

gation structure-aware transformer to obtain883

propagation relationships for interpretable ru-884

mor detection.885
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