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Abstract

Semantic segmentation partitions a given image or 3D model of a scene into semantically meaning parts and assigns pre-
determined labels to the parts. With well-established datasets, deep networks have been successfully used for semantic seg-
mentation of RGB and RGB-D images. On the other hand, due to the lack of annotated large-scale 3D datasets, semantic
segmentation for 3D scenes has not yet been much addressed with deep learning. In this paper, we present a novel framework
for generating semantically segmented triangular meshes of reconstructed 3D indoor scenes using volumetric semantic fusion
in the reconstruction process. Our method integrates the results of CNN-based 2D semantic segmentation that is applied to
the RGB-D stream used for dense surface reconstruction. To reduce the artifacts from noise and uncertainty of single-view
semantic segmentation, we introduce adaptive integration for the volumetric semantic fusion and CRF-based semantic label
regularization. With these methods, our framework can easily generate a high-quality triangular mesh of the reconstructed 3D
scene with dense (i.e., per-vertex) semantic labels. Extensive experiments demonstrate that our semantic segmentation results
of 3D scenes achieves the state-of-the-art performance compared to the previous voxel-based and point cloud-based methods.

CCS Concepts

eComputing methodologies — Reconstruction; Scene understanding;

1. Introduction

Semantic segmentation is one of the challenging problems for high-
level scene understanding, which has various applications such as
autonomous robots and augmented reality. In recent years, seman-
tic segmentation has been spotlighted and its performance has been
drastically improved along with rapid advances of deep learning.
While plausible semantic segmentation results could be obtained
for 2D images of indoor as well as outdoor scenes, semantic seg-
mentation of 3D scene models still remains a hard problem.

The success of 2D semantic segmentation is largely built upon
the availability of huge labeled image datasets and advances in
knowledge transfer techniques. For example, Microsoft COCO
dataset [LMB*14] contains about 50K semantically annotated 2D
images. Although the dataset size may not be enough to train a deep
convolutional neural network with millions of parameters from
scratch, knowledge transfer learning makes it possible to exploit
the features learned from a huge number of images, such as Ima-
geNet dataset [DDS*09], and finetune a network for semantic seg-
mentation.

On the other hand, in the case of 3D semantic segmentation, it
becomes more challenging to develop a deep learning based ap-
proach. Although several semantically annotated 3D scanned scene
datasets have been recently released [DCS*17, HPN*16,SCH*16],
their sizes are about hundreds to a thousand, which are not large
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enough to train complex neural networks. In addition, transfer
learning is not easily applicable to finetune a 3D CNN for semantic
segmentation as there is no such a huge general 3D dataset similar
to ImageNet [DDS*09].

Despite these difficulties, a few approaches based on deep learn-
ing have been proposed for 3D semantic segmentation, which
can be categorized into two groups: direct and indirect meth-
ods. To obtain a semantic map of the entire 3D scene, a direct
method performs semantic label estimation directly on the 3D
model, usually represented in a voxelized format [DCS*17] or
point cloud [QSMG17,QYSG17, HWN18]. In contrast, an indirect
method integrates 2D semantic segmentation predictions onto the
3D model, represented in the form of surfels [MHDL17] or a point
cloud [HFL14,LDT*17]. Direct methods require a large-scale 3D
labeled training dataset, which would be harder to be annotated
than 2D data. In addition, semantic segmentation results of an in-
direct method based on surfels or a point cloud would need further
processing to be used for reconstructed 3D meshes.

In this paper, we propose a novel framework that automatically
generates semantically segmented triangle meshes from a RGB-D
stream for a large-scale indoor scene by combining 2D semantic
segmentation with 3D volumetric fusion. Differently from prior
methods [DCS*17, HFL14, LDT*17, MHDL17] that use voxels,
surfels, or a point cloud, our method utilizes a volumetric data
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Figure 1: Our pipeline for semantic segmentation of reconstructed 3D indoor scenes. 2D semantic segmentation results, as well as the
geometry information, of the input RGB-D stream are fused into a volumetric representation, and then per-vertex semantic class confidences
are extracted when the mesh is reconstructed from the volumetric representation. The per-vertex confidences are refined through CRF-
based label regularization, generating the final semantic segmentation of the reconstructed mesh. Projections of the semantically labelled
reconstructed mesh can be used for producing semantic segmentations of input frames, which are more accurate than the initial segmentations

of the frames which have been fused into the volumetric representation.

structure and a triangle mesh complementarily to integrate geom-
etry and semantic information. The volumetric data structure en-
ables us to efficiently integrate the high-level 2D semantic infor-
mation from a state-of-the-art deep learning technique onto the
reconstructed geometry, and the connectivity of the reconstructed
triangle mesh is utilized for CRF-based semantic label regulariza-
tion that enhances the segmentation result by restoring miss-labeled
parts and removing noisy labels.

The key characteristics of our framework include:

e range-sensitive volumetric semantic fusion method that incre-
mentally integrates CNN-based 2D semantic segmentation re-
sults onto the densely reconstructed 3D geometry.

e CRF-based semantic label regularization using the geometric
and photometric information of the reconstructed triangle mesh
to incorporate the global scene context.

Experimental results on various RGB-D streams of large-scale
indoor scenes show that our method can precisely predict the dense
(i.e., per-vertex) semantic labels for a reconstructed mesh without
directly training a deep neural network on a 3D dataset. As applica-
tions of the segmentation results, we present 3D scene completion
and manipulation, where semantic information is used for detect-
ing and filling holes inside objects and transforming objects in the
scene independently from others.

2. Related Work

RGB and RGB-D image semantic segmentation Deep convo-
lutional neural networks (CNNs) have been successfully used for
semantic segmentation of single RGB images [CPK* 16, LMSR17,
LSD15,NHH15,PLCD16, YK15]. For 2.5D RGB-D images, Long
et al. [LSD15] trained and tested their fully convolutional net-
works (FCNs) on the NYU-Depth V2 dataset [NSF12]. Hazirbas et

al. proposed FuseNet [HMDC16] that integrates the intermediate
depth and color features using sparse and dense fusion. Park et al.
proposed RDFNet [PHL17] that uses multi-modal feature fusion to
incorporate the depth information into semantic segmentation and
shows the state-of-the-art performance.

To integrate global context to the final semantic segmentation
prediction, Conditional Random Fields (CRFs) can be adopted as a
post-processing step. Krihenbiihl and Koltun [KK11] proposed an
efficient approximate algorithm for fully connected pairwise CRF
to refine semantic segmentation results. It uses pairwise Gaussian
edge potentials considering the distances based on pixel positions
and appearances.

Full 3D semantic segmentation Several works have been pro-
posed for semantic segmentation of scanned full 3D geometric
data. Huang et al. [HY16] firstly proposed a method that uses a
3D CNN by voxelizing a point cloud into a regular grid. Dai et
al. [DCS™17] released 15K semantically annotated triangle meshes,
and trained a 3D CNN by voxelizing the meshes. Instead of a
voxelized regular grid, recently proposed point cloud based meth-
ods [QSMG17,QYSG17, HWN18] directly estimate the class la-
bels of an unordered set of points. RSNet [HWN18] achieved the
state-of-the-art results by modeling local geometric dependencies.

To avoid direct training of 3D CNNs, indirect segmentation
methods have been proposed. Lawin et al. [LDT* 17] projects a 3D
point cloud onto a set of synthetic 2D images, which are used to
predict semantic labels of the projected points using a 2D CNN.
McCormac et al. [MHDL17] proposed a 3D semantic mapping
method that predicts semantic maps from RGB-D frames and fuses
them onto the surfel data structure.

Although indirect 3D semantic segmentation methods [LDT*17,
MHDL17] have similar pipelines that fuse 2D predictions onto a
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Figure 2: Results of 2D CNN-based semantic segmentation. The
network fine-tuned on ScanNet dataset [DCS*17] shows cleaner
and more accurate segmentation results compared to the original
RDFNet [PHLI7].

input image

wall floor

single geometry, our method differs from them in that we use a vol-
umetric representation for intermediate fusion and produce a trian-
gle mesh with per-vertex class labels as the output.

Dense 3D surface reconstruction After KinectFusion [NIH*11]
was introduced, volumetric integration [CL96] of a signed trun-
cated distance function (TSDF) becomes a common approach for
reconstructing the geometry for RGB-D video based 3D scan-
ning [CZK15, NZIS13, DNZ*17]. VoxelHashing [NZIS13] uses a
hash-based volumetric structure to enable the reconstruction of
a large-scale indoor scene. BundleFusion [DNZ*17] shows the
state-of-the-art performance in real-time 3D reconstruction, which
can handle incremental drifts in pose estimation using color fea-
tures. Our framework uses BundleFusion [DNZ*17] and Voxel-
Hashing [NZIS13] for pose estimation and geometry reconstruc-
tion, respectively.

RGB-D image dataset As consumer depth cameras become pop-
ular, several RGB-D image datasets have been published for indoor
scene reconstruction and understanding. NYUDv?2 dataset [NSF12]
consists of semantically annotated thousands of RGB-D im-
ages, and SUN RGB-D dataset contains 10K images. ScanNet
dataset [DCS*17] is now the largest RGB-D image dataset and con-
sists of 2.5 million images. Especially, ScanNet contains a seman-
tically labeled triangle mesh for each input RGB-D stream. In this
paper, we use ScanNet dataset for experiments.

3. Our Framework

The overall process of our approach for 3D semantic segmentation
is shown in Fig. 1. Our framework uses a RGB-D image stream as
the input. During the semantic class confidence integration step, we
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apply CNN-based 2D semantic segmentation to the input RGB-D
steam to obtain a class confidence map for each frame. Then the
estimated class confidence maps are fused into a 3D volumetric
data structure along with the geometry during the reconstruction
process. In the semantic mesh generation step, we extract a 3D tri-
angle mesh from the integrated volume data structure. At the same
time, we extract per-vertex class confidences for object classes us-
ing a modified marching cube algorithm [LC87]. The per-vertex
object class labels are finally determined by fully-connected CRF
inference using the unary and pairwise potentials considering local
and global context information.

Dense volumetric reconstruction In our work, we use BundleFu-
sion [DNZ*17] to estimate the camera poses of the input RGB-D
stream. BundleFusion [DNZ*17] robustly tracks the camera poses
of incoming RGB-D frames and minimizes the accumulated drift
of the geometry by globally optimizing the tracked camera poses
based on geometric and photometric feature matching. We then per-
form the volumetric integration of geometry and semantic informa-
tion using VoxelHasing [NZIS13]. It employs a sparse volumetric
grid based on spatial hashing as the geometry representation which
enables us to handle a large-scale indoor scene.

4. CNN-based 2D Semantic Segmentation

In this section, we present the details of our single image se-
mantic segmentation step. Given a RGB-D stream, we apply a
CNN-based semantic segmentation method to each frame. The net-
work is fine-tuned on the annotated RGB-D images from ScanNet
dataset [DCS*17] to improve the segmentation quality.

Semantic segmentation network Semantic segmentation of input
frames is an independent component in our framework, and we
could use any 2D image segmentation methods [CPK*16,L.SD15]
for the step. However, we found that depth features help better dis-
criminate ambiguous semantic classes (e.g. floor and table top sur-
face), and a RGB-D semantic segmentation method would work
better. In this paper, we use RDFNet [PHL17] that effectively ex-
ploits multi-level RGB-D CNN features and learns the optimal fu-
sion of multi-modal features. RDFNet shows the state-of-the-art ac-
curacy for RGB-D semantic segmentation of indoor scenes tested
on NYUDv2 dataset [NSF12].

Network transfer learning Although RDFNet [PHL17] reports
the state-of-the-art performance on RGB-D semantic segmenta-
tion, it does not always produce satisfactory results depending on
the property of the input scene. RDFNet is trained on NYUDv2
dataset [NSF12], many of whose images were captured moderately
far from the target objects covering the whole scenes. On the other
hand, ScanNet dataset [DCS™17] is constructed for dense surface
reconstruction, and the images in the dataset were usually captured
close to the target objects, containing only parts of large objects,
such as beds or tables (Fig. 2). Furthermore, the RGB images may
suffer from motion blurs as they were captured using hand-held
RGB-D sensors. Consequently, the original RDFNet shows infe-
rior performance on ScanNet dataset.

To compensate this limitation, we perform transfer learning
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Figure 3: Reliability weight maps for a RGB-D image. The depth-
based accuracy weight WP is the highest at the moderate distance,
and the boundary misalignment weight W2 has low values around
depth discontinuities, where a darker color means a lower weight.

for RDFNet on ScanNet dataset. We extract 16K RGB-D images
and their corresponding semantic annotations from 1041 training
streams by sampling every 100th frame. Based on the author-
provided pre-trained model of RDFNet, we fine-tune the entire net-
work for 20 epochs. We use 20 major object classes in accordance
with the original paper [DCS*17] of ScanNet dataset. Following
the RDFNet paper [PHL17], random crop and horizontal flip are
used for data augmentation to prevent the training from over-fitting.
As shown in Fig. 2, the fine-tuned network shows robust semantic
segmentation results, even when the input images are captured ex-
tremely close to the target objects.

Confidence vs. probability In this paper, we use the term confi-
dence instead of probability to refer to the output values of a se-
mantic segmentation network. It is known that modern complex
CNNs may not be well-calibrated [GPSW17], which means the
output values of a neural network cannot be directly interpreted
as the correctness likelihoods for ground truths. Therefore, we treat
the output of a semantic segmentation network as a confidence of
each object class.

5. Semantic 3D Reconstruction

In this section, we present the details of our semantic 3D recon-
struction framework. Although naive implementation of the frame-
work could be rather straightforward, it would produce noisy and
less inaccurate segmentation results, not remedying inherently in-
complete results of 2D semantic segmentation. To obtain high-
quality semantic segmentation of the reconstructed mesh, we in-
troduce and use the reliability of confidence values for improving
semantic class confidence integration and CRF-based label regular-
ization.

5.1. Semantic class confidence integration

Single-view 2D semantic segmentation predicts the segmentation
result of each view independently, and it often produces noisy and
unstable results, as shown in Fig. 2. In 3D reconstruction tech-
niques [DNZ*17,CZK15,NIH"11,NZIS13], the reconstructed ge-
ometry becomes smooth and clean as the multiple noisy depth
frames are integrated incrementally. To resolve the noise and un-
certainties in the single-view 2D semantic segmentation results, we
use incremental semantic fusion, similarly to geometry refinement.

During surface reconstruction, each voxel holds the truncated
signed distance function (TSDF) value to represent its surround-
ing local geometry. To integrate the semantic information of the
incoming RGB-D stream, we also store the confidences of object
classes at each voxel to represent which object class the voxel may
belong to. The integration of class confidences follows a similar
way to the original TSDF update of VoxelHashing [NZIS13].

Each pixel p of the input image has its corresponding voxel
o according to the estimated camera pose and the pixel coordi-
nates. Then given a predicted class confidence map from 2D se-
mantic segmentation of the ¢-th frame, we incrementally update the
class confidences of the corresponding voxels C;(0) by taking the
weighted running averages [NIH" 11], defined as follows:

Cilo) = Wi—1(0)Ci—1(0) + W, (p)CF,(p)
’ Wi—1(0) + Wr (p) ’

(€]

Wi(0) = W,_1(0) + Wg (p), @)

where C;_1(0) and W;_(0) are the integrated class confidence and
reliability weight of voxel o, respectively. Cr, (p) and Wg, (p) are re-
spectively the class confidence and reliability of pixel p in the ¢-th
frame. Note that a class confidence map from 2D semantic seg-
mentation contains confidence values for all labels at each pixel,
whose sum is one. So Ct(0) is a d-dimensional vector, where d is
the number of different labels in semantic segmentation.

Although we use the state-of-the-art 2D semantic segmentation
method, the semantic prediction result still contains noise and inac-
curate confidence values. These artifacts vary depending on input
frames, and we define the per-pixel class reliability W, (p) of the
semantic segmentation result and use it for adaptively integrating
the semantic predictions. Wg,(p) is a d-dimensional vector deter-
mined by local geometry information as:

W (p) = WE (p)WE (p), 3)

where WPI;) (p) is the depth-based accuracy weight and Wg (p) is the
boundary misalignment weight (Fig. 3). ng and Wg are also d-
dimensional vectors, and the product of two d-dimensional vectors
is defined as element-wise multiplication in this paper.

Depth-based accuracy weight W}? A CNN has a fixed receptive
field size according to its network structure, and the accuracy of se-
mantic prediction varies depending on the object scale in the input
image. To reflect this, Wg (p) is defined as a function of the depth
value of pixel p. Recall that the object size in an image changes
with the distance from the camera. We evaluated RDFNet [PHL17],
our choice for the 2D semantic segmentation method used in our
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Figure 4: Semantic prediction accuracy along with the input pixel’s
depth value (blue), and its 4th degree polygonal fitting (red). Too
close capturing of an object reduces the accuracy.

framework, on the validation set of ScanNet dataset [DCS*17], and
measured the accuracies of semantic predictions for different depth
values in /cm intervals (Fig. 4). Then we fitted a 4th degree poly-
nomial to approximate the prediction accuracy function with re-
spect to the depth value. The function value ranges from O to 1, and
W,%) (p) consists of d occurrences of the value.

Boundary misalignment weight Wg Semantic segmentation re-
sults of a RGB-D stream mainly depend on the color images while
depth information is supplementarily used for distinguishing am-
biguous labels. However, even with a well-calibrated RGB-D sen-
sor, there still exist misalignments between the color and depth im-
ages. Especially, such misalignments may become large along the
boundaries between foreground objects and the background room
layout (i.e., wall and floor) due to large depth differences. When the
semantic predictions are integrated with geometry reconstruction,
these misalignments would introduce mis-labeled voxels around
object boundaries in the scene.

To address this issue, we introduce the boundary misalignment
weight Wg , which gives a low reliability to the room layout classes
(wall and floor) for the foreground pixels around depth disconti-
nuities. Specifically, we first detect the depth edge pixels p which
contain depth differences larger than 30cm in the neighboring 7x7
windows, and then define ng (p) as:

R B 1
WF,(p) - 1+exp(—a(r(p)_B)) “)

_ d(p) ~dnin

r(p) o dmax — dmin

where d(p) is the depth of pixel p, and d,,;; and dpax are the min-
imum and maximum depths in the window centered at p, respec-
tively. Wg is computed with Eq. (4) only for the two room lay-
out classes, i.e., wall and floor, and remains 1 for all other classes,
preventing foreground pixels from being labeled as layout classes.
Note that in Eq. (4), Wg (p) becomes small when the depth of pixel
p is small, meaning that p tends to belong to a foreground object.
For non-depth edge pixels p, Wg is 1 for all semantic classes. In
the experiments, we set o = 8, § = 0.5.

Fig. 3 shows weight maps Wf? and Wg that visualize the per-

pixel reliability used for adaptively integrating a class confidence
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input scene
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Figure 5: Class confidence visualization for five major classes
(red: high, blue: low).

map during the reconstruction process. Moreover, at the end of re-
construction, the integrated reliability weight W; (o) of each voxel
o represents the reliability of the integrated class confidence C;(0)
of 0, and we use it in the CRF-based label regularization.

Besides the depths of pixels and the boundary misalignments,
other factors, e.g., physical object sizes, could be related to the class
reliability. In our work, however, we consider the two factors only
as they are most intuitive and can be easily estimated.

5.2. CRF-based semantic mesh generation

After integrating geometry and semantic information into a volu-
metric representation, we generate a semantically labelled triangle
mesh from the volume using the marching cube algorithm [LC87].
By modifying the original marching cube algorithm, we assign the
object class confidence to each vertex by linearly interpolating the
confidences integrated at neighboring voxels. Fig. 5 shows the re-
constructed mesh and assigned class confidences for five major ob-
ject classes, where red and blue vertex colors represent high and
low confidences of a vertex for an object class, respectively.

CRF-based label regularization Our semantic reconstruction ef-
fectively reduces the noise and uncertainty by fusing multiple se-
mantic predictions. However, 2D semantic segmentation only con-
siders local appearance and geometry in a limited field-of-view of
an input frame. Simply taking the maximum value from the inte-
grated class confidences C(x) to determine the class label of a ver-
tex x would produce a noisy segmentation result. To incorporate the
global context of the reconstructed scene into semantic segmenta-
tion, we use conditional random field (CRF), which is a common
approach to refine the output of a CNN in 2D semantic segmenta-
tion. Prior 3D semantic segmentation methods [HFL14, MHDL17]
also used CRFs on a point cloud or surfels to regularize the seman-
tic map. In contrast, we apply CRF to the reconstructed 3D triangle
mesh to determine the final semantic labels of vertices.

We construct a fully connected CRF and use the mean-field ap-
proximation algorithm [KK11] to efficiently solve it. In the CRF
construction, we treat a 3D vertex as a graph node in the field. In
a fully connected CREF, each node is connected to every other node
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no matter how far it is, and so we can consider the local and global
scene contexts simultaneously for semantic mesh segmentation.

The labeling status of a complete CRF graph G = (V, ) can be
formulated as the Gibbs energy E(x), where x = {x;} denotes a
labeling set of all vertices {v;} € V. The energy E(x) is defined as
combination of the unary potential y, and the pairwise potential

Yp:
E(x) =} wulxi) + ) wp(ix)). ®)

i<j

where i and j are vertex indices.

Reliability-based unary potential y,, Basically the unary poten-
tial Wy (x;) is defined as a log-probability of a given class label for
a vertex v; which comes from the result of volumetric semantic fu-
sion. To obtain the class probability, we use the integrated object
class confidences C(v;), additionally exploiting the prior knowl-
edge on the input scene. We assume that there exists only one floor
in the scene, and ignore the floor class confidence of the vertices
above the detected floor. We first estimate the 3D plane of the floor
by applying RANSAC [FB87] to the vertices which have high con-
fidences on the floor class. We then reduce the confidence on the
floor class to be zero for the vertices away from the floor plane.

We also use the integrated reliability weight of each vertex as the
certainty of the object class confidence for the unary potential. For
example, the object class confidences should be adjusted to follow
the uniform distribution if the reliability weight is 0, and the confi-
dences should keep the original distribution when the reliability is
1. In our implementation, we use the following equation to adjust
the confidence distribution:

() = MW W)CE) + (1 LW ())pu, ©)

where C(v) is the integrated confidence of vertex v and W (v) is
the averaged reliability, i.e., the integrated reliability divided by the
number of accumulated frames. 1 is a d-dimensional vector, all of
whose components equal to one. py is the uniform probability dis-
tribution. A, is a parameter to modulate the effect of the reliability,
and we set A, as 1.5 in the experiments as the maximum value of
W (v) was about 0.6.

Pairwise potential v, The pairwise potential yp(x;,x;) consists
of three bilateral kernels:

Wy (xi,x7) = p(xi,x;) (waka(xi,xj) + wnkn (x;,x}) +wsks(xi,xj)) ,
1, ifx;#x;
H(xi,xj)—{ 7%

0, otherwise.

N
where y,, introduces a high penalty to differently labeled but simi-
lar neighboring nodes. The similarity between nodes are defined by
following three kernels.

The appearance kernel kq(x;,x;) lets geometrically nearby ver-
tices with similar appearances have the high similarity:
pi—pil* lei—cj

ka (xivxj) = exp ( - 29% - 292 )7 (8)

where p; and ¢; are 3D vertex position and color of vertex v;, re-

spectively. Similarly, the surface smoothness kernel kn(x;,x;) en-
forces locally consistent predictions on smooth surfaces by taking
into account the positions and surface normals:
2 2
lpi—pjl”  |ni—nj

kl’l(xi7xj) = exp < - 29‘% - 29% ) ’ (9)

where n; is the surface normal vector of vertex v;.

Lastly we formulate the semantic similarity kernel k(x;,x;) be-
tween two vertices utilizing the confusion matrix of 2D semantic
segmentation network. A confusion matrix encodes how much each
object class can be confused with other classes. For a vertex that has
the maximum integrated confidence value on class k, we interpret
the k-th row of the confusion matrix as a semantic feature.

pi—pil>  Isi—sjl

k‘(’““)‘f):e"p<_ 202 202 > (10)

si =M.y, (the k-th row of matrix M)

k = argmax,,C" (v;), (11)

where M is the confusion matrix and C™(v;) is the confidence of
vertex v; on object class m. By incorporating the confusion matrix
to define the similarity of the confidences of two vertices, instead
of directly comparing the classes with the maximum confidence
values, different but similar classes (e.g., table and desk) can have
higher values in the semantic similarity kernel ks, encouraging the
corresponding nodes to have the same label finally by CRF reg-
ularization even though their integrated confidences are not accu-
rate. Similar to the depth-based accuracy weight in Section 5.1, we
evaluate RDFNet [PHL17] on ScanNet validation set to obtain the
confusion matrix M.

The Gibbs energy E(x) can be efficiently minimized using a
mean field approximation algorithm proposed by Krihenbiihl and
Koltun [KK11]. The algorithm inferences the result in linear time
in the number of nodes. Therefore, despite the fact that our dense
surface reconstruction process produces a mesh with millions of
vertices, the CRF-based mesh segmentation only takes a few sec-
onds.

In the following experiments, based on previous litera-
tures [HFL14,KK11,MHDL17], we use Gaussian parameters 0, =
0.1, 6. = 0.1, 8, = 0.1 and 65 = 0.3. We also empirically set the
balance parameters as w, = 10, w, = 10 and wy = 3.

6. Experimental Results
6.1. Experimental setting

We conducted experiments to evaluate our method using Scan-
Net dataset [DCS*17], which is a RGB-D stream collection of
large scenes captured by Structure sensor [Occl6] and semanti-
cally annotated by crowd workers. All experiments were performed
on a PC with an Intel 17-6700K 4.0GHz CPU, 32GB RAM and
NVidia GTX 1080ti GPU. Publicly available implementations of
dense surface reconstruction [DNZ*17], 2D semantic segmenta-
tion [PHL17], and CRF inference [KK11] were used with proper
modifications to build our framework. For RDFNet, we use single-
scale prediction rather than multiple-scale ensemble for efficiency.
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Figure 6: Comparison with the results of Dai et al. [DCS* 17]. We use the same false coloring as [DCS*17].

Computation time Dense 3D reconstruction and volumetric fu-
sion of 20 class semantic labels run in near real-time, but 2D seg-
mentation takes about 0.3s per frame, preventing our framework
from achieving real-time performance. In our current implemen-
tation using a single GPU, both components cannot be run at the
same time due to the limited resource of the GPU. Mesh extrac-
tion and CRF regularization take about tens of seconds for a scene,
which depends on the size of the reconstructed mesh.

6.2. Qualitative evaluation of segmentation results

Figs. 6 and 10 show the final results of our semantic reconstruction
framework. For a given RGB-D stream, our framework produces
a high-quality dense 3D triangle mesh with semantically labeled
vertices. As shown in the figures, the mesh is precisely segmented
along the object class boundaries, such as between floor and wall.

Visual comparison with voxel-based method Dai et al.
[DCS*17] proposed a 3D CNN-based semantic labeling algorithm
using a low-resolution volume as the input and producing voxel la-
bels as the output. Here we visually compare the labeling results of
RGB-D streams with [DCS*17]. As shown in Fig. 6, our segmenta-
tion results show comparable quality in the perspective of labeling
large structural object classes, such as floor, wall, and bed. More-
over, as our framework works on a dense triangle mesh, our results
can distinguish the labels of small-scale objects that cannot be ad-
equately handled by low-resolution volumes.

Projected semantic segmentation images Since we have camera
parameters of the input frames, we can project the semantically
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(c) projected result

(a) color image (b) single-image result
Figure 7: Comparison between single-image semantic segmenta-
tion results and the projected results of our semantically segmented
3D meshes. Projection of missing geometry may introduce unla-
beled pixels (black color).

segmented mesh using the parameters to obtain 2D segmentation
results. As shown in Fig. 7b, outputs of the 2D semantic segmen-
tation network (fine-tuned RDFNet [PHL17]) contain large misla-
beled regions as the network only considers local content of a given
frame. In contrast, our projected segmentation results show remark-
ably enhanced quality and details thanks to the multiple-frame in-
tegration and CRF regularization process (Fig. 7¢).

Component analysis We proposed adaptive integration and CRF
regularization to exploit the characteristics of RDFNet and the
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(b) naive integration

(a) input scene

Figure 8: Experiments on the effects of two major components in our framework.

global context of the scene. To evaluate the effects of these compo-
nents, we test the framework with and without them. Fig. 8 shows
the results of four cases of component analysis where each com-
ponent is used or not. As expected, adaptive integration reduces
mislabeled vertices around the boundaries of objects, such as chair
and table, and CRF regularization drastically reduces small noisy
labels.

6.3. Quantitative experiments

In addition to visual comparison, we quantitatively evaluate our se-
mantic segmentation results using the semantic annotation of ver-
tices in ScanNet dataset [DCS*17]. For the test, we used ScanNet
test dataset that consists of 312 RGB-D streams in total.

Evaluation on ScanNet dataset Since 3D reconstruction pro-
duces different meshes according to the parameters, the ground
truth mesh in ScanNet dataset and our result mesh may not share
the same geometric structure (i.e., vertex and edge connectivity).
Consequently, we cannot directly compare the vertex labels of our
result mesh to the vertex labels in ScanNet dataset.

To evaluate the segmentation results independently of the mesh
structures, we treat a mesh as a point cloud by ignoring the edges.
Following the approach described in [HWN18], we voxelize the
result and the ground truth point clouds by merging the points in
each voxel, where majority voting is used to decide the label of a
voxel when several points belong to the voxel. Then we measure the
global accuracy of the entire dataset by comparing the result voxel
labels with the ground truths for all scenes. If a voxel is empty or
not annotated, it is not counted in the evaluation.

Table 1 shows that our framework could achieve global accu-
racy of 80.5% over the 312 test scenes. It also shows accuracies of
different settings of our framework and comparison to the voxel-
based semantic labeling of [DCS*17]. Note that [DCS*17] vox-
elizes the scene into a low-resolution sparse grid and labels each
grid cell. In contrast, we densely label each vertex with a seman-
tic class, which is a relatively hard problem setting. In that sense,
direct comparison between our results and [DCS*17] with the vox-
elization would not be fair although still our method shows a higher
accuracy. Our adaptive integration and CRF regularization mainly
address the mislabeled and noisy vertices around object boundaries,

(c) adaptive integration, no CRF (d) final result
Configurations Accuracy
Voxel-based labeling [DCS™17] 73.00%
Naive integration and without CRF 79.02%
Adaptive integration and without CRF  79.28%
Naive integration with CRF 79.79%
Adaptive integration and with CRF 79.86%

Table 1: Global accuracy of semantic segmentation on ScanNet.
For the naive integration, we use a uniform weight for all labels in
per-pixel reliability WF,.

as shown in Fig. 8. These improvements are clear in terms of visual
quality but may not introduce significant changes on the global ac-
curacy.

Comparison with point-based methods RSNet [HWN18] men-
tioned that the global accuracy is not enough for evaluating seg-
mentation results on highly unbalanced ScanNet dataset. For bet-
ter evaluation of our results, we measured the mean intersection
over union (mIOU) and mean accuracy (mAcc), as in [QSMG17,
QYSG17,HWNI18]. Table 2 shows our method achieved the state-
of-the-art results on ScanNet dataset. Compared to RSNet with
RGB information, ours improves mIOU and mAcc by 2.84% and
15.30%, respectively. Table 2 also shows IOU of each category.

Evaluation on projected 2D segmentation We also evaluate the
performance of our semantic integration by comparing the results
against the single image 2D semantic segmentation results, which
have been used for volumetric fusion. We measure three types of
accuracy metrics (pixel accuracy, mean accuracy [LSD15], and
mean IOU [EVGW™10]) on 53K semantic segmentation results in
total by projecting every 10th frame in the 312 ScanNet test scenes.
The results in Table 3 are matched with the visual comparisons in
Fig. 7, and our semantic reconstruction improves the segmentation
accuracy over the original 2D semantic segmentation.

6.4. 3D Scene completion and manipulation

As applications of our 3D semantic segmentation, we demonstrate
3D scene completion and manipulation. Single surface reconstruc-
tion using a RGB-D stream cannot build a complete geometry of
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Method mlOU mAcc wall floor  cabinet bed chair sofa  table door window
PointNet [QSMG17] 14.69 19.90 69.44  88.59 4.99 17.96 3593 3279 3278 0.00 0.00
PointNet++ [QYSG17] 34.26 43.77 7748 9250  23.81 51.32 64.55 5227 46.60 2.02 3.56
RSNet [HWN18] 39.35 48.37 7923  94.10  31.29 55.95 6499 5541 51.04 3.00 8.75
RSNet w/ RGB [HWN18] 41.16 50.34 79.38 9421  30.06 53.09 63.65 51.06 48.67 15.32 15.67
Ours 44.00 65.64 6690 80.67 31.76 52.66 64.01 5839 51.64 30.93 21.10
Method bookshelf picture counter desk curtain refridg shower toilet sink  bathtub  others
PointNet [QSMG17] 3.18 0.00 5.09 2.63 0.00 0.00 0.00 0.00  0.00 0.17 0.13
PointNet++ [QYSG17] 52.93 0.00 20.04 1269 3297 18.51 2743 3137 3023 4272 2.20
RSNet [HWN18] 53.02 0.95 2272 34.53 6.78 37.90 29.92 5416 3484  49.38 18.98
RSNet w/ RGB [HWNI18] 53.67 4.30 2090  35.27 8.30 39.76 2436 6320 41.00 60.37 20.98
Ours 31.21 7.38 24.07  26.18  30.36 56.34 23.63 7337 4626 69.74 33.33

Table 2: Quantitative results on ScanNet dataset. We report mean 10U and mean Accuracy of all labels as well as 10U for each label.

Measurements of previous methods are from [HWN18].

(a) original scene (b) semantic segmentation

(c) completed scene (d) completed & manipulated scene

Figure 9: Geometric hole-filling & scene manipulation (removing the chairs).

Method pixel acc. mAcc. mIOU
single image segmentation
(original) [PHL17] 60.44 4732 29.34
single image segmentation
(fine-tuned on ScanNet) 7335 982 4560
projected segmentation 77.18 63.20  50.69

Table 3: Accuracy comparison of 2D segmentation results and our
projected segmentations, where the ground truths are obtained us-
ing projection images of ScanNet [DCS* 17] test scenes.

the scene due to uncaptured regions. For example, a floor region
under the desk or bed cannot be reconstructed as it is not visible
from any input frame. This incomplete geometry could limit the us-
age of the reconstructed scene model in various applications, such
as virtual reality and interior redesign. For example, removing or
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moving objects on the floor would reveal the uncaptured regions,
which we call geometric holes.

Semantic-aware scene completion Geometric holes of the re-
constructed mesh can be easily filled using semantic informa-
tion. Dense 3D reconstruction algorithms such as BundleFu-
sion [DNZ*17] and VoxelHashing [NZIS13] generate a single huge
connected geometry without any semantic information, and it is not
straightforward to detect scene structures, such as wall, floor, and
ceiling. In contrast, our method generates a semantically segmented
mesh, and we can easily estimate the structures by grouping ver-
tices with the same semantic labels.

For example, we can fill the geometric holes on the floor with
a few simple steps. First, we fit a 3D plane to the floor by per-
forming RANSAC [FB87] on the floor vertices. We subdivide the
estimated plane into a 2D grid and project all vertices with floor
and wall class labels onto the plane, finding unoccupied grid cells,
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reconstructed scene

our segmentation result

Figure 10: Semantic segmentation results of large-scale complex scenes reconstructed using thousands of RGB-D frames.

which correspond to geometry holes. We can then extract the hole
boundary using a simple contour tracing algorithm [SA85]. Finally,
re-triangulating the grid cells inside the hole boundary gives us a
clean, hole-filled floor mesh. As shown in Fig. 9¢c, our geometric
hole-filling algorithm effectively recovers the missing parts on the
floor, which has not been captured in the reconstruction process.

3D Scene manipulation As we have determined the semantic la-
bels of all the vertices, we can easily divide the entire reconstructed
mesh into separate meshes for different object classes. Then we can
manipulate the individual object meshes independently from oth-
ers, e.g., by applying 3D transforms, as shown in Fig. 9d. Note that
in the example, objects on the floor can be freely moved without
revealing any holes as we have already restored the complete floor
plane in our semantic-aware scene completion step.

7. Conclusions

This paper introduced a novel framework that automatically gen-
erates a semantically segmented triangular mesh from a RGB-D
video. Our method exploits the recent successes of deep neural net-
works on semantic segmentation of images by adaptively integrat-
ing 2D semantic predictions through volumetric fusion. In addition,
our CRF-based semantic label regularization produces a more ro-
bust segmentation result by incorporating global scene context us-
ing geometric and photometric information.

Our method does not require a labeled 3D training dataset, which

would be harder to obtain than a 2D dataset. In addition, advances
of 2D semantic segmentation can be readily incorporated for im-
proving 3D segmentation in our framework. For example, 3D in-
stance segmentation could be made possible with our approach as
high quality 2D instance segmentation becomes available.

Limitation and future work Our framework contains 3D recon-
struction and RGB-D image segmentation, and any failure on each
process will lower the quality of the results. Especially, camera
tracking failure or drifting during the reconstruction may introduce
erroneous results. Noisy and inaccurate results of 2D semantic seg-
mentation are less critical as our method compensates the errors
by integrating segmentation results from multiple frames (Fig. 7).
Our future work includes real-time semantic reconstruction of 3D
scenes that can provide integrated semantic information, as well
as geometry and color, of the reconstructed scene during the cap-
turing process, probably based on multi-GPU implementation. It
would also be interesting to investigate on an effective way for in-
corporating semantically segmented meshes into semantic model-
ing [CLW*14,LGW17].
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