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#### Abstract

In this work, we consider a distributed multi-agent stochastic optimization problem, where each agent holds a local objective function that is smooth and strongly convex and that is subject to a stochastic process. The goal is for all agents to collaborate to find a common solution that optimizes the sum of these local functions. With the practical assumption that agents can only obtain noisy numerical function queries at precisely one point at a time, we extend the distributed stochastic gradient-tracking (DSGT) method to the bandit setting where we do not have access to the gradient, and we introduce a zero-order (ZO) one-point estimate (1P-DSGT). We then consider another consensus-based distributed stochastic gradient (DSG) method under the same setting and introduce the same estimate (1P-DSG). We analyze the convergence of these novel techniques for smooth and strongly convex objectives using stochastic approximation tools, and we prove that they converge almost surely to the optimum despite the biasedness of our gradient estimate. We then study the convergence rate of our methods. With constant step sizes, our methods compete with their first-order (FO) counterparts by achieving a linear rate $O\left(\varrho^{k}\right)$ as a function of number of iterations $k$. To the best of our knowledge, this is the first work that proves this rate in the noisy estimation setting or with one-point estimators. With vanishing step sizes, we establish a rate of $O\left(\frac{1}{\sqrt{k}}\right)$ after a sufficient number of iterations $k>K_{0}$. This is the optimal rate proven in the literature for centralized techniques utilizing one-point estimators. We then provide a regret bound of $O(\sqrt{k})$ with vanishing step sizes. We further illustrate the usefulness of the proposed techniques using numerical experiments.


## 1 Introduction

Gradient-free optimization is an old topic in the research community; however, there has been an increased interest recently, especially in machine learning applications, where optimization problems are typically solved with gradient descent algorithms. Successful applications of gradient-free methods in machine learning include competing with an adversary in bandit problems (Flaxman et al., 2004 Agarwal et al., 2010), generating adversarial attacks for deep learning models (Chen et al.,|2019||Liu et al., 2019) and reinforcement learning (Vemula et al. 2019). Gradient-free optimization aims to solve optimization problems with only functional ZO information rather than FO gradient information. These techniques are essential in settings where explicit gradient computation may be impractical, expensive, or impossible. Instances of such settings include high data dimensionality, time or resource straining function differentiation, or the cost function not having a closed-form. ZO information-based methods include direct search methods (Golovin et al., 2019), 1-point methods (Flaxman et al. 2004, Bach \& Perchet 2016 Vemula et al., 2019 Li \& Assaad, 2021) where a function $f(\cdot, S): \mathbb{R}^{d} \rightarrow \mathbb{R}$ is evaluated at a single point with some randomization to estimate the gradient as such

$$
\begin{equation*}
g_{\gamma, z}^{(1)}(x, S)=\frac{d}{\gamma} f(x+\gamma z, S) z, \tag{1}
\end{equation*}
$$

with $x$ the optimization variable, $\gamma>0$ a small value, and $z$ a random vector following a symmetrical distribution. ZO also includes 2- or more point methods (Duchi et al., 2015 Nesterov \& Spokoiny, 2017 Gorbunov et al., 2018, Bach \& Perchet, 2016, Hajinezhad et al., 2019; Kumar Sahu et al., 2018, Agarwal
et al. 2010, Chen et al. 2019, Liu et al., 2019, Vemula et al. 2019), where functional difference at various points is employed for estimation, generally having the respective structures

$$
\begin{align*}
g_{\gamma, z}^{(2)}(x, S) & =d \frac{f(x+\gamma z, S)-f(x-\gamma z, S)}{2 \gamma} z  \tag{2}\\
\text { and } g_{\gamma}^{(2 d)}(x, S) & =\sum_{j=1}^{d} \frac{f\left(x+\gamma e_{j}, S\right)-f\left(x-\gamma e_{j}, S\right)}{2 \gamma} e_{j} \tag{3}
\end{align*}
$$

where $\left\{e_{j}\right\}_{j=1, \ldots, d}$ is the canonical basis, and other methods such as sign information of gradient estimates (Liu et al. 2019).

Another area of great interest is distributed multi-agent optimization, where agents try to cooperatively solve a problem with information exchange only limited to immediate neighbors in the network. Distributed computing and data storing are particularly essential in fields such as vehicular communications and coordination, data processing and distributed control in sensor networks (Shi \& Eryilmaz, 2020), big-data analytics (Daneshmand et al. 2015), and federated learning (McMahan et al., 2017). More specifically, one direction of research integrates (sub)gradient-based methods with a consensus/averaging strategy; the local agent incorporates one or multiple consensus steps alongside evaluating the local gradient during optimization. Hence, these algorithms can tackle a fundamental challenge: overcoming differences between agents' local data distributions.

### 1.1 Problem Description

Consider a set of agents $\mathcal{N}=\{1,2, \ldots, n\}$ connected by a communication network. Each agent $i$ is associated with a local objective function $f_{i}(\cdot, S): \mathcal{K} \rightarrow \mathbb{R}$, where $\mathcal{K} \subset \mathbb{R}^{d}$ is a convex feasible set. The global goal of the agents is to collaboratively locate the decision variable $x \in \mathcal{K}$ that solves the stochastic optimization problem:

$$
\begin{equation*}
\min _{x \in \mathcal{K}} \mathcal{F}(x)=\frac{1}{n} \sum_{i=1}^{n} F_{i}(x) \tag{4}
\end{equation*}
$$

where

$$
F_{i}(x)=\mathbb{E}_{S} f_{i}(x, S)
$$

with $S \in \mathcal{S}$ denoting an i.i.d. ergodic stochastic process describing uncertainties in the communication system.

We assume that at each time step, agent $i$ can only query the function values of $f_{i}$ at exactly one point, and can only communicate with its neighbors. Further, we assume that the function queries are noisy $f_{i}=f_{i}+\zeta_{i}$ with $\zeta_{i}$ some additive noise. Agent $i$ must then employ this query to estimate the gradient of the form $g_{i}\left(x, S_{i}\right)$.
One efficient algorithm with a straightforward averaging scheme to solve this problem is the gradient-tracking (GT) technique, which has proven to achieve rates competing with its centralized counterparts. For example, the acquired error bound under a distributed stochastic variant was found to decrease with the network size $\mathrm{n}(\overline{\mathrm{Pu}} \&$ Nedić, 2018). In most work, this technique proved to converge linearly to a neighborhood of the optimal solution with constant step size ( $\mathrm{Qu} \& \mathrm{Li}, 2018$; Nedić et al. 2017, $\mathrm{Pu}, 2020$, which is also a unique attribute among other distributed stochastic gradient algorithms. It has been extended to time-varying (undirected or directed) graphs (Nedić et al. 2017), a gossip-like method which is efficient in communication (Pu \& Nedić, 2018), and nonconvex settings (Tang et al., 2021, Lorenzo \& Scutari, 2016, Jiang et al., 2022 , Lu et al. 2019). All references mentioned above consider the case where an accurate gradient computation or a unbiased gradient estimation with bounded variance (BV) is available, the variance being the mean squared approximation error of the gradient estimate with respect to the true gradient. Alongside this gradient tracking method, we explore another consensus-based distributed method without gradient tracking.

### 1.2 Function Classes and Gradient Estimate Assumptions

Consider the following five classes of functions:

- The convex class $\mathcal{C}_{c v x}$ containing all functions $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ that are convex.
- The strongly convex class $\mathcal{C}_{s c}$ containing all functions $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ that are continuously differentiable and admit a constant $\lambda_{f}$ such that

$$
\langle\nabla f(x)-\nabla f(y), x-y\rangle\left\|\geq \lambda_{f}\right\| x-y \|^{2}, \quad \forall x, y \in \mathbb{R}^{d}
$$

- The Lipschitz continuous class $\mathcal{C}_{\text {lip }}$ containing all functions $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ that admit a constant $L_{f}$ such that

$$
|f(x)-f(y)| \leq L_{f}\|x-y\|, \quad \forall x, y \in \mathbb{R}^{d}
$$

- The smooth class $\mathcal{C}_{s m o}$ containing all functions $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ that are continuously differentiable and admit a constant $G_{f}$ such that

$$
\|\nabla f(x)-\nabla f(y)\| \leq G_{f}\|x-y\|, \quad \forall x, y \in \mathbb{R}^{d}
$$

- The gradient dominated class $\mathcal{C}_{g d}$ containing all functions $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ that are differentiable, have a global minimizer $x^{*}$, and admit a constant $\nu_{f}$ such that

$$
2 \nu_{f}\left(f(x)-f\left(x^{*}\right)\right) \leq\|\nabla f(x)\|^{2}, \quad \forall x \in \mathbb{R}^{d}
$$

This gradient domination property can be viewed as a nonconvex analogy of strong convexity.

In addition, consider the following assumptions on the gradient estimate:

- A gradient estimate $g$ is said to be unbiased w.r.t. the true gradient $\nabla f$ if for all $x \in \mathbb{R}^{d}$ and independent $S \in \mathcal{S}$, it satisfies the following equality

$$
\mathbb{E}_{S}[g(x, S) \mid x]=\nabla f(x)
$$

- Otherwise, it is said to be biased and satisfies

$$
\mathbb{E}_{S}[g(x, S) \mid x]=\nabla f(x)+b(x)
$$

with $b(x)$ some bias term.

- A gradient estimate $g$ is said to have bounded variance when for all $x \in \mathbb{R}^{d}$ and independent $S \in \mathcal{S}$,

$$
\mathbb{E}_{S}\left[\|g(x, S)-\nabla f(x)\|^{2} \mid x\right] \leq \sigma \text { for some } \sigma>0
$$

- Otherwise, when this bound is unknown or does not exist, it is said to have unbounded variance.

In general, FO stochastic gradient estimates are unbiased and have bounded variance. ZO estimates, on the other hand, are biased. While multi-point ZO estimates have bounded or even vanishing variance, one-point estimates have unbounded variance Liu et al. (2020).

|  | GR. | OP | FUNCTION CLASS | CONSENSUS | $\begin{gathered} \text { STEP } \\ \text { SIZE } \end{gathered}$ | REGRET BOUND | CONVERGENCE RATE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ZO | Onepoint | Cent. <br> Cent. <br> Dist. <br> Dist. | $\begin{gathered} \mathcal{C}_{c v x} \bigcap \mathcal{C}_{l i p} \\ \mathcal{C}_{s c} \bigcap \mathcal{C}_{l i p} \bigcap \mathcal{C}_{s m} \\ \mathcal{C}_{s c} \bigcap \mathcal{C}_{s m o} \\ \mathcal{C}_{s c} \bigcap \mathcal{C}_{s m o} \end{gathered}$ | GT (w/o GT) <br> GT (w/o GT) | f. <br> v. <br> v. <br> f. | $\begin{aligned} & O\left(k^{\frac{3}{4}}\right) \\ & O(\sqrt{k}) \\ & O(\sqrt{k}) \end{aligned}$ | $\begin{array}{c\|c\|} O\left(\frac{1}{\sqrt[4]{k}}\right) \text { Flaxman et al. } \\ O\left(\frac{1}{\sqrt{k}}\right) & \text { Bach \& Perchet } \\ O\left(\frac{1}{\sqrt{k}}\right) & \text { 1P-DSGT (1P-DSG) } \\ O\left(\varrho^{k}\right) & 1 \text { P-DSGT (1P-DSG) } \end{array}$ |
|  | Twopoint | Cent. <br> Cent. <br> Dist. <br> Dist. | $\begin{gathered} \mathcal{C}_{c v x} \bigcap \mathcal{C}_{l i p} \\ \mathcal{C}_{s c} \bigcap \mathcal{C}_{l i p} \\ \mathcal{C}_{l i p} \bigcap \mathcal{C}_{s m o} \\ \mathcal{C}_{s m o} \bigcap \mathcal{C}_{g d} \end{gathered}$ | w/o GT <br> w/o GT | $\begin{aligned} & \mathrm{v} . \\ & \mathrm{v} . \\ & \mathrm{v} . \\ & \mathrm{v} \end{aligned}$ | $\begin{gathered} O(\sqrt{k}) \\ O(\log k) \end{gathered}$ |  |
|  | $(\mathrm{d}+1)-$ <br> point | Cent. | $\mathcal{C}_{s c} \bigcap \mathcal{C}_{l i p} \bigcap \mathcal{C}_{s m o}$ | - | v. | $O(\log k)$ | $O\left(\frac{\log k}{k}\right)$ Agarwal et al. 2010 |
|  | 2dpoint | Dist. Dist. | $\begin{gathered} \mathcal{C}_{s m o} \\ \mathcal{C}_{s m o} \end{gathered} \bigcap_{g d} \mathcal{C}_{g d}$ | $\begin{aligned} & \text { GT } \\ & \text { GT } \end{aligned}$ | $\begin{aligned} & \text { f. } \\ & \text { f. } \end{aligned}$ |  | $\begin{array}{ll} O\left(\frac{1}{k}\right) & \text { Tang et al. } \\ O\left(\varrho^{k}\right) & \text { Tang et al. } \\ 2021 \\ \hline \end{array}$ |
|  | Kernel <br> -based | Cent. | $\mathcal{C}_{c v x} \bigcap \mathcal{C}_{l i p}$ | - | v. | $O(\sqrt{k})$ | $O\left(\frac{1}{\sqrt{k}}\right)$ Bubeck et al. 2021 |
| FO | Unbiased /BV | Dist. <br> Dist. <br> Dist. | $\begin{gathered} \mathcal{C}_{s c} \bigcap \mathcal{C}_{s m o} \\ \mathcal{C}_{s c} \bigcap \mathcal{C}_{s m o} \\ \mathcal{C}_{s m o} \end{gathered}$ | $\begin{aligned} & \text { GT } \\ & \\ & \text { GT } \\ & \text { GT } \end{aligned}$ | f. <br> v. <br> v. |  |  |

Table 1: Convergence rates for various algorithms related to our work, classified according to the nature of the gradient estimate (gr.), whether the optimization problem (OP) is centralized or distributed, the assumptions on the objective function, the consensus strategy, if any, either with gradient tracking (GT) or without (w/o GT), whether the step size is fixed (f.) or varying (v.), and the achieved regret bound and convergence rate

### 1.3 Related Work

The optimal convergence rate for solving problem (4), assuming the objective function $\mathcal{F}$ is strongly convex with Lipschitz continuous gradients, has been established as $O\left(\frac{1}{k}\right)$ under a diminishing step size with full gradient information $\mathrm{Pu} \&$ Nedić (2018); Nemirovski et al. (2009). However, when employing a constant step size $\alpha>0$ that is sufficiently small, the iterates produced by a stochastic gradient method converge exponentially fast (in expectation) to an $O(\alpha)$-neighborhood of the optimal solution ( $\mathrm{Pu} \&$ Nedić, 2018); this is known as the linear rate $O\left(\varrho^{k}\right)$. To solve problem (4), all Qu \& Li (2018); Lorenzo \& Scutari (2016); Nedić et al. (2017); Shi et al. (2015); Li et al. (2022); Jiang et al. (2022) present a distributed gradient-tracking method that employs local auxiliary variables to track the average of all agents' gradients, considering the availability of accurate gradient information. In both Li et al. (2022); Jiang et al. (2022), each local objective function is an average of finite instantaneous functions. Thus, they incorporate the gradient-tracking algorithm with stochastic averaging gradient technology (Li et al., 2022) (smooth convex optimization) or with variance reduction techniques (Jiang et al., 2022) (smooth nonconvex optimization). At each iteration, they randomly select only one gradient of an instantaneous function to approximate the
local batch gradient. In Li et al. (2022), this is an unbiased estimate of the local gradient, whereas, in Jiang et al. (2022), it is biased. Nevertheless, both references assume access to an exact gradient oracle.

All Pu \& Nedić (2018); Xin et al. (2019); Pu (2020); Lu et al. (2019) assume access to local stochastic FO oracles where the gradient is unbiased and with a bounded variance. In the first three, they additionally assume smooth and strongly-convex local objectives, and they all accomplish a linear convergence rate under a constant step size. Pu \& Nedić (2018) propose a distributed stochastic gradient-tracking method (DSGT) and a gossip-like stochastic gradient-tracking method (GSGT) where at each round, each agent wakes up with a certain probability. Further, in Pu \& Nedić 2018), when the step-size is diminishing, the convergence rate is that of $O\left(\frac{1}{k}\right)$. Xin et al. (2019) employ a gradient-tracking algorithm for agents communicating over a strongly-connected graph. Pu (2020) introduces a robust gradient-tracking method (R-Push-Pull) in the context of noisy information exchange between agents and with a directed network topology. Lu et al. (2019) propose a gradient-tracking based nonconvex stochastic decentralized (GNSD) algorithm for nonconvex optimization problems in machine learning, and they fulfill a convergence rate of $O\left(\frac{1}{\sqrt{k}}\right)$ under constant step size.

On the other hand, ZO methods are known to have worse convergence rates than their FO counterparts under the same conditions. For example, under a convex centralized setting, Flaxman et al. (2004) prove a regret bound of $O\left(k^{\frac{3}{4}}\right)$ (or equivalently a rate of $O\left(\frac{1}{\sqrt[4]{k}}\right)$ ) with a one-point estimator for Lipschitz continuous functions. For strongly convex and smooth objective functions, Hazan \& Levy (2014) and Ito (2020) improve upon this result by proving a regret of $O(\sqrt{k \log k})$ and Bach \& Perchet $(2016)$ that of $O(\sqrt{ } k)$. In the work of Agarwal et al. (2010), when the number of points is two, they prove regret bounds of $\tilde{O}(\sqrt{k})$ with high probability and of $O(\log (k))$ in expectation for strongly convex loss functions. When the number is $d+1$ point, they prove regret bounds of $O(\sqrt{k})$ and of $O(\log (k))$ with strong convexity. The reason why the performance improves with the addition of number of points in the estimate, is that their variance can be bounded, unlike one-point estimates whose variance cannot be bounded (Liu et al. 2020). However, when the function queries are subjected to noise, multi-point estimates start behaving like one-point ones. In noisy function queries (centralized) scenario, it has been proven that gradient-free methods cannot achieve a better convergence rate than $\Omega\left(\frac{1}{\sqrt{k}}\right)$ which is the lower bound derived by Duchi et al. (2015); Jamieson et al. (2012); Shamir (2013) for strongly convex and smooth objective functions. In the work of Bubeck et al. (2021), a kernelized loss estimator is proposed where a generalization of Bernoulli convolutions is adopted, and an annealing schedule for exponential weights is used to control the estimator's variance in a focus region for dimensions higher than 1 . Their method achieves a regret bound of $O(\sqrt{k})$.

In distributed settings, Tang et al. (2021) develop two algorithms for a noise-free nonconvex multi-agent optimization problem aiming at consensus. One of them is gradient-tracking based on a 2 d -point estimator of the gradient with vanishing variance that achieves a rate of $O\left(\frac{1}{k}\right)$ with smoothness assumptions and a linear rate for an extra $\nu$-gradient dominated objective assumption and for fixed step sizes. The other is based on a 2-point estimator without global gradient tracking and achieves a rate of $O\left(\frac{1}{\sqrt{k}} \log k\right)$ under Lipschitz continuity and smoothness conditions and $O\left(\frac{1}{k}\right)$ under an extra gradient dominated function structure.
We summarize all the mentioned convergence rates from the literature in Table 1

### 1.4 Contributions

While the gradient tracking method has been extended to the ZO case (Tang et al. 2021), the approach followed by Tang et al. (2021) relies on a multi-point gradient estimator. It also assumes a static objective function devoid of any stochasticity or noise in the system. However, real-world scenarios often involve various sources of stochasticity and noise, such as differing data distributions among devices, perturbations in electronic components, quantization errors, data compression losses, and fluctuations in communication channels over time. Consequently, static objective functions become inadequate for realistic modeling. Moreover, the multi-point estimation technique assumes the ability to observe multiple instances of the objective function under identical system conditions, i.e., many function queries are done for the same realization of $S$ in (22) and (3). However, this assumption needs to be revised in applications such as mobile edge computing (Mao et al. 2017, Chen et al., 2021, Zhou et al. 2022) where computational tasks from mobile users are
offloaded to servers within the cellular network. Thus, queries requested from the servers by the users are subject to the wireless environment and are corrupted by noise not necessarily additive. Other applications include sensor selection for an accurate parameter estimation (Liu et al. 2018) where the observation of each sensor is continuously changing. Thus, in such scenarios, one-point estimates offer a vital alternative to solving online optimization/learning problems. Yet, one-point estimators are not generally used because of their slow convergence rate. The main reason is due to their unbounded variance. To avoid this unbounded variance, in this work, we don't use the estimate given in (1), we extend the one point approach in Li \& Assaad (2021)'s work where the action of the agent is a scalar and different agents have different variables, to our consensual problem with vector variables. The difference is that in our gradient estimate, we don't divide by $\gamma$. This brings additional challenges in proving that our algorithm converges and a consensus can be achieved by all agents. And even with bounded variance, there's still a difficulty achieving good convergence rates when combining two-point estimates with the gradient tracking method due to the constant upper bound of the variance (Tang et al. , 2021). Here, despite this constant bound, we were able to go beyond two-point estimates and achieve a linear rate. Moreover, while it requires $2 d$ points to achieve a linear rate in Tang et al. (2021)'s work, which is twice the dimension of the gradient itself, here we only need one scalar point or query. This is much more computationally efficient. We were also able to prove that this same method without the gradient tracking step converges linearly to a neighborhood of the optimum with ZO information, which has not been done before with that method.

We summarize our contribution in the following points,

- We consider smooth and strongly convex local objectives, and we extend the gradient-tracking algorithm to the case where we do not have access to the gradient in the noisy setting. We also extend another consensus-based distributed algorithm to the same setting.
- Under the realistic assumption that the agent only has access to a single noisy function value at each time without necessarily knowing the form of this function, we propose a one-point estimator in a stochastic framework.
- Naturally, one-point estimators are biased with respect to the true gradient and suffer from high variance (Liu et al., 2020); hence, they do not match the assumptions for convergence presented by Tang et al. (2021); Pu \& Nedić (2018); Xin et al. (2019); Pu (2020); Lu et al. (2019). However, in this work, we analyze and indeed prove the algorithm's convergence almost surely with a biased estimate. This convergence is stronger than expected convergence analysis usually established for ZO optimization. We also consider that a stochastic process influences the objective function from one iteration to the other, which is not the case in the aforementioned references.
- We then study the convergence rate and we demonstrate that with fixed step sizes, the algorithm achieves a linear convergence rate $O\left(\varrho^{k}\right)$ to a neighborhood of the optimal solution, marking the first instance where this rate is attained in ZO optimization with one-point/two-point estimates and in a noisy query setting, to the best of our knowledge. This linear rate competes with FO methods and even centralized algorithms in terms of convergence speed (Pu \& Nedić, 2018).
- More interestingly, our proof can be used to analyze the convergence of other distributed ZO methods. For instance, we prove that other consensus-based methods can achieve linear convergence rates with single-point ZO estimates. This shows that, in general, single-point methods can converge at a linear rate to a neighborhood of the global optimum. We re-emphasize that this is the first time such a convergence rate has been established.
- When the step-sizes are vanishing, we prove that a rate of $O\left(\frac{1}{\sqrt{k}}\right)$ is attainable to converge to an exact solution after a sufficient number of iterations $k>K_{0}$. This rate satisfies the lower bounds achieved by its centralized counterparts in the same derivative-free setting (Duchi et al. 2015. Jamieson et al., 2012 Shamir 2013).
- We then show that a regret bound of $O(\sqrt{k})$ is achieved for this algorithm.
- Finally, we support our theoretical claims by providing numerical evidence and comparing the algorithm's performance to its FO and centralized counterparts.

The rest of this paper is divided as follow. In subsection 1.5, we present the mathematical notation followed in this paper. In subsection 1.6, we present the main assumptions of our optimization problem. We then describe our gradient estimate followed by the proposed algorithms in subsection 2.1 We then prove the almost sure convergence of our first algorithm in subsection 3.1 and study its rate in subsection 3.2 with varying step sizes. In subsection 3.3, we find its regret bound. And in subsection 3.4 , we consider the case of fixed step sizes, study the convergence of our algorithm and its rate. In section 4 we re-establish all our results for the second algorithm. Finally, in section 5 we provide numerical evidence and conclude the paper in section 6

### 1.5 Notation

In all that follows, vectors are column-shaped unless defined otherwise and $\mathbf{1}$ denotes the vector of all entries equal to 1 . For two vectors $a, b$ of the same dimension, $\langle a, b\rangle$ is the inner product. For two matrices $A$, $B \in \mathbb{R}^{n \times d}$, we define

$$
\langle A, B\rangle=\sum_{i=1}^{n}\left\langle A_{i}, B_{i}\right\rangle
$$

where $A_{i}$ (respectively, $B_{i}$ ) represents the $i$-th row of $A$ (respectively, $B$ ). This matrix product is the HilbertSchmidt inner product which is written as $\langle A, B\rangle=\operatorname{tr}\left(A B^{\mathrm{T}}\right)$. \|.\| denotes the 2-norm for vectors and the Frobenius norm for matrices.

We next let $\Pi_{\mathcal{K}}(\cdot)$ denote the Euclidean projection of a vector on the set $\mathcal{K}$. We know that this projection on a closed convex set $\mathcal{K}$ is nonexpansive (Kinderlehrer \& Stampacchia (2000) - Corollary 2.4), i.e.,

$$
\begin{equation*}
\left\|\Pi_{\mathcal{K}}(x)-\Pi_{\mathcal{K}}\left(x^{\prime}\right)\right\| \leq\left\|x-x^{\prime}\right\|, \quad \forall x, x^{\prime} \in \mathbb{R}^{d} \tag{5}
\end{equation*}
$$

We assume that each agent $i$ maintains a local copy $x_{i} \in \mathcal{K}$ of the decision variable and another auxiliary variable $y_{i} \in \mathbb{R}^{d}$ (considered only in the gradient tracking method) and each agent's local function is subject to the stochastic variable $S_{i} \in \mathbb{R}^{m}$. At iteration $k$, the respective values are denoted as $x_{i, k}, y_{i, k}$, and $S_{i, k}$. Bold notations denote the concatenated version of the variables, i.e.,

$$
\begin{aligned}
& \mathbf{x}:=\left[x_{1}, x_{2}, \ldots, x_{n}\right]^{T} \text { and } \mathbf{y}:=\left[y_{1}, y_{2}, \ldots, y_{n}\right]^{T} \text { are of dimension } n \times d, \\
& \quad \text { and } \mathbf{S}:=\left[S_{1}, S_{2}, \ldots, S_{n}\right]^{T} \text { of dimension } n \times m .
\end{aligned}
$$

We then define the means of the previous two variables as $\bar{x}:=\frac{1}{n} \mathbf{1}^{T} \mathbf{x}$ and $\bar{y}:=\frac{1}{n} \mathbf{1}^{T} \mathbf{y}$ of dimension $1 \times d$. We define the gradient of $F_{i}$ at the local variable $\nabla F_{i}\left(x_{i}\right) \in \mathbb{R}^{d}$ and its Hessian matrix $\nabla^{2} F_{i}\left(x_{i}\right) \in \mathbb{R}^{d \times d}$ and we let

$$
\nabla F(\mathbf{x}):=\left[\nabla F_{1}\left(x_{1}\right), \nabla F_{2}\left(x_{2}\right), \ldots, \nabla F_{n}\left(x_{n}\right)\right]^{T} \in \mathbb{R}^{n \times d}
$$

and

$$
\mathbf{g}:=g(\mathbf{x}, \mathbf{S}):=\left[g_{1}\left(x_{1}, S_{1}\right), g_{2}\left(x_{2}, S_{2}\right), \ldots, g_{n}\left(x_{n}, S_{n}\right)\right]^{T} \in \mathbb{R}^{n \times d}
$$

We define its mean $\bar{g}:=\frac{1}{n} \mathbf{1}^{T} \mathbf{g} \in \mathbb{R}^{1 \times d}$ and we denote each agent's gradient estimate at time $k$ by $g_{i, k}=$ $g_{i}\left(x_{i, k}, S_{i, k}\right)$.

### 1.6 Basic Assumptions

In this subsection, we introduce the fundamental assumptions that ensure the performance of the 1P-DSGT algorithm.
Assumption 1.1. (on the graph) The topology of the network is represented by the graph $\mathcal{G}=(\mathcal{N}, \mathcal{E})$ where the edges in $\mathcal{E} \subseteq \mathcal{N} \times \mathcal{N}$ represent communication links. A graph $\mathcal{G}$ is undirected, i.e., $(i, j) \in \mathcal{E}$ iff $(j, i) \in \mathcal{E}$, and connected (there exists a path of links between any two agents).
$W=\left[w_{i j}\right] \in \mathbb{R}^{n \times n}$ denotes the agents' coupling matrix, where agents $i$ and $j$ are connected iff $w_{i j}=w_{j i}>0$ ( $w_{i j}=w_{j i}=0$ otherwise). $W$ is a nonnegative matrix and doubly stochastic, i.e., $W \mathbf{1}=\mathbf{1}$ and $\mathbf{1}^{T} W=\mathbf{1}^{T}$. All diagonal elements $w_{i i}$ are strictly positive.

Assumption 1.2. (on the objective function) We assume the existence and the continuity of both $\nabla F_{i}(x)$ and $\nabla^{2} F_{i}(x)$. Let $x^{*} \in \mathcal{K}$ denote the solution of the problem (4), then $\nabla F_{i}\left(x^{*}\right)=0$ and $\operatorname{det}\left(\nabla^{2} F_{i}\left(x^{*}\right)\right)>0$, $\forall i \in \mathcal{N}$. To ensure the existence of $x^{*}$, we let $F_{i}(x)$ be $\lambda_{i}$-strongly convex for all $i \in \mathcal{N}$. Then, $\mathcal{F}(x)$ is also strongly convex with $\lambda=\frac{1}{n} \sum_{i=1}^{n} \lambda_{i}>0$ and

$$
\left\langle\nabla \mathcal{F}(x), x-x^{*}\right\rangle \geq \lambda\left\|x-x^{*}\right\|^{2}, \forall x \in \mathcal{K} .
$$

We further assume the boundedness of the local Hessian where there exists a constant $c_{1} \in \mathbb{R}^{+}$such that

$$
\left\|\nabla^{2} F_{i}(x)\right\|_{2} \leq c_{1}, \forall x \in \mathcal{K}, \forall i \in \mathcal{N},
$$

where here it suffices to the spectral norm (keeping in mind for a matrix $A,\|A\|_{2} \leq\|A\|_{F}$ ).
Assumption 1.3. (on the additive noise) $\zeta_{i, k}$ is a zero-mean uncorrelated noise with bounded variance, where $E\left(\zeta_{i, k}\right)=0$ and $E\left(\zeta_{i, k}^{2}\right)=c_{2}<\infty, \forall i \in \mathcal{N}$.
Lemma 1.4. Qu $\xi \mathrm{Li}, 2018)$ Let $\rho_{w}$ be the spectral norm of $W-\frac{1}{n} \mathbf{1 1}^{T}$. When Assumption 1.1 is satisfied, we have the following inequality

$$
\|W \omega-\mathbf{1} \bar{\omega}\| \leq \rho_{w}\|\omega-\mathbf{1} \bar{\omega}\|, \forall \omega \in \mathbb{R}^{n \times d} \text { and } \bar{\omega}=\frac{1}{n} \mathbf{1}^{T} \omega
$$

and $\rho_{w}<1$.
Lemma 1.5. $\left(P u \&\right.$ Nedic , 2018) Define $h(\mathbf{x}):=\frac{1}{n} \mathbf{1}^{T} \nabla F(\mathbf{x}) \in \mathbb{R}^{1 \times d}$. Due to the boundedness of the second derivative in Assumption 1.2, there exists a scalar $L>0$ such that the objective function is L-smooth, and

$$
\|\nabla \mathcal{F}(\bar{x})-h(\mathbf{x})\| \leq \frac{L}{\sqrt{n}}\|\mathbf{x}-\mathbf{1} \bar{x}\|
$$

Proof: See Appendix $A$.

## 2 Distributed Stochastic Gradient Methods

We propose to employ a zero-order one-point estimate of the gradient subject to the stochastic process $S$ and an additive noise $\zeta$ while a stochastic perturbation and a step size are introduced, and we assume that each agent can perform this estimation at each iteration. To elaborate, let $g_{i, k}$ denote the aforementioned gradient estimate for agent $i$ at time $k$, then we define it as

$$
\begin{align*}
g_{i, k} & =\Phi_{i, k} \tilde{f}_{i}\left(x_{i, k}+\gamma_{k} \Phi_{i, k}, S_{i, k}\right) \\
& =\Phi_{i, k}\left(f_{i}\left(x_{i, k}+\gamma_{k} \Phi_{i, k}, S_{i, k}\right)+\zeta_{i, k}\right) \tag{6}
\end{align*}
$$

where $\gamma_{k}>0$ is a vanishing step size and $\Phi_{i, k} \in \mathbb{R}^{d}$ is a perturbation randomly and independently generated by each agent $i . g_{i, k}$ is in fact a biased estimation of the gradient $\nabla F_{i}\left(x_{i, k}\right)$ and the algorithm can converge under the condition that all parameters are properly chosen. For clarification on the form of this bias and more on the properties of this estimate, refer to Appendix B.

### 2.1 The Algorithms

The first algorithm is a distributed stochastic gradient-tracking method denoted as 1P-DSGT employing the gradient estimate presented in (6). Every agent $i$ initializes its variables with an arbitrary valued vector $x_{i, 0} \in \mathcal{K}$ and $y_{i, 0}=g_{i, 0}$. Then, at each time $k \in \mathbb{N}$, agent $i$ updates its variables independently according to the following steps:

$$
\begin{align*}
& z_{i, k+1}=\sum_{j=1}^{n} w_{i j}\left(x_{j, k}-\alpha_{k} y_{j, k}\right) \\
& x_{i, k+1}=\Pi_{\mathcal{K}}\left(z_{i, k+1}\right)  \tag{7}\\
& \text { perform the action: } x_{i, k+1}+\gamma_{k+1} \Phi_{i, k+1} \\
& y_{i, k+1}=\sum_{j=1}^{n} w_{i j} y_{j, k}+g_{i, k+1}-g_{i, k}
\end{align*}
$$

where $\alpha_{k}>0$ is a vanishing step size. Algorithm (7) can then be written in the following compact matrix form for clarity of analysis:

$$
\begin{align*}
& \mathbf{z}_{k+1}=W\left(\mathbf{x}_{k}-\alpha_{k} \mathbf{y}_{k}\right) \\
& \mathbf{x}_{k+1}=\left[x_{1, k+1}, x_{2, k+1}, \ldots, x_{n, k+1}\right]^{T}  \tag{8}\\
& \text { perform the action: } \mathbf{x}_{k+1}+\gamma_{k+1} \mathbf{\Phi}_{k+1} \\
& \mathbf{y}_{k+1}=W \mathbf{y}_{k}+\mathbf{g}_{k+1}-\mathbf{g}_{k}
\end{align*}
$$

where $\boldsymbol{\Phi}_{k} \in \mathbb{R}^{n \times d}$ is defined as $\boldsymbol{\Phi}_{k}=\left[\Phi_{1, k}, \Phi_{2, k}, \ldots, \Phi_{n, k}\right]^{T}$.
As is evident from the update of the variables, the exchange between agents is limited to neighboring nodes, and it encompasses the decision variable $\mathbf{x}_{k+1}$ and the auxiliary variable $\mathbf{y}_{k+1}$.

By construction of Algorithm (8), we note that the mean of the auxiliary variable $\mathbf{y}_{k}$ is equal to that of the gradient estimate $\mathbf{g}_{k}$ at every iteration $k$ since $\mathbf{y}_{0}=\mathbf{g}_{0}$, and by recursion, we obtain $\bar{y}_{k}=\frac{1}{n} \mathbf{1}^{T} \mathbf{g}_{k}=\bar{g}_{k}$.

We next remark the effect of the gradient estimate variance on the convergence by carefully examining the steps in (8). Naturally, when the estimates have a large variance, the estimated gradients can vary widely from one sample to another. This means that the norm of $\mathbf{y}_{k+1}$, which is directly affected by this variance, may also grow considerably. As $\mathbf{x}_{k+1}$ itself is affected by $\mathbf{y}_{k}$, it may then take longer to converge to the optimal solution because it cannot reliably discern the direction of the steepest descent. In the worst case, the huge variance causes instability as the optimizer may oscillate around the optimum or even diverge if the variance is too high, making converging to a satisfactory solution difficult. In this work, we use the fact that the local functions and the noise variance are bounded to prove that the variance of gradient estimate presented in (6) is indeed bounded. This boundedness, alongside the properties of the matrix $W$ in Assumption 1.1, allows us to find then an upper bound on the variation of $\mathbf{y}_{k+1}$ with respect to its mean at every iteration. The latter result can be verified by inductive reasoning: The mean of the auxiliary variable is already bounded, assume one iteration of $\mathbf{y}_{k}$ to be bounded, then $\mathbf{y}_{k+1}$ must be bounded. We provide all the details in Appendices B D.1 and D.2.
We then consider another zero-order stochastic consensus-based algorithm without gradient tracking we denote as 1P-DSG employing again the gradient estimate $g_{i, k}$ in (6). Every agent $i$ initializes its variables with an arbitrary valued vector $x_{i, 0} \in \mathcal{K}$ computes $g_{i, 0}$ at that variable. Then, at each time $k \in \mathbb{N}$, agent $i$ updates its variables independently according to the following steps:

$$
\begin{align*}
& z_{i, k+1}=\sum_{j=1}^{n} w_{i j}\left(x_{j, k}-\alpha_{k} g_{j, k}\right)  \tag{9}\\
& x_{i, k+1}=\Pi_{\mathcal{K}}\left(z_{i, k+1}\right) \\
& \text { perform the action: } x_{i, k+1}+\gamma_{k+1} \Phi_{i, k+1}
\end{align*}
$$

where $\alpha_{k}>0$ is again a step size. Algorithm (9) can then be written in the following compact matrix form for clarity of analysis:

$$
\begin{align*}
& \mathbf{z}_{k+1}=W\left(\mathbf{x}_{k}-\alpha_{k} \mathbf{g}_{k}\right) \\
& \mathbf{x}_{k+1}=\left[x_{1, k+1}, x_{2, k+1}, \ldots, x_{n, k+1}\right]^{T}  \tag{10}\\
& \text { perform the action: } \mathbf{x}_{k+1}+\gamma_{k+1} \mathbf{\Phi}_{k+1}
\end{align*}
$$

where $\mathbf{\Phi}_{k} \in \mathbb{R}^{n \times d}$ is again defined as $\boldsymbol{\Phi}_{k}=\left[\Phi_{1, k}, \Phi_{2, k}, \ldots, \Phi_{n, k}\right]^{T}$.
The following assumptions apply to both algorithms and the first assumption is only taken into account when we study the algorithms' behavior with varying step sizes, otherwise it is dropped.
Assumption 2.1. (on the step-sizes) Both $\alpha_{k}$ and $\gamma_{k}$ vanish to 0 as $k \rightarrow \infty$, and satisfy the the following sums

$$
\sum_{k=1}^{\infty} \alpha_{k} \gamma_{k}=\infty, \sum_{k=1}^{\infty} \alpha_{k}^{2}<\infty, \text { and } \sum_{k=1}^{\infty} \alpha_{k} \gamma_{k}^{2}<\infty
$$

Assumption 2.2. (on the random perturbation) Let $\Phi_{i, k}=\left(\phi_{i, k}^{1}, \phi_{i, k}^{2}, \ldots, \phi_{i, k}^{d}\right)^{T}$.
Each agent $i$ chooses its $\Phi_{i, k}$ vector independently from other agents $j \neq i$. In addition, the elements of $\Phi_{i, k}$ are assumed i.i.d with $\mathbb{E}\left(\phi_{i, k}^{d_{1}} \phi_{i, k}^{d_{2}}\right)=0$ for $d_{1} \neq d_{2}$ and there exists $c_{3}>0$ such that $\mathbb{E}\left(\phi_{i, k}^{d_{j}}\right)^{2}=c_{3}, \forall d_{j}$, $\forall i$, almost surely. We further assume that there exists a constant $c_{4}>0$ where $\left\|\Phi_{i, k}\right\| \leq c_{4}$, $\forall i$, almost surely.
Example 2.3. One example is to take $\alpha_{k}=\alpha_{0}(k+1)^{-v_{1}}$ and $\gamma_{k}=\gamma_{0}(k+1)^{-v_{2}}$ with the constants $\alpha_{0}$, $\gamma_{0}$, $v_{1}, v_{2} \in \mathbb{R}^{+}$. As $\sum_{k=1}^{\infty} \alpha_{k} \gamma_{k}$ diverges for $v_{1}+v_{2} \leq 1, \sum_{k=1}^{\infty} \alpha_{k}^{2}$ converges for $v_{1}>0.5, \sum_{k=1}^{\infty} \alpha_{k} \gamma_{k}^{2}$ converges for $v_{1}+2 v_{2}>1$, and $\sum_{k=1}^{\infty} \alpha_{k}^{4} \gamma_{k}^{2}(k+1)^{2}$ converges for $2 v_{1}+v_{2}>\frac{3}{2}$, we can find pairs of $v_{1}$ and $v_{2}$ so that Assumption 2.1 is satisfied.

To achieve the conditions in Assumption 2.2. we can choose the probability distribution of $\phi_{i, k}^{d_{j}}$ to be the symmetrical Bernoulli distribution where $\phi_{i, k}^{d_{j}} \in\left\{-\frac{1}{\sqrt{d}}, \frac{1}{\sqrt{d}}\right\}$ with $\mathbb{P}\left(\phi_{i, k}^{d_{j}}=-\frac{1}{\sqrt{d}}\right)=\mathbb{P}\left(\phi_{i, k}^{d_{j}}=\frac{1}{\sqrt{d}}\right)=0.5, \forall d_{j}$, $\forall i$.
Assumption 2.4. (on the local functions) $\mathcal{K}$ is a compact convex set and all local functions $x \mapsto f_{i}(x, S)$ are bounded on the $c_{4} \gamma_{0}$-neighborhood of $\mathcal{K}$, i.e.,

$$
\left|f_{i}(x, S)\right|<\infty, \quad \forall x \in N_{c_{4} \gamma_{0}}(\mathcal{K}), \forall S \in \mathbb{R}^{m}, \forall i \in \mathcal{N}
$$

where $N_{c_{4} \gamma_{0}}(\mathcal{K})=\left\{x \in \mathbb{R}^{d} \mid \inf _{a \in \mathcal{K}}\|x-a\|<c_{4} \gamma_{0}\right\}$ is the $c_{4} \gamma_{0}$-neighborhood of $\mathcal{K}$.

## 3 The 1P-DSGT Algorithm With Gradient Tracking

In this section, we analyze Algorithm 1P-DSGT presented in (7) and (8).

### 3.1 Convergence Results

The goal of this part is to analyze the asymptotic behavior of Algorithm (8). We start the analysis by defining $\mathcal{H}_{k}$ as the history sequence $\left\{x_{0}, y_{0}, S_{0}, \ldots, x_{k-1}, y_{k-1}, S_{k-1}, x_{k}\right\}$ and denoting by $\mathbb{E}\left[. \mid \mathcal{H}_{k}\right]$ as the conditional expectation given $\mathcal{H}_{k}$.

We define $\tilde{g}_{k}$ to be the expected value of $\bar{g}_{k}$ with respect to all the stochastic terms $S, \Phi, \zeta$ given $\mathcal{H}_{k}$, i.e.,

$$
\tilde{g}_{k}=\mathbb{E}_{S, \Phi, \zeta}\left[\bar{g}_{k} \mid \mathcal{H}_{k}\right] .
$$

In what follows, we use $\tilde{g}_{k}=\mathbb{E}\left[\bar{g}_{k} \mid \mathcal{H}_{k}\right]$ for shorthand notation.
We define the error $e_{k}$ to be the difference between the value of a single realization of $\bar{g}_{k}$ and its conditional expectation $\tilde{g}_{k}$, i.e.,

$$
e_{k}=\bar{g}_{k}-\tilde{g}_{k}
$$

where $e_{k}$ can be seen as a stochastic noise. The following lemma describing the vanishing of the stochastic noise is essential for our main result.
Lemma 3.1. If all Assumptions 1.2, 1.3, 2.1, 2.2, and 2.4 hold, then for any constant $\nu>0$, we have

$$
\mathbb{P}\left(\lim _{K \rightarrow \infty} \sup _{K^{\prime} \geq K}\left\|\sum_{k=K}^{K^{\prime}} \alpha_{k} e_{k}\right\| \geq \nu\right)=0, \forall \nu>0
$$

Proof: See Appendix C.
For any integer $k \geq 0$, we define the divergence, or the error between the average action taken by the agents $\bar{x}_{k}$ and the optimal solution $x^{*}$ as

$$
\begin{equation*}
d_{k}=\left\|\bar{x}_{k}-x^{*}\right\|^{2} \tag{11}
\end{equation*}
$$

The following theorem describes the main convergence result.
Theorem 3.2. If all Assumptions 1.1 1.3, 2.1 2.2, and 2.4 hold, then as $k \rightarrow \infty, d_{k} \rightarrow 0, \bar{x}_{k} \rightarrow x^{*}$, and $x_{i, k} \rightarrow \bar{x}_{k}$, for all $i \in \mathcal{N}$, almost surely by applying the Algorithm.
Proof: See Appendix D.

### 3.2 Convergence Rate with Vanishing Step Sizes

This part deals with how fast the expected divergence vanishes to find the proposed algorithm's expected convergence rate. To do so, we define the expected divergence as

$$
D_{k}=\mathbb{E}\left[\left\|\bar{x}_{k}-x^{*}\right\|^{2}\right] .
$$

The goal is to bound this divergence from above by sequences whose convergence rate is known. The analysis is highly associated with the parameters $\alpha_{k}$ and $\gamma_{k}$ that play a significant role in determining this upper bound. Hence, in what follows, the analysis starts with a general form of $\alpha_{k}$ and $\gamma_{k}$, then a particular case is considered.

### 3.2.1 General Form of $\alpha_{k}$ and $\gamma_{k}$

We first study the rate of convergence of the consensus error by introducing the following lemma.
Lemma 3.3. Let Assumptions 1.1 1.3, 2.1.2.2, and 2.4 hold. Define

$$
K_{1}=\underset{\frac{\alpha_{k+1}^{2}}{\alpha_{k}^{2}}>\frac{1+\rho_{w}^{2}}{2}}{\arg \min } .
$$

Then, for $k \geq K_{1}$, there exist $0<\vartheta_{1}, \vartheta_{2}<\infty$, such that

$$
\begin{equation*}
\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}<\vartheta_{1}^{2} \alpha_{k}^{2} \text { and }\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2} \leq \vartheta_{2}^{2} \alpha_{k}^{2} \tag{12}
\end{equation*}
$$

Proof: Refer to Appendix D.3.
Our main result regarding the convergence rate is summarized in the following theorem.
Theorem 3.4. Let Assumptions 1.1 1.3. 2.1 2.2, and 2.4 hold. We then define the constants $A=\lambda c_{3}$, $B=\frac{2 c_{3} L^{2} \vartheta_{1}^{2}}{\lambda n}, C=\frac{c_{1}^{2} c_{4}^{6}}{2 c_{3} \lambda}, E=\frac{\vartheta_{2}}{n}$,

$$
K_{2}=\underset{A \alpha_{k} \gamma_{k}<1}{\arg \min } k, \text { and } K_{0}=\max \left\{K_{1}, K_{2}\right\} .
$$

We finally define the following parameters:

$$
\begin{gather*}
\kappa_{k}=\frac{1-\left(\frac{\gamma_{k+1}}{\gamma_{k}}\right)^{2}}{\alpha_{k} \gamma_{k}}, \quad \sigma_{1}=\max _{k \geq K_{0}} \kappa_{k}, \quad \sigma_{2}=\max _{k \geq K_{0}} \frac{\alpha_{k}^{2}}{\gamma_{k}^{2}}, \quad \sigma_{3}=\max _{k \geq K_{0}} \frac{\alpha_{k}}{\gamma_{k}^{3}} \\
\tau_{k}=\frac{1-\frac{\alpha_{k+1} \gamma_{k+1}^{-1}}{\alpha_{k} \gamma_{k}^{-1}}}{\alpha_{k} \gamma_{k}}, \quad \sigma_{4}=\max _{k \geq K_{0}} \tau_{k}, \quad \sigma_{5}=\max _{k \geq K_{0}} \alpha_{k} \gamma_{k}, \quad \sigma_{6}=\max _{k \geq K_{0}} \frac{\gamma_{k}^{3}}{\alpha_{k}} . \tag{13}
\end{gather*}
$$

If $\kappa_{k}<A$ for any $k \geq K_{0}$, then

$$
\begin{equation*}
D_{k} \leq \varsigma_{1} \gamma_{k}^{2}, \forall k \geq K_{0} \tag{14}
\end{equation*}
$$

with

$$
\begin{equation*}
\varsigma_{1} \geq \max \left\{\frac{D_{K_{0}}}{\gamma_{K_{0}}^{2}}, \frac{B \sigma_{2}+E \sigma_{3}+C}{A-\sigma_{1}}\right\} \tag{15}
\end{equation*}
$$

If $\tau_{k}<A$ for any $k \geq K_{0}$, then

$$
\begin{equation*}
D_{k} \leq \varsigma_{2} \frac{\alpha_{k}}{\gamma_{k}}, \forall k \geq K_{0} \tag{16}
\end{equation*}
$$

with

$$
\begin{equation*}
\varsigma_{2} \geq \max \left\{\frac{D_{K_{0}} \gamma_{K_{0}}}{\alpha_{K_{0}}}, \frac{B \sigma_{5}+C \sigma_{6}+E}{A-\sigma_{4}}\right\} \tag{17}
\end{equation*}
$$

Proof: See Appendix E. 1 .

### 3.2.2 A Special Case of $\alpha_{k}$ and $\gamma_{k}$

We now consider the special case mentioned in Example 2.3 .

$$
\begin{equation*}
\alpha_{k}=\alpha_{0}(k+1)^{-v_{1}} \text { and } \gamma_{k}=\gamma_{0}(k+1)^{-v_{2}} \tag{18}
\end{equation*}
$$

where $0.5<v_{1}<1,0<v_{2} \leq 1-v_{1}$, and $v_{1}+2 v_{2}>1$.
Theorem 3.5. Let $\alpha_{k}$ and $\gamma_{k}$ have the forms given in (18) and consider the same assumptions of Theorem 3.4. If $\alpha_{0} \gamma_{0} \geq \max \left\{2 v_{2}, v_{1}-v_{2}\right\} / A$, then we can say that there exists $\Upsilon<\infty$, where

$$
D_{k} \leq \Upsilon(k+1)^{-\min \left\{2 v_{2}, v_{1}-v_{2}\right\}}, \forall k \geq K_{0}
$$

Proof: See Appendix E. 4.
The parameters clearly affect the upper bound of the convergence rate or rate of expected divergence decay in Theorem 3.5 As it is evident that

$$
\max \left\{2 v_{2}, v_{1}-v_{2}\right\} \leq 0.5
$$

the best choice is when equality holds for $v_{1}=0.75$ and $v_{2}=0.25$. With the sufficient condition on the parameters in Theorem 3.5 we can finally state that our algorithm converges with a rate of $O\left(\frac{1}{\sqrt{k}}\right)$ after a sufficient number of iterations $k>K_{0}$ when the step sizes are vanishing.

### 3.3 Regret Bound

To further examine the performance of our algorithm, we present the following theorem on the achieved regret bound.
Theorem 3.6. Let the assumptions of Theorem 3.4 hold. When $\alpha_{k}$ and $\gamma_{k}$ have the forms of (18) with $v_{1}=0.75$ and $v_{2}=0.25$, the regret bound is given by

$$
\mathbb{E}\left[\frac{1}{n} \sum_{k=1}^{K} \sum_{i=1}^{n} F_{i}\left(x_{i, k}\right)-F_{i}\left(x^{*}\right)\right] \leq O(\sqrt{K})
$$

Proof: See Appendix F.

### 3.4 Convergence Rate with Constant Step Sizes

In this subsection, we fix the step sizes to $\alpha_{k}=\alpha>0$ and $\gamma_{k}=\gamma>0, \forall k \geq 0$, and we assume them to be two arbitrarily small values. We also define the following terms, $A=\lambda c_{3}, B=\frac{2 c_{3} L^{2}}{\lambda n}, C=\frac{c_{1}^{2} c_{4}^{6}}{2 c_{3} \lambda}$, and $R=\left\|\mathbf{x}_{0}-\mathbf{1} \bar{x}_{0}\right\|^{2}$. We let $M$ and $G$ denote the upper bounds on $\left\|\bar{g}_{k}\right\|^{2}$ and $\left\|\mathbf{y}_{k}-\mathbf{1} \bar{y}_{k}\right\|$, respectively. We then let $G_{1}=\frac{2\left(\rho_{w}^{2} G^{2}+n M\right)\left(1+\rho_{w}^{2}\right)}{\left(1-\rho_{w}^{2}\right)^{2}}$ and $G_{2}=\left(\rho_{w}^{2} G^{2}+n M\right)\left(\left(\frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}}\right)^{2}+\frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}}\right)$. We finally define $\varrho_{1}=1-A \alpha \gamma$ and $\varrho_{2}=\frac{1+\rho_{w}^{2}}{2}$.
Theorem 3.7. Assume $\alpha \gamma<\frac{1}{A}$ and $\alpha<\gamma$. Let Assumptions 1.1.1.3. 2.2. and 2.4 hold, then

$$
\begin{equation*}
\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\|^{2} \leq \varrho_{2}^{k+1} R+\alpha^{2} G_{1} \text { and }\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2} \leq \varrho_{2}^{k+1} R+\alpha^{2} G_{2} \tag{19}
\end{equation*}
$$

Meaning, $\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\|^{2}$ converges with the linear rate of $O\left(\varrho_{2}^{k}\right)$ for an arbitrary small $\alpha$ almost surely. Further,

- When $\varrho_{1} \leq \varrho_{2}$,

$$
\begin{equation*}
D_{k+1} \leq \varrho_{1}^{k+1} D_{0}+\varrho_{2}^{k+1} \frac{2 R\left(B \alpha \gamma+\frac{\varrho_{2}}{n}\right)}{2 A \alpha \gamma+\rho_{w}^{2}-1}+\alpha^{2} \frac{B G_{1}}{A}+\frac{\alpha}{\gamma} \frac{G_{2}}{n A}+\gamma^{2} \frac{C}{A} \tag{20}
\end{equation*}
$$

Then, for arbitrary small step sizes, $D_{k}$ converges with the linear rate of $O\left(\varrho_{2}^{k}\right)$.

- When $\varrho_{1}>\varrho_{2}$,

$$
\begin{equation*}
D_{k+1} \leq \varrho_{1}^{k+1}\left(D_{0}+\frac{2 R B \alpha \gamma+\frac{2 R \varrho_{2}}{n}}{1-2 A \alpha \gamma-\rho_{w}^{2}}\right)+\alpha^{2} \frac{B G_{1}}{A}+\frac{\alpha}{\gamma} \frac{G_{2}}{n A}+\gamma^{2} \frac{C}{A} \tag{21}
\end{equation*}
$$

Then, for arbitrary small step sizes, $D_{k}$ converges with the linear rate of $O\left(\varrho_{1}^{k}\right)$.
Proof: See Appendix G.
Taking arbitrarily small values of $\alpha, \gamma$ satisfying $\alpha \gamma<\frac{1}{A}$ and $\alpha<\gamma$, and setting $\varrho=\max \left\{\varrho_{1}, \varrho_{2}\right\}$, the convergence rate becomes $O\left(\varrho^{k}\right)$, achieving the same rate as the gradient tracking technique with FO information.

## 4 The 1P-DSG Algorithm Without Gradient Tracking

In this section, we analyze Algorithm 1P-DSG presented in (9). We prove that the previous convergence results and rates are conserved for the same one-point estimator.

Theorem 4.1. Let all Assumptions 1.1.1.3, 2.1 (when the step sizes are vanishing), 2.2, and 2.4 hold. Then, Algorithm (9) converges almost surely, and it achieves, in expectation, the rates of convergence

- $O\left(\frac{1}{\sqrt{k}}\right)$ to the optimum for $\alpha_{k}=\alpha_{0}(k+1)^{-0.75}$ and $\gamma_{k}=\gamma_{0}(k+1)^{-0.25}$ with $\alpha_{0} \gamma_{0} \geq \frac{1}{2 \lambda c_{3}}$,
- $O\left(\varrho^{k}\right)$ to a neighborhood of the optimum for $\alpha_{k}=\alpha$ and $\gamma_{k}=\gamma$ with $\alpha \gamma<\frac{1}{\lambda c_{3}}$ and $\alpha<\gamma$.

Proof: See Appendix $H$

## 5 Numerical Results

In this section, we provide numerical examples to illustrate the performance of the algorithms 1P-DSGT and 1P-DSG without GT. We compare them with FO distributed methods aiming to achieve consensus, namely DSGT (Pu \& Nedić, 2018) and EXTRA (Shi et al. 2015), and a ZO centralized algorithm based on gradient descent (e.g. Flaxman et al. (2004) and Bach \& Perchet (2016)) using another one-point estimate which is presented in (11). We denote the ZO centralized algorithm by 1P-GD. For DSGT and EXTRA, we calculate the exact gradient and add white noise to it to form an unbiased FO estimator. The network topology is a connected Erdős-Rényi random graph with a probability of 0.05.
We consider a logistic classification problem to classify $m$ images of the two digits, labeled as $y_{i j}=+1$ or -1 from the MNIST data set (LeCun \& Cortes, 2005). Each image, $X_{i j}$, is a 785 -dimensional vector and is compressed using a lossy autoencoder to become 10 -dimensional denoted as $X_{i j}^{\prime}$, i.e., $d=10$. The total images are split equally among the agents such that each agent has $m_{i}=\frac{m}{n}$ images and no access to other ones for privacy constraints. However, the goal is still to make use of all images and to solve collaboratively

$$
\min _{\theta \in \mathcal{K}} \frac{1}{n} \sum_{i=1}^{n} \frac{1}{m} \sum_{j=1}^{m_{i}} \mathbb{E}_{u \sim \mathcal{N}\left(1, \sigma_{u}\right)} \ln \left(1+\exp \left(-u_{i j} y_{i j} \cdot X_{i j}^{\prime T} \theta\right)\right)+c\|\theta\|^{2},
$$

while reaching consensus on the decision variable $\theta \in \mathcal{K}$ with $\mathcal{K}=[-10,10]^{d}$. We note here that $u$ models some perturbation on the local querying of every example to add to the randomization of the communication process.

We consider classifying the digits 1 and 2 with $m=12700$ images. There are $n=100$ agents in the network and thus each has a local batch of $m_{i}=127$ images. We take $\sigma_{u}=0.01$ and let $\alpha_{k}=0.05(k+1)^{-0.75}$ and $\gamma_{k}=0.8(k+1)^{-0.25}$ for 1P-DSGT and 1P-DSG without GT with vanishing step sizes, and $\alpha=0.05$ and $\gamma=0.6$ with constant step sizes. We choose $\Phi_{k} \in\left\{-\frac{1}{\sqrt{d}}, \frac{1}{\sqrt{d}}\right\}^{d}$ with equal probability. Also, every function query is subject to a white noise generated by the standard normal distribution. For the general DSGT
algorithm, we set the step size to $\alpha_{k}=0.015(k+1)^{-1}$ when it is vanishing and $\alpha=0.015$ when constant, and we do not consider the perturbation on the objective function nor the noise on the objective function, only the noise on the exact gradient. Similarly for EXTRA and we set its step size to $\alpha=0.01$. For the centralized 1P-GD algorithm, we set $\alpha=0.001$ and $\gamma=0.5$. We let $c=0.1$, and the initialization be the same for both algorithms, with $\theta_{i, 0}$ uniformly chosen from $[-0.5,0.5]^{d}, \forall i \in \mathcal{N}$, per instance. We finally average the simulations over 30 instances.

The expected evolution of the loss objective function is presented in Figure 1 and the graphs are zoomed in on in Figure 2. Experimental results seem to validate our theoretical results: Our proposed algorithms converge linearly fast with constant step sizes, however the final gap is due to converging to an $O(\alpha)$-neighborhood of the optimal solution. 1P-DSGT and 1P-DSG with vanishing step sizes converge with an $O\left(\frac{1}{\sqrt{k}}\right)$ while DSGT with vanishing step size converges at a rate of $O\left(\frac{1}{k}\right)(\mathrm{Pu} \& N e d i c ́, 2018)$. Using constant vs vanishing step size does not seem to affect the convergence rate of the loss function of DSGT. EXTRA consistently performs similarly to DSGT. The most interesting point is that 1P-DSGT and 1P-DSG, with vanishing and constant step sizes, outperform the centralized ZO counterpart 1P-GD to an impressive extent highlighting the significance of our proposed estimate and methods. We also note that 1P-GD fluctuates a lot due to the division by the small value $\gamma$ in the gradient estimate, which causes instability and difficulty in tuning generally. Finally, the gradient tracking step differentiating 1P-DSGT and 1P-DSG seems to have a minor effect on the convergence rate between the two algorithms, as both perform consistently and similarly well.


Figure 1: Expected loss function evolution of the proposed algorithms vs. DSGT, EXTRA, and 1P-GD considering vanishing vs. constant step sizes.


Figure 2: Expected loss function evolution of the proposed algorithms vs. DSGT, EXTRA, and 1P-GD considering vanishing vs. constant step sizes.

In Figure 3 we measure at every iteration the classification accuracy against an independent test set of 2167 images using the updated mean vector $\bar{\theta}_{k}=\frac{1}{n} \sum_{i=1}^{n} \theta_{i, k}$ of the local decision variables. The interest of the constant step sizes appears in the convergence rate of this accuracy, where our algorithms 1P-DSGT and 1P-DSG are able to compete with DSGT with full FO information, and to outperform DSGT with a vanishing step size. This is an important result as it shows that the classification goal with ZO is well met despite the limiting upper bounds of convergence rate and that $O(\alpha)$-neighborhood of the optimal solution achieved linearly fast can be sufficient to achieve the best possible accuracy.

The reason for this better accuracy attainment is generally because the constant step-size version of a gradient method often achieves better generalization performance due to its ability to find a good balance between exploration and exploitation during the optimization process. In other words, it allows the algorithm to explore a wide range of parameter values while still exploiting gradients to make consistent progress toward the optimal solution. This balance enhances the model's ability to capture the underlying structure of the data and avoid overfitting. While a vanishing step size version also offers this balance at the beginning, as the step sizes become smaller, the exploration is substituted for exploitation, causing worse/slower generalization.


Figure 3: Expected test accuracy evolution of the proposed algorithms vs. DSGT, EXTRA, and 1P-GD considering vanishing vs. constant step sizes.

This is well confirmed by the centralized 1P-GD vs 1P-DSGT (and 1P-DSG) with vanishing step sizes. Despite the latter outperforming the first in convergence speed (of the objective function), the first with constant step sizes seems to generalize better.
In Figures 4 , 5, and 6 the curves are those of the evolution of the expected consensus error, or $\mathbb{E}\left[\sum_{i=1}^{n}\left\|\theta_{i, k}-\bar{\theta}_{k}\right\|^{2}\right]$ which is the expected error between the local decision variables and their average. For all algorithms, the error again validates the theoretical bounds and decreases quite fast. Generally, as evident in Figure 6 for all algorithms, vanishing step sizes allow the consensus error to completely vanish while constant step sizes leave an $O\left(\alpha^{2}\right)$-gap.

Figures 7 8, and 9 show the evolution of the expected gradient tracking error, or $\mathbb{E}\left[\left\|\mathbf{y}_{k}-\mathbf{1} \bar{y}_{k}\right\|^{2}\right]$ (replaced by $\mathbb{E}\left[\left\|\mathbf{g}_{k}-\mathbf{1} \overline{\bar{g}}_{k}\right\|^{2}\right]$ for 1P-DSG and EXTRA) which is the expected error between the auxiliary local variables (agents' gradients/estimates for 1P-DSG and EXTRA) and their average. Despite not knowing the theoretical constants that bound the tracking error of all these algorithms, we see that the final error attained by the ZO gradient is much smaller than that of the FO one no matter the step sizes. This shows in a sense that the ZO gradient is "easier to track" across network agents.
We add other numerical examples for different image labels in Appendix


Figure 4: Expected consensus error evolution of the proposed algorithms vs. DSGT and EXTRA considering vanishing vs. constant step sizes.


Figure 5: Expected consensus error evolution of the proposed algorithms vs. DSGT and EXTRA considering vanishing vs. constant step sizes.

## 6 Conclusion

In this work, we extended the gradient-tracking algorithm to present a practical solution to a relevant problem with realistic assumptions. A distributed stochastic gradient-tracking algorithm was studied and proved to converge with a biased and high variance one-point gradient estimate and a stochastic perturbation on the objective function. In the context of noisy ZO optimization, we have successfully established a linear convergence rate of $O\left(\varrho^{k}\right)$ using fixed step sizes and $O\left(\frac{1}{\sqrt{k}}\right)$ with vanishing step sizes. We then extend these rates to another distributed ZO method, which suggests that these rates can be extended to other ZO methods. These rates align with the optimal expectations examined in the existing literature. We also prove
a regret bound that of $O(\sqrt{k})$ with vanishing step sizes. A numerical application confirmed the success and efficiency of the algorithms.


Figure 6: Expected consensus error evolution of the algorithms.


Figure 8: Expected gradient tracking error evolution of the proposed algorithms vs. DSGT and EXTRA considering vanishing vs. constant step sizes.


Figure 7: Expected gradient tracking error evolution of the proposed algorithms vs. DSGT and EXTRA considering vanishing vs. constant step sizes.


Figure 9: Expected gradient tracking error evolution of the algorithms.
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## A L-Smoothness Property

$$
\begin{aligned}
\|\nabla \mathcal{F}(\bar{x})-h(\mathbf{x})\| & =\left\|\frac{1}{n} \sum_{i=1}^{n}\left(\nabla F_{i}(\bar{x})-\nabla F_{i}\left(x_{i}\right)\right)\right\| \\
& \leq \frac{1}{n} \sum_{i=1}^{n}\left\|\nabla F_{i}(\bar{x})-\nabla F_{i}\left(x_{i}\right)\right\| \\
& \leq \frac{L}{n} \sum_{i=1}^{n}\left\|\bar{x}-x_{i}\right\| \\
& =\frac{L}{n} \sum_{i=1}^{n}\left\|x_{i}-\bar{x}\right\| \\
& \stackrel{(a)}{\leq} \frac{L}{n} \sqrt{n \sum_{i=1}^{n}\left\|x_{i}-\bar{x}\right\|^{2}} \\
& \stackrel{(b)}{=} \frac{L}{\sqrt{n}}\|\mathbf{x}-\mathbf{1} \bar{x}\|
\end{aligned}
$$

where $(a)$ is by applying the Cauchy-Schwarz inequality, $\left|\sum_{i=1}^{n} a_{i} \cdot 1\right| \leq\left(\sum_{i=1}^{n} a_{i}^{2}\right)^{\frac{1}{2}} \cdot\left(\sum_{i=1}^{n} 1^{2}\right)^{\frac{1}{2}}=$ $n^{\frac{1}{2}}\left(\sum_{i=1}^{n} a_{i}^{2}\right)^{\frac{1}{2}}$, and $(b)$ is by definition of the Frobenius norm, $\|\mathbf{x}-\mathbf{1} \bar{x}\|^{2}=\sum_{i=1}^{n}\left\|x_{i}-\bar{x}\right\|^{2}$.

## B Estimated Gradient

In this section, we derive the bias of the gradient estimate with respect to the real gradient of the local objective function. Let

$$
\breve{g}_{i, k}=\mathbb{E}_{S, \Phi, \zeta}\left[g_{i, k} \mid \mathcal{H}_{k}\right] .
$$

Thus, by Assumption 1.3 and the definition in (4),

$$
\begin{aligned}
\breve{g}_{i, k} & =\mathbb{E}_{S, \Phi, \zeta}\left[\Phi_{i, k}\left(f_{i}\left(x_{i, k}+\gamma_{k} \Phi_{i, k}, S_{i, k}\right)+\zeta_{i, k}\right) \mid \mathcal{H}_{k}\right] \\
& =\mathbb{E}_{S, \Phi}\left[\Phi_{i, k} f_{i}\left(x_{i, k}+\gamma_{k} \Phi_{i, k}, S_{i, k}\right) \mid \mathcal{H}_{k}\right] \\
& =\mathbb{E}_{\Phi}\left[\Phi_{i, k} F_{i}\left(x_{i, k}+\gamma_{k} \Phi_{i, k}\right) \mid \mathcal{H}_{k}\right] .
\end{aligned}
$$

By Taylor's theorem and the mean-valued theorem, there exists $\tilde{x}_{i, k}$ located between $x_{i, k}$ and $x_{i, k}+\gamma_{k} \Phi_{i, k}$ where

$$
F_{i}\left(x_{i, k}+\gamma_{k} \Phi_{i, k}\right)=F_{i}\left(x_{i, k}\right)+\gamma_{k}\left\langle\Phi_{i, k}, \nabla F_{i}\left(x_{i, k}\right)\right\rangle+\frac{\gamma_{k}^{2}}{2}\left\langle\Phi_{i, k}, \nabla^{2} F_{i}\left(\tilde{x}_{i, k}\right) \Phi_{i, k}\right\rangle,
$$

substituting in the previous definition,

$$
\begin{aligned}
\breve{g}_{i, k} & =F_{i}\left(x_{i, k}\right) \mathbb{E}_{\Phi}\left[\Phi_{i, k}\right]+\gamma_{k} \mathbb{E}_{\Phi}\left[\Phi_{i, k} \Phi_{i, k}^{T}\right] \nabla F_{i}\left(x_{i, k}\right)+\frac{\gamma_{k}^{2}}{2} \mathbb{E}_{\Phi}\left[\Phi_{i, k} \Phi_{i, k}^{T} \nabla^{2} F_{i}\left(\tilde{x}_{i, k}\right) \Phi_{i, k} \mid \mathcal{H}_{k}\right] \\
& =c_{3} \gamma_{k}\left[\nabla F_{i}\left(x_{i, k}\right)+b_{i, k}\right]
\end{aligned}
$$

Thus, the estimation bias has the form

$$
\begin{aligned}
b_{i, k} & =\frac{\breve{g}_{i, k}}{c_{3} \gamma_{k}}-\nabla F_{i}\left(x_{i, k}\right) \\
& =\frac{\gamma_{k}}{2 c_{3}} \mathbb{E}_{\Phi}\left[\Phi_{i, k} \Phi_{i, k}^{T} \nabla^{2} F_{i}\left(\tilde{x}_{i, k}\right) \Phi_{i, k} \mid \mathcal{H}_{k}\right]
\end{aligned}
$$

Let Assumptions 1.2 and 2.2 hold. Then, we can bound the bias as

$$
\begin{aligned}
\left\|b_{i, k}\right\| & \leq \frac{\gamma_{k}}{2 c_{3}} \mathbb{E}_{\Phi}\left[\left\|\Phi_{i, k}\right\|_{2}\left\|\Phi_{i, k}^{T}\right\|_{2}\left\|\nabla^{2} F_{i}\left(\tilde{x}_{i, k}\right)\right\|_{2}\left\|\Phi_{i, k}\right\|_{2} \mid \mathcal{H}_{k}\right] \\
& \leq \gamma_{k} \frac{c_{4}^{3} c_{1}}{2 c_{3}}
\end{aligned}
$$

We can see $\left\|b_{i, k}\right\| \rightarrow 0$ as $k \rightarrow \infty$ since $\gamma_{k}$ is vanishing. We remark that

$$
\begin{align*}
\tilde{g}_{k} & =\mathbb{E}\left[\bar{g}_{k} \mid \mathcal{H}_{k}\right] \\
& =\frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[g_{i, k} \mid \mathcal{H}_{k}\right] \\
& =\frac{1}{n} \sum_{i=1}^{n} c_{3} \gamma_{k}\left[\nabla F_{i}\left(x_{i, k}\right)+b_{i, k}\right]  \tag{22}\\
& =c_{3} \gamma_{k}\left[h\left(\mathbf{x}_{k}\right)+\bar{b}_{k}\right]
\end{align*}
$$

is also a biased estimator of $h\left(\mathbf{x}_{k}\right)$ with

$$
\begin{align*}
\left\|\bar{b}_{k}\right\| & =\left\|\frac{1}{n} \sum_{i=1}^{n} b_{i, k}\right\| \\
& \leq \frac{1}{n} \sum_{i=1}^{n}\left\|b_{i, k}\right\|  \tag{23}\\
& \leq \frac{1}{n} \sum_{i=1}^{n} \gamma_{k} \frac{c_{4}^{3} c_{1}}{2 c_{3}} \\
& =\gamma_{k} \frac{c_{4}^{3} c_{1}}{2 c_{3}}
\end{align*}
$$

Lemma B.1. Let all Assumptions 1.3. 2.2, and 2.4 hold, then there exists a bounded constant $\bar{M}>0$, such that $\mathbb{E}\left[\left\|\bar{g}_{k}\right\|^{2} \mid \mathcal{H}_{k}\right]<\bar{M}$.

Proof. $\forall i \in \mathcal{N}$, we have

$$
\begin{aligned}
\mathbb{E}\left[\left\|g_{i, k}\right\|^{2} \mid \mathcal{H}_{k}\right] & =\mathbb{E}\left[\left\|\Phi_{i, k}\left(f_{i}\left(x_{i, k}+\gamma_{k} \Phi_{i, k}, S_{i, k}\right)+\zeta_{i, k}\right)\right\|^{2} \mid \mathcal{H}_{k}\right] \\
& =\mathbb{E}\left[\left\|\Phi_{i, k}\right\|^{2}\left\|f_{i}\left(x_{i, k}+\gamma_{k} \Phi_{i, k}, S_{i, k}\right)+\zeta_{i, k}\right\|^{2} \mid \mathcal{H}_{k}\right] \\
& \stackrel{(a)}{\leq} c_{4}^{2} \mathbb{E}\left[\left(f_{i}\left(x_{i, k}+\gamma_{k} \Phi_{i, k}, S_{i, k}\right)+\zeta_{i, k}\right)^{2} \mid \mathcal{H}_{k}\right] \\
& \stackrel{(b)}{=} c_{4}^{2} \mathbb{E}\left[f_{i}^{2}\left(x_{i, k}+\gamma_{k} \Phi_{i, k}, S_{i, k}\right) \mid \mathcal{H}_{k}\right]+c_{4}^{2} c_{2} \\
& \stackrel{(f)}{<} \infty
\end{aligned}
$$

where (a) is due to Assumption 2.2, (b) Assumption 1.3, and (c) Assumption 2.4
Then, $\mathbb{E}\left[\left\|\mathbf{g}_{k}\right\|^{2} \mid \mathcal{H}_{k}\right]=\mathbb{E}\left[\sum_{i=1}^{n}\left\|g_{i, k}\right\|^{2} \mid \mathcal{H}_{k}\right]=\sum_{i=1}^{n} \mathbb{E}\left[\left\|g_{i, k}\right\|^{2} \mid \mathcal{H}_{k}\right]<\infty$ and

$$
\begin{aligned}
\mathbb{E}\left[\left\|\bar{g}_{k}\right\|^{2} \mid \mathcal{H}_{k}\right] & =\mathbb{E}\left[\left.\left\|\frac{1}{n} \sum_{i=1}^{n} g_{i, k}\right\|^{2} \right\rvert\, \mathcal{H}_{k}\right] \\
& =\frac{1}{n^{2}} \mathbb{E}\left[\left\|\sum_{i=1}^{n} g_{i, k}\right\|^{2} \mid \mathcal{H}_{k}\right] \\
& \leq \frac{n}{n^{2}} \mathbb{E}\left[\sum_{i=1}^{n}\left\|g_{i, k}\right\|^{2} \mid \mathcal{H}_{k}\right] \\
& =\frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[\left\|g_{i, k}\right\|^{2} \mid \mathcal{H}_{k}\right] \\
& <\infty
\end{aligned}
$$

## C Stochastic Noise

To prove Lemma 3.1. we begin by demonstrating that the sequence $\left\{\sum_{k=K}^{K^{\prime}} \alpha_{k} e_{k}\right\}_{K^{\prime} \geq K}$ is a martingale. To do so, we have to prove that for all $K^{\prime} \geq K, X_{K^{\prime}}=\sum_{k=K}^{K^{\prime}} \alpha_{k} e_{k}$ satisfies the following two conditions:
(i) $\mathbb{E}\left[X_{K^{\prime}+1} \mid X_{K^{\prime}}\right]=X_{K^{\prime}}$
(ii) $\mathbb{E}\left[\left\|X_{K^{\prime}}\right\|^{2}\right]<\infty$

We know that

$$
\mathbb{E}\left[e_{k}\right]=\mathbb{E}\left[\bar{g}_{k}-\mathbb{E}\left[\bar{g}_{k} \mid \mathcal{H}_{k}\right]\right]=\mathbb{E}_{\mathcal{H}_{k}}\left[\mathbb{E}\left[\bar{g}_{k}-\mathbb{E}\left[\bar{g}_{k} \mid \mathcal{H}_{k}\right] \mid \mathcal{H}_{k}\right]\right]=0
$$

by the law of total expectation. Hence,

$$
\begin{equation*}
\mathbb{E}\left[X_{K^{\prime}+1} \mid X_{K^{\prime}}\right]=\mathbb{E}\left[\alpha_{K^{\prime}+1} e_{K^{\prime}+1}+\sum_{k=K}^{K^{\prime}} \alpha_{k} e_{k} \mid \sum_{k=K}^{K^{\prime}} \alpha_{k} e_{k}\right]=0+\sum_{k=K}^{K^{\prime}} \alpha_{k} e_{k}=X_{K^{\prime}} \tag{24}
\end{equation*}
$$

In addition, $e_{k}$ and $e_{k^{\prime}}$ are uncorrelated for any $k \neq k^{\prime}$ since (assuming $\left.k>k^{\prime}\right) \mathbb{E}\left[e_{k}^{T} e_{k^{\prime}}\right]=\mathbb{E}\left[\mathbb{E}\left[e_{k}^{T} e_{k^{\prime}} \mid \mathcal{H}_{k}\right]\right]=$ $\mathbb{E}\left[e_{k^{\prime}} \mathbb{E}\left[e_{k}^{T} \mid \mathcal{H}_{k}\right]\right]=0$. Thus,

$$
\begin{align*}
\mathbb{E}\left(\left\|\sum_{k=K}^{K^{\prime}} \alpha_{k} e_{k}\right\|^{2}\right) & =\mathbb{E}\left(\sum_{k=K}^{K^{\prime}} \sum_{k^{\prime}=K}^{K^{\prime}} \alpha_{k} \alpha_{k^{\prime}}\left\langle e_{k}, e_{k^{\prime}}\right\rangle\right) \\
& \stackrel{(a)}{=} \mathbb{E}\left(\sum_{k=K}^{K^{\prime}}\left\|\alpha_{k} e_{k}\right\|^{2}\right) \\
& \leq \sum_{k=K}^{\infty} \mathbb{E}\left(\alpha_{k}^{2}\left\|\bar{g}_{k}-\mathbb{E}\left[\bar{g}_{k} \mid \mathcal{H}_{k}\right]\right\|^{2}\right)  \tag{25}\\
& =\sum_{k=K}^{\infty} \alpha_{k}^{2} \mathbb{E}\left(\left\|\bar{g}_{k}\right\|^{2}\right)-\mathbb{E}_{\mathcal{H}_{k}}\left(\left\|\mathbb{E}\left[\bar{g}_{k} \mid \mathcal{H}_{k}\right]\right\|^{2}\right) \\
& \leq \sum_{k=K}^{\infty} \alpha_{k}^{2} \mathbb{E}\left(\left\|\bar{g}_{k}\right\|^{2}\right) \\
& (b) \\
& =M \sum_{k=K}^{\infty} \alpha_{k}^{2} \stackrel{(c)}{<} \infty
\end{align*}
$$

where $(a)$ is due to the uncorrelatedness $\mathbb{E}\left[\left\langle e_{k}, e_{k^{\prime}}\right\rangle\right]=0,(b)$ is by Lemma B.1, and $(c)$ is by Assumption 2.1. Therefore, both (i) and (ii) are satisfied and we can say that $\left\{\sum_{k=K}^{K^{\prime}} \alpha_{k} e_{k}\right\}_{K^{\prime} \geq K}$ is a martingale. This permits us to use Doob's martingale inequality Doob (1953):
For any constant $\nu>0$,

$$
\begin{align*}
\mathbb{P}\left(\sup _{K^{\prime} \geq K}\left\|\sum_{k=K}^{K^{\prime}} \alpha_{k} e_{k}\right\| \geq \nu\right) & \leq \frac{1}{\nu^{2}} \mathbb{E}\left(\left\|\sum_{k=K}^{K^{\prime}} \alpha_{k} e_{k}\right\|^{2}\right)  \tag{26}\\
& \stackrel{(a)}{\leq} \frac{M}{\nu^{2}} \sum_{k=K}^{\infty} \alpha_{k}^{2}
\end{align*}
$$

where $(a)$ is following the exact same steps as 25.
Since $M$ is a bounded constant and $\lim _{K \rightarrow \infty} \sum_{k=K}^{\infty} \alpha_{k}^{2}=0$ by Assumption 2.1, we get $\lim _{K \rightarrow \infty} \frac{M}{\nu^{2}} \sum_{k=K}^{\infty} \alpha_{k}^{2}=0$ for any bounded constant $\nu$. Hence, the probability that $\left\|\sum_{k=K}^{K^{\prime}} \alpha_{k} e_{k}\right\| \geq \nu$ also vanishes as $K \rightarrow \infty$, which concludes the proof.

## D Proof of Convergence

We start by stating the following lemma that will be useful for the proof of convergence.
Lemma D.1. If all Assumptions 1.1 1.3. 2.1 2.2, and 2.4 hold, then $\lim _{k \rightarrow \infty}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}=0$. In fact, we have

$$
\sum_{k=0}^{\infty}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}<\infty, \sum_{k=0}^{\infty}\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}<\infty, \text { and } \sum_{k=0}^{\infty} \gamma_{k} \alpha_{k}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|<\infty
$$

almost surely.
Proof: See Appendix D.2.

## D. 1 Proof of Theorem 3.2

We know that $\bar{y}_{k}=\bar{g}_{k}$ since

$$
\begin{equation*}
\bar{y}_{k+1}=\frac{1}{n} \mathbf{1}^{T}\left(W \mathbf{y}_{k}+\mathbf{g}_{k+1}-\mathbf{g}_{k}\right) \stackrel{(a)}{=} \frac{1}{n} \mathbf{1}^{T}\left(\mathbf{y}_{k}+\mathbf{g}_{k+1}-\mathbf{g}_{k}\right)=\bar{y}_{k}+\bar{g}_{k+1}-\bar{g}_{k} \tag{27}
\end{equation*}
$$

where $(a)$ is due to the doubly stochastic property of $W$ in Assumption 1.1
Setting $\mathbf{y}_{0}=\mathbf{g}_{0}$ gives $\bar{y}_{0}=\bar{g}_{0}$. Assuming $\bar{y}_{k}=\bar{g}_{k}$ for any $k \geq 0$, we get $\bar{y}_{k+1}=\bar{y}_{k}+\bar{g}_{k+1}-\bar{g}_{k}=$ $\bar{g}_{k}+\bar{g}_{k+1}-\bar{g}_{k}=\bar{g}_{k+1}$, proved by induction.
This allows us to write

$$
\begin{equation*}
\bar{z}_{k+1}=\frac{1}{n} \mathbf{1}^{T} W\left(\mathbf{x}_{k}-\alpha_{k} \mathbf{y}_{k}\right) \stackrel{(a)}{=} \frac{1}{n} \mathbf{1}^{T}\left(\mathbf{x}_{k}-\alpha_{k} \mathbf{y}_{k}\right)=\bar{x}_{k}-\alpha_{k} \bar{g}_{k} \tag{28}
\end{equation*}
$$

where $(a)$ is again due to the doubly stochastic property of $W$.

We again write the divergence at time $k+1$ can be written as

$$
\begin{align*}
& d_{k+1}=\left\|\bar{x}_{k+1}-x^{*}\right\|^{2} \\
& =\left\|\frac{1}{n} \sum_{i=1}^{n}\left(x_{i, k+1}-x^{*}\right)\right\|^{2} \\
& \leq \frac{n}{n^{2}} \sum_{i=1}^{n}\left\|x_{i, k+1}-x^{*}\right\|^{2} \\
& \stackrel{(a)}{\leq} \frac{1}{n} \sum_{i=1}^{n}\left\|z_{i, k+1}-x^{*}\right\|^{2} \\
& =\frac{1}{n} \sum_{i=1}^{n}\left\|z_{i, k+1}-\bar{x}_{k}+\bar{x}_{k}-x^{*}\right\|^{2} \\
& =\frac{1}{n} \sum_{i=1}^{n}\left\|z_{i, k+1}-\bar{x}_{k}\right\|^{2}+2 \frac{1}{n} \sum_{i=1}^{n}\left\langle z_{i, k+1}-\bar{x}_{k}, \bar{x}_{k}-x^{*}\right\rangle+\frac{1}{n} \sum_{i=1}^{n}\left\|\bar{x}_{k}-x^{*}\right\|^{2} \\
& =\frac{1}{n}\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}+2\left\langle\bar{z}_{k+1}-\bar{x}_{k}, \bar{x}_{k}-x^{*}\right\rangle+\left\|\bar{x}_{k}-x^{*}\right\|^{2} \\
& \stackrel{(b)}{=} \frac{1}{n}\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}+2\left\langle-\alpha_{k} \bar{g}_{k}, \bar{x}_{k}-x^{*}\right\rangle+d_{k} \\
& =d_{k}-2 \alpha_{k}\left\langle\bar{x}_{k}-x^{*}, \bar{g}_{k}-\mathbb{E}\left[\bar{g}_{k} \mid \mathcal{H}_{k}\right]+\mathbb{E}\left[\bar{g}_{k} \mid \mathcal{H}_{k}\right]\right\rangle+\frac{1}{n}\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2} \\
& =d_{k}-2 \alpha_{k}\left\langle\bar{x}_{k}-x^{*}, \mathbb{E}\left[\bar{g}_{k} \mid \mathcal{H}_{k}\right]\right\rangle-2 \alpha_{k}\left\langle\bar{x}_{k}-x^{*}, e_{k}\right\rangle+\frac{1}{n}\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2} \\
& \stackrel{(c)}{=} d_{k}-2 c_{3} \gamma_{k} \alpha_{k}\left\langle\bar{x}_{k}-x^{*}, h\left(\mathbf{x}_{k}\right)+\bar{b}_{k}\right\rangle-2 \alpha_{k}\left\langle\bar{x}_{k}-x^{*}, e_{k}\right\rangle+\frac{1}{n}\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2} \\
& =d_{k}-2 c_{3} \gamma_{k} \alpha_{k}\left\langle\bar{x}_{k}-x^{*}, \nabla \mathcal{F}\left(\bar{x}_{k}\right)\right\rangle+2 c_{3} \gamma_{k} \alpha_{k}\left\langle\bar{x}_{k}-x^{*}, \nabla \mathcal{F}\left(\bar{x}_{k}\right)-h\left(\mathbf{x}_{k}\right)\right\rangle  \tag{29}\\
& -2 c_{3} \gamma_{k} \alpha_{k}\left\langle\bar{x}_{k}-x^{*}, \bar{b}_{k}\right\rangle-2 \alpha_{k}\left\langle\bar{x}_{k}-x^{*}, e_{k}\right\rangle+\frac{1}{n}\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2} \\
& \stackrel{(d)}{\leq} d_{k}-2 c_{3} \gamma_{k} \alpha_{k}\left\langle\bar{x}_{k}-x^{*}, \nabla \mathcal{F}\left(\bar{x}_{k}\right)\right\rangle+\frac{2 c_{3} L \gamma_{k} \alpha_{k}}{\sqrt{n}}\left\|\bar{x}_{k}-x^{*}\right\|\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\| \\
& +2 c_{3} \gamma_{k} \alpha_{k}\left\|\bar{x}_{k}-x^{*}\right\|\left\|\bar{b}_{k}\right\|-2 \alpha_{k}\left\langle\bar{x}_{k}-x^{*}, e_{k}\right\rangle+\frac{1}{n}\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2},
\end{align*}
$$

where $(a)$ is by the projection inequality (5) noting that $x^{*} \in \mathcal{K}$ (so projecting it onto $\mathcal{K}$ gives us the same point), (b) is by $28,(c)$ is due to 22 , and $(d)$ is due to Lemma 1.5

By recursion of inequality (29), we have

$$
\begin{align*}
d_{K+1} \leq & d_{0}-2 c_{3} \sum_{k=0}^{K} \gamma_{k} \alpha_{k}\left\langle\bar{x}_{k}-x^{*}, \nabla \mathcal{F}\left(\bar{x}_{k}\right)+\bar{b}_{k}\right\rangle+\frac{2 c_{3} L}{\sqrt{n}} \sum_{k=0}^{K} \gamma_{k} \alpha_{k}\left\|\bar{x}_{k}-x^{*}\right\|\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\| \\
& +2 c_{3} \sum_{k=0}^{K} \gamma_{k} \alpha_{k}\left\|\bar{x}_{k}-x^{*}\right\|\left\|\bar{b}_{k}\right\|-2 \sum_{k=0}^{K} \alpha_{k}\left\langle\bar{x}_{k}-x^{*}, e_{k}\right\rangle+\frac{1}{n} \sum_{k=0}^{K}\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2} \tag{30}
\end{align*}
$$

By Lemma 3.1, we have $\lim _{K \rightarrow \infty}\left\|\sum_{k=0}^{K} \alpha_{k} e_{k}\right\|<\infty$ almost surely. Since $\left\|\bar{x}_{k}-x^{*}\right\|<\infty$ by the compactness of $\mathcal{K}$ in Assumption 2.4 hence

$$
\begin{equation*}
\lim _{K \rightarrow \infty}\left\|\sum_{k=0}^{K} \alpha_{k}\left\langle\bar{x}_{k}-x^{*}, e_{k}\right\rangle\right\|<\infty \tag{31}
\end{equation*}
$$

From (43) in Lemma D.1, we have

$$
\begin{equation*}
\lim _{K \rightarrow \infty} \sum_{k=0}^{K}\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}<\infty \tag{32}
\end{equation*}
$$

As stated in Lemma D.1. we have $\sum_{k=0}^{\infty} \gamma_{k} \alpha_{k}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|<\infty$, adding to $\left\|\bar{x}_{k}-x^{*}\right\|<\infty$ by Assumption 2.4, then

$$
\begin{equation*}
\lim _{K \rightarrow \infty} \sum_{k=0}^{K} \gamma_{k} \alpha_{k}\left\|\bar{x}_{k}-x^{*}\right\|\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|<\infty \tag{33}
\end{equation*}
$$

By 23, we know that $\left\|\bar{b}_{k}\right\| \leq \frac{c_{4}^{3} c_{1}}{2 c_{3}} \gamma_{k}$ and $\left\|\bar{x}_{k}-x^{*}\right\|<\infty$ by Assumption 2.4 ,

$$
\begin{equation*}
\lim _{K \rightarrow \infty} \sum_{k=0}^{K} \gamma_{k}^{2} \alpha_{k}\left\|\bar{x}_{k}-x^{*}\right\|<\infty \tag{34}
\end{equation*}
$$

by Assumption 2.1
From the above inequalities (30)-(34), we see that there exists $0<D^{\prime}<\infty$ such that $d_{K+1} \leq D^{\prime}+z_{K}$, with $z_{K}$ defined as

$$
\begin{equation*}
z_{K}=-2 c_{3} \sum_{k=0}^{K} \gamma_{k} \alpha_{k}\left\langle\bar{x}_{k}-x^{*}, \nabla \mathcal{F}\left(\bar{x}_{k}\right)\right\rangle . \tag{35}
\end{equation*}
$$

By the strong convexity, we have

$$
\begin{equation*}
-\left\langle\bar{x}_{k}-x^{*}, \nabla \mathcal{F}\left(\bar{x}_{k}\right)\right\rangle \leq-\lambda\left\|\bar{x}_{k}-x^{*}\right\|^{2} \leq 0 \tag{36}
\end{equation*}
$$

Thus, $z_{K} \leq 0$, confirming $d_{K+1}<\infty$.
Let's assume that $\forall \epsilon_{h}>0, \exists K_{h}$ such that $\left\|\bar{x}_{k}-x^{*}\right\|^{2}>\epsilon_{h}$ for $k \geq K_{h}$, meaning

$$
\begin{equation*}
\lim _{K \rightarrow \infty}-\sum_{k=K_{h}}^{K} \gamma_{k} \alpha_{k}\left\|\bar{x}_{k}-x^{*}\right\|^{2}<-\epsilon_{h} \lim _{K \rightarrow \infty} \sum_{k=K_{h}}^{K} \gamma_{k} \alpha_{k}<-\infty \tag{37}
\end{equation*}
$$

since $\sum_{k} \alpha_{k} \gamma_{k}$ diverges by Assumption 2.1 However, this implies that $z_{K}<-\infty$ and as a consequence, $d_{K+1} \leq D^{\prime}+z_{K}<-\infty$ which is a contradiction as $d_{K+1} \geq 0$. We conclude that $\lim _{k \rightarrow \infty} d_{k}=0$ and $\lim _{k \rightarrow \infty} \bar{x}_{k}=x^{*}$, almost surely.

## D. 2 Proof of Lemma D. 1

The goal is to bound $\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\|^{2}$ by $\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}$ and other vanishing terms.

$$
\begin{aligned}
\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\|^{2} & =\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k}+\mathbf{1} \bar{x}_{k}-\mathbf{1} \bar{x}_{k+1}\right\|^{2} \\
& =\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}+2\left\langle\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k}, \mathbf{1} \bar{x}_{k}-\mathbf{1} \bar{x}_{k+1}\right\rangle+\left\|\mathbf{1} \bar{x}_{k}-\mathbf{1} \bar{x}_{k+1}\right\|^{2} \\
& \stackrel{(a)}{=}\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}-\left\|\mathbf{1} \bar{x}_{k}-\mathbf{1} \bar{x}_{k+1}\right\|^{2} \\
& \leq\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2} \\
& =\sum_{i=1}^{n}\left\|x_{i, k+1}-\bar{x}_{k}\right\|^{2} \\
& \stackrel{(b)}{\leq} \sum_{i=1}^{n}\left\|z_{i, k+1}-\bar{x}_{k}\right\|^{2} \\
& =\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2} \\
& =\left\|W \mathbf{x}_{k}-\alpha_{k} W \mathbf{y}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2} \\
& =\left\|W \mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}-2 \alpha_{k}\left\langle W \mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}, W \mathbf{y}_{k}\right\rangle+\alpha_{k}^{2}\left\|W \mathbf{y}_{k}\right\|^{2} \\
& \stackrel{c c}{\leq}\left\|W \mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha_{k}\left[\frac{1-\rho_{w}^{2}}{2 \rho_{w}^{2} \alpha_{k}}\left\|W \mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\frac{2 \rho_{w}^{2} \alpha_{k}}{1-\rho_{w}^{2}}\left\|W \mathbf{y}_{k}\right\|^{2}\right]+\alpha_{k}^{2}\left\|W \mathbf{y}_{k}\right\|^{2}
\end{aligned}
$$

$$
\begin{align*}
& \stackrel{(d)}{\leq} \rho_{w}^{2}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha_{k}\left[\frac{1-\rho_{w}^{2}}{2 \alpha_{k}}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\frac{2 \rho_{w}^{2} \alpha_{k}}{1-\rho_{w}^{2}}\left\|W \mathbf{y}_{k}\right\|^{2}\right]+\alpha_{k}^{2}\left\|W \mathbf{y}_{k}\right\|^{2} \\
& =\frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha_{k}^{2} \frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}}\left\|W \mathbf{y}_{k}\right\|^{2} \\
& =\frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha_{k}^{2} \frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}}\left\|W \mathbf{y}_{k}-\mathbf{1} \bar{y}_{k}+\mathbf{1} \bar{y}_{k}\right\|^{2}  \tag{38}\\
& \stackrel{(e)}{=} \frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha_{k}^{2} \frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}}\left\|W \mathbf{y}_{k}-\mathbf{1} \bar{y}_{k}\right\|^{2}+\alpha_{k}^{2} \frac{n\left(1+\rho_{w}^{2}\right)}{1-\rho_{w}^{2}}\left\|\bar{g}_{k}\right\|^{2} \\
& \leq \frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha_{k}^{2} \frac{\rho_{w}^{2}\left(1+\rho_{w}^{2}\right)}{1-\rho_{w}^{2}}\left\|\mathbf{y}_{k}-\mathbf{1} \bar{y}_{k}\right\|^{2}+\alpha_{k}^{2} \frac{n\left(1+\rho_{w}^{2}\right)}{1-\rho_{w}^{2}}\left\|\bar{g}_{k}\right\|^{2}
\end{align*}
$$

where $(a)$ is by (39), (b) is the projection inequality (5) noting that $\bar{x}_{k} \in \mathcal{K}$ since $\mathcal{K}$ is a convex set (so projecting it onto $\mathcal{K}$ gives us the same point), (c) is by $-2 \epsilon \times \frac{1}{\epsilon}\langle a, b\rangle=-2\left\langle\epsilon a, \frac{1}{\epsilon} b\right\rangle \leq \epsilon^{2}\|a\|^{2}+\frac{1}{\epsilon^{2}}\|b\|^{2}(d)$ is by Lemma 1.4 and $(e)$ is by 40 .

$$
\begin{align*}
2\left\langle\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k}, \mathbf{1} \bar{x}_{k}-\mathbf{1} \bar{x}_{k+1}\right\rangle & =2 \sum_{i=1}^{n}\left\langle x_{i, k+1}-\bar{x}_{k}, \bar{x}_{k}-\bar{x}_{k+1}\right\rangle \\
& =2\left\langle\sum_{i=1}^{n}\left(x_{i, k+1}-\bar{x}_{k}\right), \bar{x}_{k}-\bar{x}_{k+1}\right\rangle \\
& =2\left\langle n\left(\bar{x}_{k+1}-\bar{x}_{k}\right), \bar{x}_{k}-\bar{x}_{k+1}\right\rangle  \tag{39}\\
& =-2 n\left\langle\bar{x}_{k}-\bar{x}_{k+1}, \bar{x}_{k}-\bar{x}_{k+1}\right\rangle \\
& =-2 n\left\|\bar{x}_{k}-\bar{x}_{k+1}\right\|^{2} \\
& =-2\left\|\mathbf{1} \bar{x}_{k}-\mathbf{1} \bar{x}_{k+1}\right\|^{2}
\end{align*}
$$

$$
\begin{align*}
\left\langle W \mathbf{y}_{k}-\mathbf{1} \bar{y}_{k}, \mathbf{1} \bar{y}_{k}\right\rangle & =\sum_{i=1}^{n}\left\langle\sum_{j=1}^{n} w_{i j} y_{j, k}-\bar{y}_{k}, \bar{y}_{k}\right\rangle \\
& =\left\langle\sum_{i=1}^{n} \sum_{j=1}^{n} w_{i j} y_{j, k}-n \bar{y}_{k}, \bar{y}_{k}\right\rangle \\
& =\left\langle\sum_{j=1}^{n}\left(\sum_{i=1}^{n} w_{i j}\right) y_{j, k}-n \bar{y}_{k}, \bar{y}_{k}\right\rangle  \tag{40}\\
& =\left\langle\sum_{j=1}^{n} y_{j, k}-n \bar{y}_{k}, \bar{y}_{k}\right\rangle \\
& =0
\end{align*}
$$

From Lemma B.1. we know that $\left\|\bar{g}_{k}\right\|^{2} \leq M<\infty$ almost surely. We now bound $\left\|\mathbf{y}_{k}-\mathbf{1} \bar{y}_{k}\right\|^{2}$. By repeatedly replacing the variables with the algorithm's iterations, we see that

$$
\begin{aligned}
\mathbf{y}_{k+1} & =W \mathbf{y}_{k}+\mathbf{g}_{k+1}-\mathbf{g}_{k} \\
& =W\left(W \mathbf{y}_{k-1}+\mathbf{g}_{k}-\mathbf{g}_{k-1}\right)+\mathbf{g}_{k+1}-\mathbf{g}_{k} \\
& =W^{2} \mathbf{y}_{k-1}-W \mathbf{g}_{k-1}+(W-I) \mathbf{g}_{k}+\mathbf{g}_{k+1} \\
& =W^{2}\left(W \mathbf{y}_{k-2}+\mathbf{g}_{k-1}-\mathbf{g}_{k-2}\right)-W \mathbf{g}_{k-1}+(W-I) \mathbf{g}_{k}+\mathbf{g}_{k+1} \\
& =W^{3} \mathbf{y}_{k-2}-W^{2} \mathbf{g}_{k-2}+W(W-I) \mathbf{g}_{k-1}+(W-I) \mathbf{g}_{k}+\mathbf{g}_{k+1} \\
& =W^{3}\left(W \mathbf{y}_{k-3}+\mathbf{g}_{k-2}-\mathbf{g}_{k-3}\right)-W^{2} \mathbf{g}_{k-2}+W(W-I) \mathbf{g}_{k-1}+(W-I) \mathbf{g}_{k}+\mathbf{g}_{k+1}
\end{aligned}
$$

$$
\begin{aligned}
& =W^{4} \mathbf{y}_{k-3}-W^{3} \mathbf{g}_{k-3}+W^{2}(W-I) \mathbf{g}_{k-2}+W(W-I) \mathbf{g}_{k-1}+(W-I) \mathbf{g}_{k}+\mathbf{g}_{k+1} \\
& =\ldots \\
& =W^{k+1} \mathbf{y}_{0}-W^{k} \mathbf{g}_{0}+\sum_{j=0}^{k-1} W^{j}(W-I) \mathbf{g}_{k-j}+\mathbf{g}_{k+1} \\
& =W^{k}(W-I) \mathbf{g}_{0}+\sum_{j=0}^{k-1} W^{j}(W-I) \mathbf{g}_{k-j}+\mathbf{g}_{k+1} \\
& =\sum_{j=0}^{k} W^{j}(W-I) \mathbf{g}_{k-j}+\mathbf{g}_{k+1}, \\
& \mathbf{y}_{k}-\mathbf{1} \bar{y}_{k}= \\
& \quad \sum_{j=0}^{k-1} W^{j}(W-I) \mathbf{g}_{k-1-j}+\mathbf{g}_{k}-\sum_{j=0}^{k-1} \frac{1}{n} \mathbf{1 1}^{T} W^{j}(W-I) \mathbf{g}_{k-1-j}-\frac{1}{n} \mathbf{1 1}^{T} \mathbf{g}_{k} \\
& =\sum_{j=0}^{k-1} W^{j}(W-I) \mathbf{g}_{k-1-j}+\mathbf{g}_{k}-\sum_{j=0}^{k-1} \frac{1}{n} \mathbf{1 1}^{T}(W-I) \mathbf{g}_{k-1-j}-\frac{1}{n} \mathbf{1 1}^{T} \mathbf{g}_{k} \\
& \quad=\sum_{j=0}^{k-1}\left(W^{j}-\frac{1}{n} \mathbf{1 1} \mathbf{1}^{T}\right)(W-I) \mathbf{g}_{k-1-j}+\mathbf{g}_{k}-\frac{1}{n} \mathbf{1 1} \mathbf{1}^{T} \mathbf{g}_{k} \\
& =
\end{aligned}
$$

where the last equality can be proven by recursion and the fact that the matrix $W$ is doubly stochastic by Assumption 1.1
$\left(W-\frac{1}{n} \mathbf{1 1}\right)^{j+1}=\left(W^{j}-\frac{1}{n} \mathbf{1 1}{ }^{T}\right)\left(W-\frac{1}{n} \mathbf{1 1} \mathbf{1}^{T}\right)=W^{j+1}-\frac{1}{n} W^{j} \mathbf{1 1}^{T}-\frac{1}{n} \mathbf{1 1}{ }^{T} W+\frac{1}{n} \mathbf{1 1}^{T}=W^{j+1}-\frac{2}{n} \mathbf{1 1}^{T}+\frac{1}{n} \mathbf{1 1} \mathbf{1}^{T}=$ $W^{j+1}{ }^{n}-\frac{1}{n} \mathbf{1 1}{ }^{T}$.
Thus,

$$
\begin{aligned}
\left\|\mathbf{y}_{k}-\mathbf{1} \bar{y}_{k}\right\| & \leq \sum_{j=0}^{k-1}\left\|\left(W-\frac{1}{n} \mathbf{1 1}^{T}\right)^{j}(W-I) \mathbf{g}_{k-1-j}\right\|+\left\|\mathbf{g}_{k}-\mathbf{1} \bar{g}_{k}\right\| \\
& \leq \sum_{j=0}^{k-1} \rho_{w}^{j}\left\|(W-I) \mathbf{g}_{k-1-j}\right\|+\left\|\mathbf{g}_{k}-\mathbf{1} \bar{g}_{k}\right\|
\end{aligned}
$$

From Lemma B.1. we have $\left\|\mathbf{g}_{k}\right\|^{2}<\infty$ almost surely.
Then,

$$
\begin{aligned}
\left\|\mathbf{g}_{k}-\mathbf{1} \bar{g}_{k}\right\|^{2} & =\sum_{i=1}^{n}\left\|g_{i, k}-\frac{1}{n} \sum_{j=1}^{n} g_{j, k}\right\|^{2} \\
& =\sum_{i=1}^{n}\left(\left\|g_{i, k}\right\|^{2}-2\left\langle g_{i, k}, \frac{1}{n} \sum_{j=1}^{n} g_{j, k}\right\rangle+\left\|\bar{g}_{k}\right\|^{2}\right) \\
& =\left\|\mathbf{g}_{k}\right\|^{2}-2 n\left\|\bar{g}_{k}\right\|^{2}+n\left\|\bar{g}_{k}\right\|^{2} \\
& =\left\|\mathbf{g}_{k}\right\|^{2}-n\left\|\bar{g}_{k}\right\|^{2} \\
& \leq\left\|\mathbf{g}_{k}\right\|^{2} \\
& \leq M^{\prime 2}<\infty .
\end{aligned}
$$

Inserting in the previous inequality, we get

$$
\begin{align*}
\left\|\mathbf{y}_{k}-\mathbf{1} \bar{y}_{k}\right\| & \leq \frac{M^{\prime}}{1-\rho_{w}}\|(W-I)\|+M^{\prime}  \tag{41}\\
& =G<\infty
\end{align*}
$$

where we have a geometric sum as $\rho_{w}<1$.

1. Proving $\lim _{K \rightarrow \infty} \sum_{k=0}^{K}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}<\infty, \lim _{K \rightarrow \infty} \sum_{k=0}^{K}\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}<\infty$, and $\lim _{k \rightarrow \infty} \| \mathbf{x}_{k}-$ $1 \bar{x}_{k} \|^{2}=0$

Reconsider (38),

$$
\begin{align*}
\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\|^{2} & \leq \frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha_{k}^{2} \frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}}\left(\rho_{w}^{2}\left\|\mathbf{y}_{k}-\mathbf{1} \bar{y}_{k}\right\|^{2}+n\left\|\bar{g}_{k}\right\|^{2}\right) \\
\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2} & \leq \frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{k-1}-\mathbf{1} \bar{x}_{k-1}\right\|^{2}+\alpha_{k-1}^{2} \frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}}\left(\rho_{w}^{2}\left\|\mathbf{y}_{k-1}-\mathbf{1} \bar{y}_{k-1}\right\|^{2}+n\left\|\bar{g}_{k-1}\right\|^{2}\right) \\
& \cdots  \tag{42}\\
\left\|\mathbf{x}_{1}-\mathbf{1} \bar{x}_{1}\right\|^{2} & \leq \frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{0}-\mathbf{1} \bar{x}_{0}\right\|^{2}+\alpha_{0}^{2} \frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}}\left(\rho_{w}^{2}\left\|\mathbf{y}_{0}-\mathbf{1} \bar{y}_{0}\right\|^{2}+n\left\|\bar{g}_{0}\right\|^{2}\right)
\end{align*}
$$

Adding all inequalities in 42, we obtain

$$
\left.\left.\begin{array}{rl}
\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\|^{2} \leq & -\frac{1-\rho_{w}^{2}}{2} \sum_{l=1}^{k}\left\|\mathbf{x}_{l}-\mathbf{1} \bar{x}_{l}\right\|^{2}+\frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{0}-\mathbf{1} \bar{x}_{0}\right\|^{2} \\
& +\frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}} \sum_{l=0}^{k} \alpha_{l}^{2}\left(\rho_{w}^{2}\left\|\mathbf{y}_{l}-\mathbf{1} \bar{y}_{l}\right\|^{2}+n\left\|\bar{g}_{l}\right\|^{2}\right) \\
\leq & -\frac{(a)}{2} \sum_{w=1}^{2}
\end{array} \right\rvert\, \mathbf{x}_{l}-\mathbf{1} \bar{x}_{l}\left\|^{2}+\frac{1+\rho_{w}^{2}}{2}\right\| \mathbf{x}_{0}-\mathbf{1} \bar{x}_{0} \|^{2}\right)
$$

with (a) being due to (41). Let $k \rightarrow \infty$, then the second and third terms are bounded due to Assumption 2.1. There are then 2 cases: $\sum_{l}\left\|\mathrm{x}_{l}-\mathbf{1} \bar{x}_{l}\right\|^{2}$ either diverges or converges. Assume the validity of the hypothesis H1) $\sum_{l}\left\|\mathbf{x}_{l}-\mathbf{1} \bar{x}_{l}\right\|^{2}$ diverges, i.e., $\sum_{l=1}^{\infty}\left\|\mathbf{x}_{l}-\mathbf{1} \bar{x}_{l}\right\|^{2} \rightarrow \infty$. This leads to

$$
\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\|^{2}<-\infty
$$

as $-\frac{1-\rho_{w}^{2}}{2}<0$. However, $\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\|^{2}$ should be positive. Thus, hypothesis $H 1$ cannot be true and $\sum_{l}^{2}\left\|\mathbf{x}_{l}-\mathbf{1} \bar{x}_{l}\right\|^{2}$ converges. Hence, $\lim _{k \rightarrow \infty}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}=0$ almost surely.
Thus, reconsider (38),

$$
\begin{align*}
\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2} & \leq \frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha_{k}^{2} \frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}}\left(\rho_{w}^{2}\left\|\mathbf{y}_{k}-\mathbf{1} \bar{y}_{k}\right\|^{2}+n\left\|\bar{g}_{k}\right\|^{2}\right) \\
\sum_{k=0}^{K}\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2} & \leq \frac{1+\rho_{w}^{2}}{2} \sum_{k=0}^{K}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}}\left(\rho_{w}^{2} G^{2}+n M\right) \sum_{k=0}^{K} \alpha_{k}^{2}  \tag{43}\\
& <\infty
\end{align*}
$$

2. Proving $\sum_{k=0}^{\infty} \gamma_{k} \alpha_{k}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|<\infty$

By induction from (38), we have

$$
\begin{equation*}
\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\|^{2} \leq\left(\frac{1+\rho_{w}^{2}}{2}\right)^{k+1}\left\|\mathbf{x}_{0}-\mathbf{1} \bar{x}_{0}\right\|^{2}+\frac{2\left(\rho_{w}^{2} G^{2}+n M\right)}{1-\rho_{w}^{2}} \sum_{j=0}^{k}\left(\frac{1+\rho_{w}^{2}}{2}\right)^{j+1} \alpha_{k-j}^{2} \tag{44}
\end{equation*}
$$

Since $\sqrt{a+b}<\sqrt{a}+\sqrt{b}$,

$$
\begin{equation*}
\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\| \leq\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{k+1}{2}}\left\|\mathbf{x}_{0}-\mathbf{1} \bar{x}_{0}\right\|+\sqrt{\frac{2\left(\rho_{w}^{2} G^{2}+n M\right)}{1-\rho_{w}^{2}}} \sum_{j=0}^{k}\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{j+1}{2}} \alpha_{k-j} \tag{45}
\end{equation*}
$$

Then, substituting into the sum $\sum_{k=0}^{\infty} \gamma_{k} \alpha_{k}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|$,

$$
\begin{aligned}
& \sum_{k=1}^{\infty} \gamma_{k} \alpha_{k}\left(\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{k}{2}}\left\|\mathbf{x}_{0}-\mathbf{1} \bar{x}_{0}\right\|+\sqrt{\frac{2\left(\rho_{w}^{2} G^{2}+n M\right)}{1-\rho_{w}^{2}}} \sum_{j=0}^{k-1}\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{j+1}{2}} \alpha_{k-1-j}\right) \\
\leq & \gamma_{0} \alpha_{0}\left\|\mathbf{x}_{0}-\mathbf{1} \bar{x}_{0}\right\| \frac{\sqrt{1+\rho_{w}^{2}}}{\sqrt{2}-\sqrt{1+\rho_{w}^{2}}}+\sqrt{\frac{2\left(\rho_{w}^{2} G^{2}+n M\right)}{1-\rho_{w}^{2}}} \sum_{k=1}^{\infty} \gamma_{k} \alpha_{k} \sum_{j=0}^{k-1}\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{j+1}{2}}
\end{aligned} \alpha_{k-1-j},
$$

where the inequality is due to the fact that $\gamma_{k}$ and $\alpha_{k}$ are both decreasing step-sizes and we have a geometric sum of ratio $\sqrt{\frac{1+\rho^{2}}{2}}<1$. We then study the sums in the second term,

$$
\begin{aligned}
\sum_{k=1}^{\infty} \gamma_{k} \alpha_{k} \sum_{j=0}^{k-1}\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{j+1}{2}} \alpha_{k-1-j} & \leq \sum_{k=1}^{\infty} \gamma_{k} \sum_{j=0}^{k-1}\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{j+1}{2}} \alpha_{k-1-j}^{2} \\
& =\sum_{k=1}^{\infty} \gamma_{k} \sum_{j=1}^{k}\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{k-j+1}{2}} \alpha_{j-1}^{2} \\
& =\sum_{j=1}^{\infty} \alpha_{j-1}^{2} \sum_{k=j}^{\infty} \gamma_{k}\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{k-j+1}{2}} \\
& \leq \gamma_{0} \sum_{j=1}^{\infty} \alpha_{j-1}^{2} \sum_{k=j}^{\infty}\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{k-j+1}{2}} \\
& =\gamma_{0} \frac{\sqrt{1+\rho_{w}^{2}}}{\sqrt{2}-\sqrt{1+\rho_{w}^{2}}} \sum_{j=1}^{\infty} \alpha_{j-1}^{2} \\
& <\infty,
\end{aligned}
$$

as $\sum \alpha_{k}^{2}$ converges by Assumption 2.1
Finally, $\sum_{k=0}^{\infty} \gamma_{k} \alpha_{k}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|<\infty$.

## D. 3 Convergence Rate of the Consensus Error $\left\|\mathrm{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}$ and of $\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}$

As $\sum_{k}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}<\infty$, let us assume that $\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}$ vanishes with the same rate as $\alpha_{k}^{2}$. Then, there must be a scalar $\vartheta_{1}>0$ such that $\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}<\vartheta_{1}^{2} \alpha_{k}^{2}$. To test if such $\vartheta_{1}$ exists, we employ 38 to check whether $\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\|^{2}<\vartheta_{1}^{2} \alpha_{k+1}^{2}$ holds,

$$
\begin{align*}
\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\|^{2} & \leq \frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\frac{\left(1+\rho_{w}^{2}\right)}{1-\rho_{w}^{2}}\left(\rho_{w}^{2} G^{2}+n M\right) \alpha_{k}^{2} \\
& \leq \frac{1+\rho_{w}^{2}}{2} \vartheta_{1}^{2} \alpha_{k}^{2}+\frac{\left(1+\rho_{w}^{2}\right)}{1-\rho_{w}^{2}}\left(\rho_{w}^{2} G^{2}+n M\right) \alpha_{k}^{2}  \tag{46}\\
& =\left(\frac{1+\rho_{w}^{2}}{2} \vartheta_{1}^{2}+\frac{\left(1+\rho_{w}^{2}\right)}{1-\rho_{w}^{2}}\left(\rho_{w}^{2} G^{2}+n M\right)\right) \alpha_{k}^{2}
\end{align*}
$$

Then, testing

$$
\begin{align*}
\left(\frac{1+\rho_{w}^{2}}{2} \vartheta_{1}^{2}+\frac{\left(1+\rho_{w}^{2}\right)}{1-\rho_{w}^{2}}\left(\rho_{w}^{2} G^{2}+n M\right)\right) \alpha_{k}^{2} & \leq \vartheta_{1}^{2} \alpha_{k+1}^{2} \\
\frac{\left(1+\rho_{w}^{2}\right)}{1-\rho_{w}^{2}}\left(\rho_{w}^{2} G^{2}+n M\right) & \leq \vartheta_{1}^{2}\left(\frac{\alpha_{k+1}^{2}}{\alpha_{k}^{2}}-\frac{1+\rho_{w}^{2}}{2}\right)  \tag{47}\\
\frac{\frac{\left(1+\rho_{w}^{2}\right)}{1-\rho_{w}^{2}}\left(\rho_{w}^{2} G^{2}+n M\right)}{\frac{\alpha_{k+1}^{2}}{\alpha_{k}^{2}}-\frac{1+\rho_{w}^{2}}{2}} & \leq \vartheta_{1}^{2}
\end{align*}
$$

Thus, $0<\varrho^{2}<\infty$ whenever $\frac{\alpha_{k+1}^{2}}{\alpha_{k}^{2}}-\frac{1+\rho_{w}^{2}}{2}>0$.
Let us consider $\alpha_{k}$ having the form in Example 2.3 then $\frac{\alpha_{k+1}^{2}}{\alpha_{k}^{2}}=\left(\frac{k+1}{k+2}\right)^{2 v_{1}}$ is an increasing function of $k$ taking values between 0 and 1, and define

$$
K_{1}=\underset{\frac{\alpha_{k+1}^{2}}{\alpha_{k}^{2}}>\frac{1+\rho_{w}^{2}}{2}}{\arg \min } k
$$

To test whether $K_{1}$ grows very large, we find the intersection $\frac{\alpha_{k+1}^{2}}{\alpha_{k}^{2}}=\frac{1+\rho_{w}^{2}}{2}$,

$$
\begin{align*}
\left(\frac{k+1}{k+2}\right)^{2 v_{1}} & =\frac{1+\rho_{w}^{2}}{2} \\
\frac{k+1}{k+2} & =\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{1}{2 v_{1}}} \\
k+1 & =(k+2)\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{1}{2 v_{1}}}  \tag{48}\\
k & =\frac{2\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{1}{2 v_{1}}}-1}{1-\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{1}{2 v_{1}}}}
\end{align*}
$$

Define the function $h\left(x, v_{1}\right)=\frac{2 x^{\frac{1}{2 v_{1}}}-1}{1-x^{\frac{1}{2 v_{1}}}}$ for $0<x<1$ and $0.5<v<1$.
$\frac{\partial h\left(x, v_{1}\right)}{\partial v_{1}}=-\frac{\exp \left(\frac{\ln x}{2 v_{1}}\right) \ln x}{2 v_{1}^{2}\left(1-x^{\frac{1}{2 v_{1}}}\right)^{2}}>0$ for a fixed $0<x<1$.
$\frac{\partial h\left(x, v_{1}\right)}{\partial x}=\frac{x^{\frac{-2 v_{1}+1}{2 v_{1}}}}{2 v_{1}\left(1-x^{\left.\frac{1}{2 v_{1}}\right)^{2}}\right.}>0$ for a fixed $0.5<v_{1}<1$.
Taking an extreme case of $x=v_{1}=0.99$, we obtain $h(0.99,0.99) \approx 196$ iterations. For $x=v_{1}=0.95$, $h(0.95,0.95) \approx 36$ iterations. It decreases even more drastically for realistic choices of $\rho_{w}$ and $v_{1}$. Thus, it is reasonable to study the rate for $k \geq K_{1}$.

We conclude that for $k \geq K_{1}$, there exists $0<\vartheta_{1}<\infty$, such that

$$
\begin{equation*}
\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}<\vartheta_{1}^{2} \alpha_{k}^{2} \tag{49}
\end{equation*}
$$

Thus, from (38), for $k \geq K_{1}$, we also have

$$
\begin{align*}
\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2} & \leq \frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha_{k}^{2} \frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}}\left(\rho_{w}^{2} G^{2}+n M\right) \\
& \leq\left(\frac{1+\rho_{w}^{2}}{2} \vartheta_{1}^{2}+\frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}}\left(\rho_{w}^{2} G^{2}+n M\right)\right) \alpha_{k}^{2}  \tag{50}\\
& :=\vartheta_{2}^{2} \alpha_{k}^{2}
\end{align*}
$$

## E Convergence Rate

Our primary result, stated in the following Lemma, is based on finding a relation between two successive iterations of the expected divergence.
Lemma E.1. Let $A=\lambda c_{3}, B=\frac{2 c_{3} L^{2} \vartheta_{1}^{2}}{\lambda n}, C=\frac{c_{1}^{2} c_{4}^{6}}{2 c_{3} \lambda}$, and $E=\frac{\vartheta_{2}}{n}$. Then, for $k>K_{1}$,

$$
\begin{equation*}
D_{k+1} \leq\left(1-A \alpha_{k} \gamma_{k}\right) D_{k}+B \alpha_{k}^{3} \gamma_{k}+C \alpha_{k} \gamma_{k}^{3}+E \alpha_{k}^{2} \tag{51}
\end{equation*}
$$

Proof: See Appendix E.2.
Next, we let

$$
K_{2}=\underset{A \alpha_{k} \gamma_{k}<1}{\arg \min } k
$$

and $K_{0}=\max \left\{K_{1}, K_{2}\right\}$. For the ensuing part, the purpose is to locate a vanishing upper bound of $D_{k}$, making use of the inequality (51). The idea is to propose a decreasing sequence $U_{k+1} \leq U_{k}$ and suppose that $D_{k} \leq U_{k}, \forall k \geq K_{0}$, and then verify that $D_{k+1} \leq U_{k+1}$ by induction. The choice of $U_{k}$ is the most difficult component as one has to keep in mind the general forms of $\alpha_{k}$ and $\gamma_{k}$ in 51) and what kind of decisions to take regarding these forms. An essential property of $U_{k}$ is presented in the subsequent lemma.
Lemma E.2. If a decreasing sequence $U_{k+1} \leq U_{k}$ for $k \geq K_{0}$ exists such that $D_{k+1} \leq U_{k+1}$ can be deduced from $D_{k} \leq U_{k}$ and (51), then

$$
\begin{equation*}
U_{k} \geq \frac{B}{A} \alpha_{k}^{2}+\frac{C}{A} \gamma_{k}^{2}+\frac{E}{A} \frac{\alpha_{k}}{\gamma_{k}} \tag{52}
\end{equation*}
$$

Proof: See Appendix E.3.
An important remark is that the lower bound of $U_{k}$ in $\sqrt{52}$ is vanishing as $\alpha_{k}^{2}, \gamma_{k}^{2}$, and $\frac{\alpha_{k}}{\gamma_{k}}$ are all vanishing. This lower bound provides an insight on the convergence rate of $D_{k}$ as it cannot be better than that of $\alpha_{k}^{2}, \gamma_{k}^{2}$, or $\frac{\alpha_{k}}{\gamma_{k}}$.

The previous Lemma allows us to move forward in confirming the existence of the constants $\varsigma_{1}$ and $\varsigma_{2}$ that permit $D_{k} \leq \varsigma_{1} \gamma_{k}^{2}$ and $D_{k} \leq \varsigma_{2} \frac{\alpha_{k}}{\gamma_{k}}$ in Theorem 3.4, respectively.

## E. 1 Proof of Theorem 3.4

## 1. Proof of 14

By definition of $\varsigma_{1}, D_{K_{0}} \leq \varsigma_{1} \gamma_{K_{0}}^{2}$. The next step is to make sure that $D_{k+1} \leq U_{k+1}$ can be obtained from $D_{k} \leq U_{k}, \forall k \geq K_{0}$. Take $U_{k}=\varsigma_{1} \gamma_{k}^{2}$, let $D_{k} \leq U_{k}$ hold, and substitute in (51),

$$
D_{k+1} \leq\left(1-A \alpha_{k} \gamma_{k}\right) \varsigma_{1} \gamma_{k}^{2}+B \alpha_{k}^{3} \gamma_{k}+C \alpha_{k} \gamma_{k}^{3}+E \alpha_{k}^{2}
$$

We solve $D_{k+1} \leq U_{k+1}$ for $\varsigma_{1} \in \mathbb{R}^{+}$

$$
\left(1-A \alpha_{k} \gamma_{k}\right) \varsigma_{1} \gamma_{k}^{2}+B \alpha_{k}^{3} \gamma_{k}+C \alpha_{k} \gamma_{k}^{3}+E \alpha_{k}^{2} \leq U_{k+1}=\varsigma_{1} \gamma_{k+1}^{2}
$$

Then, by considering $\kappa_{k}=\frac{1-\left(\frac{\gamma_{k+1}}{\gamma_{k}}\right)^{2}}{\alpha_{k} \gamma_{k}}>0$ as given in 13,

$$
B \alpha_{k}^{2} \gamma_{k}^{-2}+E \alpha_{k} \gamma_{k}^{-3}+C \leq \varsigma_{1}\left(A-\kappa_{k}\right)
$$

and assuming $A-\kappa_{k}>0$, we find a constant $\overline{\varsigma_{1}}$ such that

$$
\varsigma_{1} \geq \bar{\varsigma}_{1}=\frac{B \alpha_{k}^{2} \gamma_{k}^{-2}+E \alpha_{k} \gamma_{k}^{-3}+C}{A-\kappa_{k}}
$$

keeping in mind that $B \alpha_{k}^{2} \gamma_{k}^{-2}+E \alpha_{k} \gamma_{k}^{-3}+C$ is positive by definition. Examine the parameters $\sigma_{1}$, $\sigma_{2}$, and $\sigma_{3}$ as they are introduced in (13), then

$$
\overline{\varsigma_{1}} \leq \frac{B \sigma_{2}+E \sigma_{3}+C}{A-\sigma_{1}}
$$

We conclude that $D_{k} \leq \varsigma_{1} \gamma_{k}^{2}$ where $\varsigma_{1}$ satisfies the definition 15 .
2. Proof of 16
$D_{K_{0}} \leq \varsigma_{2} \frac{\gamma_{K_{0}}}{\alpha_{K_{0}}}$ by definition of $\varsigma_{2} . \forall k \geq K_{0}$, let $D_{k} \leq \varsigma_{2} \frac{\alpha_{k}}{\gamma_{k}}$, then

$$
D_{k+1} \leq\left(1-A \alpha_{k} \gamma_{k}\right) \varsigma_{2} \frac{\alpha_{k}}{\gamma_{k}}+B \alpha_{k}^{3} \gamma_{k}+C \alpha_{k} \gamma_{k}^{3}+E \alpha_{k}^{2}
$$

Solving $D_{k+1} \leq \varsigma_{2} \frac{\alpha_{k+1}}{\gamma_{k+1}}$ for $\varsigma_{2} \in \mathbb{R}^{+}$,

$$
\left(1-A \alpha_{k} \gamma_{k}\right) \varsigma_{2} \frac{\alpha_{k}}{\gamma_{k}}+B \alpha_{k}^{3} \gamma_{k}+C \alpha_{k} \gamma_{k}^{3}+E \alpha_{k}^{2} \leq \varsigma_{2} \frac{\alpha_{k+1}}{\gamma_{k+1}}
$$

Take $\tau_{k}=\frac{\frac{\alpha_{k}}{\gamma_{k}}-\frac{\alpha_{k+1}}{\gamma_{k+1}}}{\alpha_{k}^{2}}>0$ as given in 13, then

$$
B \alpha_{k} \gamma_{k}+C \alpha_{k}^{-1} \gamma_{k}^{3}+E \leq\left(A-\tau_{k}\right) \varsigma_{2}
$$

If $\frac{\alpha_{k}}{\gamma_{k}}-\frac{\alpha_{k+1}}{\gamma_{k+1}}<A \alpha_{k}^{2}$, then $\exists \overline{\varsigma_{2}}$ such that

$$
\varsigma_{2} \geq \overline{\varsigma_{2}}=\frac{B \alpha_{k} \gamma_{k}+C \alpha_{k}^{-1} \gamma_{k}^{3}+E}{\left(A-\tau_{k}\right)}
$$

Examine $\sigma_{4}, \sigma_{5}$, and $\sigma_{6}$ that are defined in 13 , we can say

$$
\overline{\varsigma_{2}} \leq \frac{B \sigma_{5}+C \sigma_{6}+E}{\left(A-\sigma_{4}\right)}
$$

We conclude that $D_{k} \leq \varsigma_{2} \frac{\alpha_{k}}{\gamma_{k}}$ with $\varsigma_{2}$ satisfying 17 .

## E. 2 Proof of Lemma E. 1

Starting with the same steps as in 29,

$$
\begin{align*}
& D_{k+1}= \mathbb{E}\left[\left\|\bar{x}_{k+1}-x^{*}\right\|^{2}\right] \\
& \leq \mathbb{E}\left[\frac{1}{n}\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}+2\left\langle-\alpha_{k} \bar{g}_{k}, \bar{x}_{k}-x^{*}\right\rangle+d_{k}\right] \\
&= D_{k}+\frac{1}{n} \mathbb{E}\left[\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}\right]-2 \alpha_{k} \mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, \bar{g}_{k}\right\rangle\right] \\
& \stackrel{(a)}{=} D_{k}+\frac{1}{n} \mathbb{E}\left[\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}\right]-2 c_{3} \alpha_{k} \gamma_{k} \mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, h\left(\mathbf{x}_{k}\right)+\bar{b}_{k}\right\rangle\right] \\
&= D_{k}+\frac{1}{n} \mathbb{E}\left[\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}\right]-2 c_{3} \alpha_{k} \gamma_{k} \mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, \nabla \mathcal{F}\left(\bar{x}_{k}\right)\right\rangle\right]+2 c_{3} \alpha_{k} \gamma_{k} \mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, \nabla \mathcal{F}\left(\bar{x}_{k}\right)-h\left(\mathbf{x}_{k}\right)\right\rangle\right] \\
&-2 c_{3} \alpha_{k} \gamma_{k} \mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, \bar{b}_{k}\right\rangle\right] \tag{53}
\end{align*}
$$

where $(a)$ is due to both $\mathbb{E}\left[e_{k} \mid \mathcal{H}_{k}\right]=0$ and 22 :

$$
\begin{aligned}
\mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, \bar{g}_{k}\right\rangle\right] & =\mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, \bar{g}_{k}-\mathbb{E}\left[\bar{g}_{k} \mid \mathcal{H}_{k}\right]+\mathbb{E}\left[\bar{g}_{k} \mid \mathcal{H}_{k}\right]\right\rangle\right] \\
& =\mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, e_{k}\right\rangle\right]+\mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, \mathbb{E}\left[\bar{g}_{k} \mid \mathcal{H}_{k}\right]\right\rangle\right] \\
& =\mathbb{E} \mathcal{H}_{k}\left[\mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, e_{k}\right\rangle \mid \mathcal{H}_{k}\right]\right]+\mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, \mathbb{E}\left[\bar{g}_{k} \mid \mathcal{H}_{k}\right]\right\rangle\right] \\
& =0+\mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, \mathbb{E}\left[\bar{g}_{k} \mid \mathcal{H}_{k}\right]\right\rangle\right]
\end{aligned}
$$

From Lemma B.1. we have $\mathbb{E}\left[\left\|\bar{g}_{k}\right\|^{2}\right]<\bar{M}$ with $\bar{M}$ a bounded constant.
By the strong convexity in Assumption 1.2 we have

$$
\begin{align*}
-2 c_{3} \alpha_{k} \gamma_{k} \mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, \nabla \mathcal{F}\left(\bar{x}_{k}\right)\right\rangle\right] & \leq-2 \lambda c_{3} \alpha_{k} \gamma_{k} \mathbb{E}\left[\left\|\bar{x}_{k}-x^{*}\right\|^{2}\right]  \tag{54}\\
& =-2 \lambda c_{3} \alpha_{k} \gamma_{k} D_{k}
\end{align*}
$$

Next, from Lemma 1.5, we have

$$
\begin{aligned}
2 c_{3} \alpha_{k} \gamma_{k}\left\langle\bar{x}_{k}-x^{*}, \nabla \mathcal{F}\left(\bar{x}_{k}\right)-h\left(\mathbf{x}_{k}\right)\right\rangle & \leq 2 c_{3} \alpha_{k} \gamma_{k} \frac{L}{\sqrt{n}}\left\|\bar{x}_{k}-x^{*}\right\|\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\| \\
& \stackrel{(a)}{\leq} \frac{\lambda c_{3} \alpha_{k} \gamma_{k}}{2}\left\|\bar{x}_{k}-x^{*}\right\|^{2}+2 c_{3} \alpha_{k} \gamma_{k} \frac{L^{2}}{\lambda n}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}
\end{aligned}
$$

where $(a)$ is due to $2 \sqrt{\epsilon} \times \frac{1}{\sqrt{\epsilon}}\langle a, b\rangle=2\left\langle\sqrt{\epsilon} a, \frac{1}{\sqrt{\epsilon}} b\right\rangle \leq \epsilon\|a\|^{2}+\frac{1}{\epsilon}\|b\|^{2}$. From $\sqrt{49}$, we have for $k \geq K_{1}$,

$$
\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2} \leq \vartheta_{1}^{2} \alpha_{k}^{2}
$$

Hence,

$$
\begin{equation*}
2 c_{3} \alpha_{k} \gamma_{k} \mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, \nabla \mathcal{F}\left(\bar{x}_{k}\right)-h\left(\mathbf{x}_{k}\right)\right\rangle\right] \leq \frac{\lambda c_{3} \alpha_{k} \gamma_{k}}{2} D_{k}+\frac{2 c_{3} L^{2} \vartheta_{1}^{2}}{\lambda n} \alpha_{k}^{3} \gamma_{k} \tag{55}
\end{equation*}
$$

From (23),

$$
\begin{align*}
-2 c_{3} \alpha_{k} \gamma_{k} \mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, \bar{b}_{k}\right\rangle\right] & \leq \frac{\lambda c_{3} \alpha_{k} \gamma_{k}}{2} D_{k}+\frac{2 c_{3} \alpha_{k} \gamma_{k}}{\lambda} \mathbb{E}\left[\left\|\bar{b}_{k}\right\|^{2}\right] \\
& \leq \frac{\lambda c_{3} \alpha_{k} \gamma_{k}}{2} D_{k}+\frac{c_{1}^{2} c_{4}^{6} \alpha_{k} \gamma_{k}^{3}}{2 c_{3} \lambda} \tag{56}
\end{align*}
$$

From (50), for $k \geq K_{1}$, we have

$$
\begin{equation*}
\frac{1}{n} \mathbb{E}\left[\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}\right] \leq \frac{\vartheta_{2}}{n} \alpha_{k}^{2} \tag{57}
\end{equation*}
$$

Finally, by combining (53), (54), (55), (56), and (57) we get (51).

## E. 3 Proof of Lemma E. 2

Since $1-A \alpha_{k} \gamma_{k}>0$ when $k \geq K_{0}$, we may substitute $D_{k} \leq U_{k}$ in 51,

$$
D_{k+1} \leq\left(1-A \alpha_{k} \gamma_{k}\right) U_{k}+B \alpha_{k}^{3} \gamma_{k}+C \alpha_{k} \gamma_{k}^{3}+E \alpha_{k}^{2}
$$

Testing $D_{k+1} \leq U_{k+1}$ in the previous inequality, we get

$$
\begin{gather*}
\left(1-A \alpha_{k} \gamma_{k}\right) U_{k}+B \alpha_{k}^{3} \gamma_{k}+C \alpha_{k} \gamma_{k}^{3}+E \alpha_{k}^{2} \leq U_{k+1} \leq U_{k} \\
\frac{B}{A} \alpha_{k}^{2}+\frac{C}{A} \gamma_{k}^{2}+\frac{E}{A} \frac{\alpha_{k}}{\gamma_{k}} \leq U_{k} \tag{58}
\end{gather*}
$$

## E. 4 Proof of Theorem 3.5

Theorem 3.4 indicates that the convergence rate is a function of $v_{1}$ and $v_{2}$, as $\gamma_{k}^{2} \propto(k+1)^{-2 v_{2}}$ and $\frac{\alpha_{k}}{\gamma_{k}} \propto(k+1)^{-\left(v_{1}-v_{2}\right)}$. Nonetheless, we must still verify the validity of the assumptions presented in the theorem, meaning:

- Are $\sigma_{1}<A$ and $\sigma_{4}<A$ fulfilled?
- Are $\varsigma_{1}$ and $\varsigma_{2}$ bounded?

We must remark that in what follows, the analysis is done for $k \geq K_{0}$.
Let $\alpha_{k}$ and $\gamma_{k}$ have the forms given in 18 .

1. Verifying that $\sigma_{1}<A$ and $\sigma_{4}<A$

The idea is to find a bound on $\alpha_{0}$ and $\gamma_{0}$ to guarantee $\sigma_{1}<A$ and $\sigma_{4}<A$. We start by bounding $\sigma_{1}$ and $\sigma_{4}$ from above, i.e.,

$$
\sigma_{1}=\max _{k \geq K_{0}} \frac{1-\left(\frac{\gamma_{k+1}}{\gamma_{k}}\right)^{2}}{\alpha_{k} \gamma_{k}}=\max _{k \geq K_{0}} \frac{1-\left(1+\frac{1}{k+1}\right)^{-2 v_{2}}}{\alpha_{0} \gamma_{0}(k+1)^{-v_{1}-v_{2}}}
$$

and

$$
\sigma_{4}=\max _{k \geq K_{0}} \frac{1-\frac{\alpha_{k+1} \gamma_{k+1}^{-1}}{\alpha_{k} \gamma_{k}^{-1}}}{\alpha_{k} \gamma_{k}}=\max _{k \geq K_{0}} \frac{1-\left(1+\frac{1}{k+1}\right)^{-\left(v_{1}-v_{2}\right)}}{\alpha_{0} \gamma_{0}(k+1)^{-v_{1}-v_{2}}} .
$$

To do so, we define a function $q(x)=x^{-a}\left(1-(1+x)^{-b}\right)$ with $a, b, x \in(0,1]$. Since $x^{-a} \leq x^{-1}$, we have $q(x) \leq x^{-1}\left(1-(1+x)^{-b}\right)=r(x)$. To further bound $q(x)$, We study the derivative of $r(x)$ as it is simpler to do so,

$$
r^{\prime}(x)=x^{-2}\left(((b+1) x+1)(1+x)^{-b-1}-1\right)=x^{-2} s(x)
$$

Hence the sign of $r^{\prime}(x)$ is that of $s(x)$. We again calculate the derivative of $s(x)$ to find its sign,

$$
s^{\prime}(x)=-b(b+1) x(1+x)^{-b-2} \leq 0
$$

since $b>0$ and $x>0$. Then, $s(x)$ is a decreasing function of $x$ over $(0,1]$. We remark that $\lim _{x \rightarrow 0} s(x)=0$, meaning $s(x)<0$ and $r^{\prime}(x)<0, \forall x \in(0,1]$. Finally,

$$
r(x)<\lim _{x \rightarrow 0} r(x)=\frac{1-(1+x)^{-b}}{x}=b
$$

and $q(x) \leq r(x)<b$, noting that $\lim _{x \rightarrow 0} q(x)=b$ for $a=1$. We conclude that $\sigma_{1}<\frac{2 v_{2}}{\alpha_{0} \gamma_{0}}$ and $\sigma_{4}<\frac{v_{1}-v_{2}}{\alpha_{0} \gamma_{0}}$. For $\sigma_{1}<A$ and $\sigma_{4}<A$ to be valid, we must have

$$
\begin{equation*}
\alpha_{0} \gamma_{0} \geq \max \left\{2 v_{2}, v_{1}-v_{2}\right\} / A \tag{59}
\end{equation*}
$$

## 2. Verifying that $\varsigma_{1}$ and $\varsigma_{2}$ are bounded

The goal is to verify that the constant term in the convergence rate is bounded. Thus, we must check that the lower bounds given in 15 and 17 are indeed finite. We start by analyzing $\sigma_{2}$ and $\sigma_{5}$,

$$
\sigma_{2}=\alpha_{0}^{2} \gamma_{0}^{-2} \max _{k \geq K_{0}}(1+k)^{-2\left(v_{1}-v_{2}\right)}=\alpha_{0}^{2} \gamma_{0}^{-2}\left(1+K_{0}\right)^{-2\left(v_{1}-v_{2}\right)}, \text { as } 0<v_{2} \leq v_{1}
$$

and

$$
\sigma_{5}=\alpha_{0} \gamma_{0} \max _{k \geq K_{0}}(1+k)^{-\left(v_{1}+v_{2}\right)}=\alpha_{0} \gamma_{0}\left(1+K_{0}\right)^{-\left(v_{1}+v_{2}\right)}, \text { as } 0<v_{2}+v_{1}
$$

We end with the analysis of $\sigma_{3}$ and $\sigma_{6}$, i.e.,

$$
\sigma_{3}=\alpha_{0} \gamma_{0}^{-3} \max _{k \geq K_{0}}(1+k)^{-\left(v_{1}-3 v_{2}\right)}=\left\{\begin{array}{cl}
\alpha_{0} \gamma_{0}^{-3}\left(1+K_{0}\right)^{-\left(v_{1}-3 v_{2}\right)}, & \text { if } v_{1} \geq 3 v_{2} \\
\infty, & \text { if } v_{1}<3 v_{2}
\end{array}\right.
$$

and

$$
\sigma_{6}=\alpha_{0}^{-1} \gamma_{0}^{3} \max _{k \geq K_{0}}(1+k)^{v_{1}-3 v_{2}}=\left\{\begin{array}{cl}
\alpha_{0}^{-1} \gamma_{0}^{3}\left(1+K_{0}\right)^{v_{1}-3 v_{2}}, & \text { if } v_{1} \leq 3 v_{2} \\
\infty, & \text { if } v_{1}>3 v_{2}
\end{array}\right.
$$

There are clearly 3 cases:

- $v_{1}>3 v_{2}$

Thus, $\sigma_{3}$ is bounded.
Since $\sigma_{2}$ and $\varsigma_{1}$ (by definition) are also bounded provided that $\alpha_{0} \gamma_{0} \geq \frac{2 v_{2}}{A}$ in 59 .
However, $\varsigma_{2} \rightarrow \infty$ since $\sigma_{6} \rightarrow \infty$ resulting in a loose upper bound in (16).
To that end, we can write $D_{k} \leq \Upsilon_{1}(1+k)^{-2 v_{2}}$ with $\Upsilon_{1}$ a bounded constant.

- $v_{1}<3 v_{2}$

Similarly, $\sigma_{6}$ is bounded while $\sigma_{3} \rightarrow \infty$. Then, $\exists \Upsilon_{2}<\infty$, where $D_{k} \leq \Upsilon_{2}(1+k)^{-\left(v_{1}-v_{2}\right)}$ provided that $\alpha_{0} \gamma_{0} \geq \frac{v_{1}-v_{2}}{A}$.

- $v_{1}=3 v_{2}$

Both $\sigma_{3}$ and $\sigma_{6}$ are bounded allowing both previous inequalities corresponding to $D_{k}$ to be valid.

By this analysis, we conclude the proof of Theorem 3.5
We present Figure 10 for easier reading of the conditions on the step sizes' exponents where we plot $v_{2}$ vs. $v_{1}$.


Figure 10: Plot of $v_{2}$ vs. $v_{1}$ where the yellow shaded area is the feasibility region determined by Assumption 2.1

## F Regret Analysis

Since, by Lemma 1.5 the local objective function is $L$-smooth, we can write

$$
\begin{equation*}
F_{i}(y) \leq F_{i}(x)+\left\langle\nabla F_{i}(x), y-x\right\rangle+\frac{L}{2}\|y-x\|^{2}, \forall x, y \in \mathbb{R}^{d}, \forall i \in \mathbb{N} \tag{60}
\end{equation*}
$$

To find the regret bound, consider

$$
\begin{aligned}
& \mathbb{E}\left[\frac{1}{n} \sum_{k=K_{0}}^{K} \sum_{i=1}^{n} F_{i}\left(x_{i, k}\right)-F_{i}\left(x^{*}\right)\right] \\
& \stackrel{(a)}{\leq} \mathbb{E}\left[\frac{L}{2 n} \sum_{k=K_{0}}^{K} \sum_{i=1}^{n}\left\|x_{i, k}-x^{*}\right\|^{2}\right] \\
&= \mathbb{E}\left[\frac{L}{2 n} \sum_{k=K_{0}}^{K} \sum_{i=1}^{n}\left\|x_{i, k}-\bar{x}_{k}+\bar{x}_{k}-x^{*}\right\|^{2}\right] \\
& \leq \mathbb{E}\left[\frac{L}{n} \sum_{k=K_{0}}^{K} \sum_{i=1}^{n}\left(\left\|x_{i, k}-\bar{x}_{k}\right\|^{2}+\left\|\bar{x}_{k}-x^{*}\right\|^{2}\right)\right] \\
&= \mathbb{E}\left[L \sum_{k=K_{0}}^{K}\left(\frac{1}{n}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\left\|\bar{x}_{k}-x^{*}\right\|^{2}\right)\right] \\
&(b) \\
& \leq L \sum_{k=K_{0}}^{K} \frac{\vartheta_{1}^{2}}{n} \alpha_{k}^{2}+D_{k} \\
&= \frac{\vartheta_{1}^{2} \alpha_{0}^{2} L}{n} \sum_{k=K_{0}}^{K} \frac{1}{(k+1)^{\frac{3}{2}}}+L \Upsilon \sum_{k=K_{0}}^{K} \frac{1}{\sqrt{k+1}}
\end{aligned}
$$

$$
\begin{aligned}
& \stackrel{(c)}{\leq} \frac{\vartheta_{1}^{2} \alpha_{0}^{2} L}{n} \int_{K_{0}-1}^{K} \frac{1}{(u+1)^{\frac{3}{2}}} d u+\Upsilon L \int_{K_{0}-1}^{K} \frac{1}{\sqrt{u+1}} d u \\
& =\frac{2 \vartheta_{1}^{2} \alpha_{0}^{2} L}{n}\left(\frac{1}{\sqrt{K_{0}}}-\frac{1}{\sqrt{K+1}}\right)+2 \Upsilon L\left(\sqrt{K+1}-\sqrt{K_{0}}\right)
\end{aligned}
$$

where $(a)$ is due to $\nabla F_{i}\left(x^{*}\right)=0, \forall i \in \mathbb{N}$, by definition of $x^{*}$, in 60 . (b) is by Lemma 3.3 and Theorem 3.5. and in $(c)$, we interpret the sums over $K_{0} \leq k \leq K$ as Riemann sums in which the functions $\frac{1}{(u+1)^{\frac{3}{2}}}$ and $\frac{1}{\sqrt{u+1}}$ are evaluated at the right endpoint of the interval $[i-1, i]$ for $i=K_{0}, K_{0}+1, \ldots, K$. Since the functions $\frac{1}{(u+1)^{\frac{3}{2}}}$ and $\frac{1}{\sqrt{u+1}}$ are monotonically decreasing, the sums are in fact lower Riemann sums and therefore bounded from above by the integrals $\int_{K_{0}-1}^{K} \frac{1}{(u+1)^{\frac{3}{2}}} d u$ and $\int_{K_{0}-1}^{K} \frac{1}{\sqrt{u+1}} d u$, respectively.

## G Convergence Rate with Constant Step Sizes

We start by going over previous derivations,

$$
\begin{aligned}
\breve{g}_{i, k} & =\mathbb{E}_{S, \Phi, \zeta}\left[\Phi_{i, k}\left(f_{i}\left(x_{i, k}+\gamma \Phi_{i, k}, S_{i, k}\right)+\zeta_{i, k}\right) \mid \mathcal{H}_{k}\right] \\
& =\mathbb{E}_{\Phi}\left[\Phi_{i, k} F_{i}\left(x_{i, k}+\gamma \Phi_{i, k}\right) \mid \mathcal{H}_{k}\right] \\
& =F_{i}\left(x_{i, k}\right) \mathbb{E}_{\Phi}\left[\Phi_{i, k}\right]+\gamma \mathbb{E}_{\Phi}\left[\Phi_{i, k} \Phi_{i, k}^{T} \mid \mathcal{H}_{k}\right] \nabla F_{i}\left(x_{i, k}\right)+\frac{\gamma^{2}}{2} \mathbb{E}_{\Phi}\left[\Phi_{i, k} \Phi_{i, k}^{T} \nabla^{2} F_{i}\left(\tilde{x}_{i, k}\right) \Phi_{i, k} \mid \mathcal{H}_{k}\right] \\
& =c_{3} \gamma\left[\nabla F_{i}\left(x_{i, k}\right)+b_{i, k}\right] .
\end{aligned}
$$

Thus, $b_{i, k}=\frac{\gamma}{2 c_{3}} \mathbb{E}_{\Phi}\left[\Phi_{i, k} \Phi_{i, k}^{T} \nabla^{2} F_{i}\left(\tilde{x}_{i, k}\right) \Phi_{i, k} \mid \mathcal{H}_{k}\right]$.
Let Assumptions 1.2 and 2.2 hold. Then, we can bound the bias as

$$
\begin{aligned}
\left\|b_{i, k}\right\| & \leq \frac{\gamma}{2 c_{3}} \mathbb{E}_{\Phi}\left[\left\|\Phi_{i, k}\right\|_{2}\left\|\Phi_{i, k}^{T}\right\|_{2}\left\|\nabla^{2} F_{i}\left(\tilde{x}_{i, k}\right)\right\|_{2}\left\|\Phi_{i, k}\right\|_{2} \mid \mathcal{H}_{k}\right] \\
& \leq \gamma \frac{c_{4}^{3} c_{1}}{2 c_{3}}
\end{aligned}
$$

We remark that

$$
\begin{align*}
\tilde{g}_{k} & =\mathbb{E}\left[\bar{g}_{k} \mid \mathcal{H}_{k}\right] \\
& =\frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[g_{i, k} \mid \mathcal{H}_{k}\right] \\
& =\frac{1}{n} \sum_{i=1}^{n} c_{3} \gamma\left[\nabla F_{i}\left(x_{i, k}\right)+b_{i, k}\right]  \tag{61}\\
& =c_{3} \gamma\left[h\left(\mathbf{x}_{k}\right)+\bar{b}_{k}\right]
\end{align*}
$$

is also a biased estimator of $h\left(\mathbf{x}_{k}\right)$ with

$$
\begin{align*}
\left\|\bar{b}_{k}\right\| & =\left\|\frac{1}{n} \sum_{i=1}^{n} b_{i, k}\right\| \\
& \leq \frac{1}{n} \sum_{i=1}^{n}\left\|b_{i, k}\right\|  \tag{62}\\
& \leq \frac{1}{n} \sum_{i=1}^{n} \gamma \frac{c_{4}^{3} c_{1}}{2 c_{3}} \\
& =\gamma \frac{c_{4}^{3} c_{1}}{2 c_{3}}
\end{align*}
$$

Lemma G.1. Let all Assumptions 1.3, 2.2, and 2.4 hold, then there exists a bounded constant $\bar{M}>0$, such that $E\left[\left\|\bar{g}_{k}\right\|^{2}\right]<\bar{M}$.

Proof. $\forall i \in \mathcal{N}$, we have

$$
\begin{aligned}
\mathbb{E}\left[\left\|g_{i, k}\right\|^{2} \mid \mathcal{H}_{k}\right] & =\mathbb{E}\left[\left\|\Phi_{i, k}\left(f_{i}\left(x_{i, k}+\gamma \Phi_{i, k}, S_{i, k}\right)+\zeta_{i, k}\right)\right\|^{2} \mid \mathcal{H}_{k}\right] \\
& =\mathbb{E}\left[\left\|\Phi_{i, k}\right\|^{2}\left\|f_{i}\left(x_{i, k}+\gamma \Phi_{i, k}, S_{i, k}\right)+\zeta_{i, k}\right\|^{2} \mid \mathcal{H}_{k}\right] \\
& \stackrel{(a)}{\leq} c_{4}^{2} \mathbb{E}\left[\left(f_{i}\left(x_{i, k}+\gamma \Phi_{i, k}, S_{i, k}\right)+\zeta_{i, k}\right)^{2} \mid \mathcal{H}_{k}\right] \\
& \stackrel{(b)}{=} c_{4}^{2} \mathbb{E}\left[f_{i}^{2}\left(x_{i, k}+\gamma \Phi_{i, k}, S_{i, k}\right) \mid \mathcal{H}_{k}\right]+c_{4}^{2} c_{2} \\
& \stackrel{(c)}{<} \infty
\end{aligned}
$$

where (a) is due to Assumption 2.2, (b) Assumption 1.3, and (c) Assumption 2.4
The stochastic noise is still defined as $e_{k}=\bar{g}_{k}-\tilde{g}_{k}$ and retains its property

$$
\mathbb{E}\left[e_{k}\right]=\mathbb{E}\left[\bar{g}_{k}-\mathbb{E}\left[\bar{g}_{k} \mid \mathcal{H}_{k}\right]\right]=\mathbb{E}_{\mathcal{H}_{k}}\left[\mathbb{E}\left[\bar{g}_{k}-\mathbb{E}\left[\bar{g}_{k} \mid \mathcal{H}_{k}\right] \mid \mathcal{H}_{k}\right]\right]=0
$$

1. Proving $\left\|\mathrm{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}$ and $\left\|\mathrm{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}$ converge linearly

$$
\begin{align*}
\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\|^{2} & =\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k}+\mathbf{1} \bar{x}_{k}-\mathbf{1} \bar{x}_{k+1}\right\|^{2} \\
& =\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}+2\left\langle\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k}, \mathbf{1} \bar{x}_{k}-\mathbf{1} \bar{x}_{k+1}\right\rangle+\left\|\mathbf{1} \bar{x}_{k}-\mathbf{1} \bar{x}_{k+1}\right\|^{2} \\
& =\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}-\left\|\mathbf{1} \bar{x}_{k}-\mathbf{1} \bar{x}_{k+1}\right\|^{2} \\
& \leq\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2} \\
& =\sum_{i=1}^{n}\left\|x_{i, k+1}-\bar{x}_{k}\right\|^{2} \\
& \stackrel{(a)}{\leq} \sum_{i=1}^{n}\left\|z_{i, k+1}-\bar{x}_{k}\right\|^{2} \\
& =\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2} \\
& =\left\|W \mathbf{x}_{k}-\alpha W \mathbf{y}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2} \\
& =\left\|W \mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}-2 \alpha\left\langle W \mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}, W \mathbf{y}_{k}\right\rangle+\alpha^{2}\left\|W \mathbf{y}_{k}\right\|^{2} \\
& \stackrel{(b)}{\leq}\left\|W \mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha\left[\frac{1-\rho_{w}^{2}}{2 \rho_{w}^{2} \alpha}\left\|W \mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\frac{2 \rho_{w}^{2} \alpha}{1-\rho_{w}^{2}}\left\|W \mathbf{y}_{k}\right\|^{2}\right]+\alpha^{2}\left\|W \mathbf{y}_{k}\right\|^{2} \\
& \stackrel{(c)}{\leq} \rho_{w}^{2}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha\left[\frac{1-\rho_{w}^{2}}{2 \alpha}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\frac{2 \rho_{w}^{2} \alpha}{1-\rho_{w}^{2}}\left\|W \mathbf{y}_{k}\right\|^{2}\right]+\alpha^{2}\left\|W \mathbf{y}_{k}\right\|^{2} \\
& =\frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha^{2} \frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}}\left\|W \mathbf{y}_{k}-\mathbf{1} \bar{y}_{k}+\mathbf{1} \bar{y}_{k}\right\|^{2} \\
& =\frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha^{2} \frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}}\left\|W \mathbf{y}_{k}-\mathbf{1} \bar{y}_{k}\right\|^{2}+\alpha^{2} \frac{n\left(1+\rho_{w}^{2}\right)}{1-\rho_{w}^{2}}\left\|\bar{g}_{k}\right\|^{2} \\
& \leq \frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha^{2} \frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}}\left(\rho_{w}^{2}\left\|\mathbf{y}_{k}-\mathbf{1} \bar{y}_{k}\right\|^{2}+n\left\|\bar{g}_{k}\right\|^{2}\right) \tag{63}
\end{align*}
$$

where (a) is the projection inequality (5) noting that $\bar{x}_{k} \in \mathcal{K}$ since $\mathcal{K}$ is a convex set (so projecting it onto $\mathcal{K}$ gives us the same point), (b) is by $-2 \epsilon \times \frac{1}{\epsilon}\langle a, b\rangle=-2\left\langle\epsilon a, \frac{1}{\epsilon} b\right\rangle \leq \epsilon^{2}\|a\|^{2}+\frac{1}{\epsilon^{2}}\|b\|^{2}$, and (c) is by Lemma 1.4 .

By induction, we have

$$
\begin{align*}
\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\|^{2} \leq & \left(\frac{1+\rho_{w}^{2}}{2}\right)^{k+1}\left\|\mathbf{x}_{0}-\mathbf{1} \bar{x}_{0}\right\|^{2} \\
& +\alpha^{2} \frac{2}{1-\rho_{w}^{2}} \sum_{j=0}^{k}\left(\frac{1+\rho_{w}^{2}}{2}\right)^{j+1}\left(\rho_{w}^{2}\left\|\mathbf{y}_{k-j}-\mathbf{1} \bar{y}_{k-j}\right\|^{2}+n\left\|\bar{g}_{k}\right\|^{2}\right) \tag{64}
\end{align*}
$$

To bound the term $\left\|\mathbf{y}_{k-j}-\mathbf{1} \bar{y}_{k-j}\right\|^{2}$, we repeatedly replace the auxiliary variables with the algorithm's iterations,

$$
\begin{aligned}
\mathbf{y}_{k+1} & =W \mathbf{y}_{k}+\mathbf{g}_{k+1}-\mathbf{g}_{k} \\
& =W\left(W \mathbf{y}_{k-1}+\mathbf{g}_{k}-\mathbf{g}_{k-1}\right)+\mathbf{g}_{k+1}-\mathbf{g}_{k} \\
& =W^{2} \mathbf{y}_{k-1}-W \mathbf{g}_{k-1}+(W-I) \mathbf{g}_{k}+\mathbf{g}_{k+1} \\
& =W^{3} \mathbf{y}_{k-2}-W^{2} \mathbf{g}_{k-2}+W(W-I) \mathbf{g}_{k-1}+(W-I) \mathbf{g}_{k}+\mathbf{g}_{k+1} \\
& =\ldots \\
& =W^{k+1} \mathbf{y}_{0}-W^{k} \mathbf{g}_{0}+\sum_{j=0}^{k-1} W^{j}(W-I) \mathbf{g}_{k-j}+\mathbf{g}_{k+1} \\
& =W^{k}(W-I) \mathbf{g}_{0}+\sum_{j=0}^{k-1} W^{j}(W-I) \mathbf{g}_{k-j}+\mathbf{g}_{k+1} \\
& =\sum_{j=0}^{k} W^{j}(W-I) \mathbf{g}_{k-j}+\mathbf{g}_{k+1}, \\
\mathbf{y}_{k}-\mathbf{1} \bar{y}_{k}= & \sum_{j=0}^{k-1} W^{j}(W-I) \mathbf{g}_{k-1-j}+\mathbf{g}_{k}-\sum_{j=0}^{k-1} \frac{1}{n} \mathbf{1 1}{ }^{T} W^{j}(W-I) \mathbf{g}_{k-1-j}-\frac{1}{n} \mathbf{1 1}^{T} \mathbf{g}_{k} \\
= & \sum_{j=0}^{k-1} W^{j}(W-I) \mathbf{g}_{k-1-j}+\mathbf{g}_{k}-\sum_{j=0}^{k-1} \frac{1}{n} \mathbf{1 1}^{T}(W-I) \mathbf{g}_{k-1-j}-\frac{1}{n} \mathbf{1 1}^{T} \mathbf{g}_{k} \\
= & \sum_{j=0}^{k-1}\left(W^{j}-\frac{1}{n} \mathbf{1 1}{ }^{T}\right)(W-I) \mathbf{g}_{k-1-j}+\mathbf{g}_{k}-\frac{1}{n} \mathbf{1 1} \mathbf{1}^{T} \mathbf{g}_{k} \\
= & \sum_{j=0}^{k-1}\left(W-\frac{1}{n} \mathbf{1 1} \mathbf{1}^{T}\right)^{j}(W-I) \mathbf{g}_{k-1-j}+\mathbf{g}_{k}-\mathbf{1} \bar{g}_{k}
\end{aligned}
$$

where the last equality can be proven by recursion and the fact that the matrix $W$ is doubly stochastic by Assumption 1.1

$$
\begin{aligned}
& \left(W-\frac{1}{n} \mathbf{1 1}^{T}\right)^{j+1}=\left(W^{j}-\frac{1}{n} \mathbf{1 1}^{T}\right)\left(W-\frac{1}{n} \mathbf{1 1}^{T}\right)=W^{j+1}-\frac{1}{n} W^{j} \mathbf{1 1}^{T}-\frac{1}{n} \mathbf{1 1}^{T} W+\frac{1}{n} \mathbf{1 1}{ }^{T}=W^{j+1}- \\
& \frac{2}{n} \mathbf{1 1} 1^{T}+\frac{1}{n} \mathbf{1 1} \mathbf{1}^{T}=W^{j+1}-\frac{1}{n} \mathbf{1 1} \mathbf{1}^{T}
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\left\|\mathbf{y}_{k}-\mathbf{1} \bar{y}_{k}\right\| & \leq \sum_{j=0}^{k-1}\left\|\left(W-\frac{1}{n} \mathbf{1} \mathbf{1}^{T}\right)^{j}(W-I) \mathbf{g}_{k-1-j}\right\|+\left\|\mathbf{g}_{k}-\mathbf{1} \bar{g}_{k}\right\| \\
& \leq \sum_{j=0}^{k-1} \rho_{w}^{j}\left\|(W-I) \mathbf{g}_{k-1-j}\right\|+\left\|\mathbf{g}_{k}-\mathbf{1} \bar{g}_{k}\right\|
\end{aligned}
$$

From Lemma G.1. we have $\left\|\mathbf{g}_{k}\right\|^{2}<\infty$ almost surely.

$$
\begin{aligned}
\left\|\mathbf{g}_{k}-\mathbf{1} \bar{g}_{k}\right\|^{2} & =\sum_{i=1}^{n}\left\|g_{i, k}-\frac{1}{n} \sum_{j=1}^{n} g_{j, k}\right\|^{2} \\
& =\sum_{i=1}^{n}\left(\left\|g_{i, k}\right\|^{2}-2\left\langle g_{i, k}, \frac{1}{n} \sum_{j=1}^{n} g_{j, k}\right\rangle+\left\|\bar{g}_{k}\right\|^{2}\right) \\
& =\left\|\mathbf{g}_{k}\right\|^{2}-2 n\left\|\bar{g}_{k}\right\|^{2}+n\left\|\bar{g}_{k}\right\|^{2} \\
& =\left\|\mathbf{g}_{k}\right\|^{2}-n\left\|\bar{g}_{k}\right\|^{2} \\
& \leq\left\|\mathbf{g}_{k}\right\|^{2} \\
& \leq M^{\prime 2}<\infty
\end{aligned}
$$

Inserting in the previous inequality, we get

$$
\begin{align*}
\left\|\mathbf{y}_{k}-\mathbf{1} \bar{y}_{k}\right\| & \leq \frac{M^{\prime}}{1-\rho_{w}}\|(W-I)\|+M^{\prime}  \tag{65}\\
& =G<\infty
\end{align*}
$$

where we have a geometric sum as $\rho_{w}<1$.
Substituting the upper bound in (64),

$$
\begin{align*}
\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\|^{2} & \leq\left(\frac{1+\rho_{w}^{2}}{2}\right)^{k+1}\left\|\mathbf{x}_{0}-\mathbf{1} \bar{x}_{0}\right\|^{2}+\alpha^{2} \frac{2\left(\rho_{w}^{2} G^{2}+n M\right)}{1-\rho_{w}^{2}} \sum_{j=0}^{k}\left(\frac{1+\rho_{w}^{2}}{2}\right)^{j+1}  \tag{66}\\
& \stackrel{(a)}{\leq}\left(\frac{1+\rho_{w}^{2}}{2}\right)^{k+1}\left\|\mathbf{x}_{0}-\mathbf{1} \bar{x}_{0}\right\|^{2}+\alpha^{2} \frac{2\left(\rho_{w}^{2} G^{2}+n M\right)\left(1+\rho_{w}^{2}\right)}{\left(1-\rho_{w}^{2}\right)^{2}}
\end{align*}
$$

where $(a)$ is due to the geometric sum with $\frac{1+\rho_{w}^{2}}{2}<1$.
We conclude that $\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}$ converges linearly almost surely.
Substituting in 63),

$$
\begin{align*}
\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2} & \leq \frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha^{2} \frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}}\left(\rho_{w}^{2} G^{2}+n M\right) \\
& \leq\left(\frac{1+\rho_{w}^{2}}{2}\right)^{k+1}\left\|\mathbf{x}_{0}-\mathbf{1} \bar{x}_{0}\right\|^{2}+\alpha^{2} \frac{\left(\rho_{w}^{2} G^{2}+n M\right)\left(1+\rho_{w}^{2}\right)^{2}}{\left(1-\rho_{w}^{2}\right)^{2}}+\alpha^{2} \frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}}\left(\rho_{w}^{2} G^{2}+n M\right) \\
& =\left(\frac{1+\rho_{w}^{2}}{2}\right)^{k+1}\left\|\mathbf{x}_{0}-\mathbf{1} \bar{x}_{0}\right\|^{2}+\alpha^{2}\left(\rho_{w}^{2} G^{2}+n M\right)\left(\left(\frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}}\right)^{2}+\frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}}\right) \tag{67}
\end{align*}
$$

Finally, $\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}$ converges linearly almost surely as well.
2. Proving $D_{k}=\mathbb{E}\left[\left\|\bar{x}_{k}-x^{*}\right\|^{2}\right]$ converges linearly

$$
\begin{align*}
& D_{k+1}= \mathbb{E}\left[\left\|\bar{x}_{k+1}-x^{*}\right\|^{2}\right] \\
& \leq \mathbb{E}\left[\frac{1}{n}\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}+2\left\langle-\alpha \bar{g}_{k}, \bar{x}_{k}-x^{*}\right\rangle+d_{k}\right] \\
&= D_{k}+\frac{1}{n} \mathbb{E}\left[\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}\right]-2 \alpha \mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, \bar{g}_{k}\right\rangle\right] \\
& \stackrel{(a)}{=} D_{k}+\frac{1}{n} \mathbb{E}\left[\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}\right]-2 c_{3} \alpha \gamma \mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, h\left(\mathbf{x}_{k}\right)+\bar{b}_{k}\right\rangle\right] \\
&= D_{k}+\frac{1}{n} \mathbb{E}\left[\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}\right]-2 c_{3} \alpha \gamma \mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, \nabla \mathcal{F}\left(\bar{x}_{k}\right)\right\rangle\right]+2 c_{3} \alpha \gamma \mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, \nabla \mathcal{F}\left(\bar{x}_{k}\right)-h\left(\mathbf{x}_{k}\right)\right\rangle\right] \\
&-2 c_{3} \alpha \gamma \mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, \bar{b}_{k}\right\rangle\right] \tag{68}
\end{align*}
$$

where $(a)$ is due to both $\mathbb{E}\left[e_{k} \mid \mathcal{H}_{k}\right]=0$ and 22 :

$$
\begin{aligned}
\mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, \bar{g}_{k}\right\rangle\right] & =\mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, \bar{g}_{k}-\mathbb{E}\left[\bar{g}_{k} \mid \mathcal{H}_{k}\right]+\mathbb{E}\left[\bar{g}_{k} \mid \mathcal{H}_{k}\right]\right\rangle\right] \\
& =\mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, e_{k}\right\rangle\right]+\mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, \mathbb{E}\left[\bar{g}_{k} \mid \mathcal{H}_{k}\right]\right\rangle\right] \\
& =\mathbb{E} \mathcal{H}_{k}\left[\mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, e_{k}\right\rangle \mid \mathcal{H}_{k}\right]\right]+\mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, \mathbb{E}\left[\bar{g}_{k} \mid \mathcal{H}_{k}\right]\right\rangle\right] \\
& =0+\mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, \mathbb{E}\left[\bar{g}_{k} \mid \mathcal{H}_{k}\right]\right\rangle\right]
\end{aligned}
$$

From Lemma G.1. we have $\mathbb{E}\left[\left\|\bar{g}_{k}\right\|^{2}\right]<\bar{M}$ with $\bar{M}$ a bounded constant.
By the strong convexity in Assumption 1.2, we have

$$
\begin{align*}
-2 c_{3} \alpha \gamma \mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, \nabla \mathcal{F}\left(\bar{x}_{k}\right)\right\rangle\right] & \leq-2 \lambda c_{3} \alpha \gamma \mathbb{E}\left[\left\|\bar{x}_{k}-x^{*}\right\|^{2}\right] \\
& =-2 \lambda c_{3} \alpha \gamma D_{k} \tag{69}
\end{align*}
$$

Next, from Lemma 1.5, we have

$$
\begin{aligned}
2 c_{3} \alpha \gamma\left\langle\bar{x}_{k}-x^{*}, \nabla \mathcal{F}\left(\bar{x}_{k}\right)-h\left(\mathbf{x}_{k}\right)\right\rangle & \leq 2 c_{3} \alpha \gamma \frac{L}{\sqrt{n}}\left\|\bar{x}_{k}-x^{*}\right\|\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\| \\
& \stackrel{(a)}{\leq} \frac{\lambda c_{3} \alpha \gamma}{2}\left\|\bar{x}_{k}-x^{*}\right\|^{2}+2 c_{3} \alpha \gamma \frac{L^{2}}{\lambda n}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}
\end{aligned}
$$

where $(a)$ is due to $2 \sqrt{\epsilon} \times \frac{1}{\sqrt{\epsilon}}\langle a, b\rangle=2\left\langle\sqrt{\epsilon} a, \frac{1}{\sqrt{\epsilon}} b\right\rangle \leq \epsilon\|a\|^{2}+\frac{1}{\epsilon}\|b\|^{2}$.
In 66 and 67, we let $R=\left\|\mathbf{x}_{0}-\mathbf{1} \bar{x}_{0}\right\|^{2}$, and $G_{1}=\frac{2\left(\rho_{w}^{2} G^{2}+n M\right)\left(1+\rho_{w}^{2}\right)}{\left(1-\rho_{w}^{2}\right)^{2}}, G_{2}=\left(\rho_{w}^{2} G^{2}+\right.$ $n M)\left(\left(\frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}}\right)^{2}+\frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}}\right)$,

$$
\begin{equation*}
\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2} \leq\left(\frac{1+\rho_{w}^{2}}{2}\right)^{k} R+\alpha^{2} G_{1} \text { and }\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2} \leq\left(\frac{1+\rho_{w}^{2}}{2}\right)^{k+1} R+\alpha^{2} G_{2} \tag{70}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
2 c_{3} \alpha \gamma \mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, \nabla \mathcal{F}\left(\bar{x}_{k}\right)-h\left(\mathbf{x}_{k}\right)\right\rangle\right] \leq \frac{\lambda c_{3} \alpha \gamma}{2} D_{k}+2 c_{3} \alpha \gamma \frac{L^{2}}{\lambda n}\left[\left(\frac{1+\rho_{w}^{2}}{2}\right)^{k} R+\alpha^{2} G_{1}\right] \tag{71}
\end{equation*}
$$

From 62),

$$
\begin{align*}
-2 c_{3} \alpha \gamma \mathbb{E}\left[\left\langle\bar{x}_{k}-x^{*}, \bar{b}_{k}\right\rangle\right] & \leq \frac{\lambda c_{3} \alpha \gamma}{2} D_{k}+\frac{2 c_{3} \alpha \gamma}{\lambda} \mathbb{E}\left[\left\|\bar{b}_{k}\right\|^{2}\right] \\
& \leq \frac{\lambda c_{3} \alpha \gamma}{2} D_{k}+\alpha \gamma^{3} \frac{c_{1}^{2} c_{4}^{6}}{2 c_{3} \lambda} \tag{72}
\end{align*}
$$

Finally, by combining 68, 69, 70, 71, and 72, and setting now $A=\lambda c_{3}, B=\frac{2 c_{3} L^{2}}{\lambda n}$, and $C=\frac{c_{1}^{2} c_{4}^{6}}{2 c_{3} \lambda}$, we get

$$
\begin{align*}
D_{k+1} & \leq(1-A \alpha \gamma) D_{k}+B \alpha \gamma\left[\left(\frac{1+\rho_{w}^{2}}{2}\right)^{k} R+\alpha^{2} G_{1}\right]+\frac{1}{n}\left[\left(\frac{1+\rho_{w}^{2}}{2}\right)^{k+1} R+\alpha^{2} G_{2}\right]+C \alpha \gamma^{3}  \tag{73}\\
& =(1-A \alpha \gamma) D_{k}+R\left[B \alpha \gamma+\frac{1}{n}\left(\frac{1+\rho_{w}^{2}}{2}\right)\right]\left(\frac{1+\rho_{w}^{2}}{2}\right)^{k}+\alpha^{3} \gamma B G_{1}+\alpha^{2} \frac{1}{n} G_{2}+\alpha \gamma^{3} C
\end{align*}
$$

Let $\varrho_{1}=1-A \alpha \gamma$ and $\varrho_{2}=\left(\frac{1+\rho_{w}^{2}}{2}\right)$. Then, assuming $\alpha \gamma<\frac{1}{A}$ and taking the telescoping sum

$$
\begin{align*}
D_{k+1} & \leq \varrho_{1}^{k+1} D_{0}+R\left(B \alpha \gamma+\frac{\varrho_{2}}{n}\right) \sum_{i=0}^{k} \varrho_{1}^{i} \varrho_{2}^{k-i}+\left(\alpha^{3} \gamma B G_{1}+\alpha^{2} \frac{1}{n} G_{2}+\alpha \gamma^{3} C\right) \sum_{i=0}^{k} \varrho_{1}^{i} \\
& =\varrho_{1}^{k+1} D_{0}+R\left(B \alpha \gamma+\frac{\varrho_{2}}{n}\right) \sum_{i=0}^{k} \varrho_{1}^{i} \varrho_{2}^{k-i}+\left(\alpha^{3} \gamma B G_{1}+\alpha^{2} \frac{1}{n} G_{2}+\alpha \gamma^{3} C\right)\left(\frac{1-\varrho_{1}^{k+1}}{1-\varrho_{1}}\right) \\
& =\varrho_{1}^{k+1} D_{0}+R\left(B \alpha \gamma+\frac{\varrho_{2}}{n}\right) \sum_{i=0}^{k} \varrho_{1}^{i} \varrho_{2}^{k-i}+\left(\alpha^{2} \frac{B G_{1}}{A}+\frac{\alpha}{\gamma} \frac{G_{2}}{n A}+\gamma^{2} \frac{C}{A}\right)\left(1-\varrho_{1}^{k+1}\right)  \tag{74}\\
& \leq \varrho_{1}^{k+1} D_{0}+R\left(B \alpha \gamma+\frac{\varrho_{2}}{n}\right) \sum_{i=0}^{k} \varrho_{1}^{i} \varrho_{2}^{k-i}+\alpha^{2} \frac{B G_{1}}{A}+\frac{\alpha}{\gamma} \frac{G_{2}}{n A}+\gamma^{2} \frac{C}{A}
\end{align*}
$$

where in the last equality, we further imposed the step sizes to satisfy $\alpha<\gamma$.
In what follows, we discuss the summation in the second term of the inequality to avoid setting loose bounds. We know that this summation can be written as follows,

$$
\begin{equation*}
\sum_{i=0}^{k} \varrho_{1}^{i} \varrho_{2}^{k-i}=\sum_{i=0}^{k} \varrho_{1}^{k-i} \varrho_{2}^{i} \tag{75}
\end{equation*}
$$

Thus, without imposing further assumptions on the step sizes, we consider the following function the two cases:

- When $\varrho_{1} \leq \varrho_{2}$, we use the left hand side of the previous equality

$$
\begin{align*}
D_{k+1} & \leq \varrho_{1}^{k+1} D_{0}+R\left(B \alpha \gamma+\frac{\varrho_{2}}{n}\right) \varrho_{2}^{k} \sum_{i=0}^{k} \varrho_{1}^{i} \varrho_{2}^{-i}+\alpha^{2} \frac{B G_{1}}{A}+\frac{\alpha}{\gamma} \frac{G_{2}}{n A}+\gamma^{2} \frac{C}{A} \\
& \leq \varrho_{1}^{k+1} D_{0}+R\left(B \alpha \gamma+\frac{\varrho_{2}}{n}\right) \varrho_{2}^{k} \frac{1}{1-\frac{\varrho_{1}}{\varrho_{2}}}+\alpha^{2} \frac{B G_{1}}{A}+\frac{\alpha}{\gamma} \frac{G_{2}}{n A}+\gamma^{2} \frac{C}{A}  \tag{76}\\
& =\varrho_{1}^{k+1} D_{0}+\varrho_{2}^{k+1} \frac{2 R\left(B \alpha \gamma+\frac{\varrho_{2}}{n}\right)}{2 A \alpha \gamma+\rho_{w}^{2}-1}+\alpha^{2} \frac{B G_{1}}{A}+\frac{\alpha}{\gamma} \frac{G_{2}}{n A}+\gamma^{2} \frac{C}{A}
\end{align*}
$$

Then, for arbitrary small step sizes satisfying $\alpha \gamma<\frac{1}{A}$ and $\alpha<\gamma, D_{k}$ converges with the linear rate of $O\left(\varrho_{2}^{k}\right)$.

- When $\varrho_{1}>\varrho_{2}$, we use the right hand side

$$
\begin{align*}
D_{k+1} & \leq \varrho_{1}^{k+1} D_{0}+R\left(B \alpha \gamma+\frac{\varrho_{2}}{n}\right) \varrho_{1}^{k} \sum_{i=0}^{k} \varrho^{-i} \varrho_{2}^{i}+\alpha^{2} \frac{B G_{1}}{A}+\frac{\alpha}{\gamma} \frac{G_{2}}{n A}+\gamma^{2} \frac{C}{A} \\
& \leq \varrho_{1}^{k+1} D_{0}+R\left(B \alpha \gamma+\frac{\varrho_{2}}{n}\right) \varrho_{1}^{k} \frac{1}{1-\frac{\varrho_{2}}{\varrho_{1}}}+\alpha^{2} \frac{B G_{1}}{A}+\frac{\alpha}{\gamma} \frac{G_{2}}{n A}+\gamma^{2} \frac{C}{A}  \tag{77}\\
& =\varrho_{1}^{k+1}\left(D_{0}+\frac{2 R B \alpha \gamma+\frac{2 R \varrho_{2}}{n}}{1-2 A \alpha \gamma-\rho_{w}^{2}}\right)+\alpha^{2} \frac{B G_{1}}{A}+\frac{\alpha}{\gamma} \frac{G_{2}}{n A}+\gamma^{2} \frac{C}{A}
\end{align*}
$$

Then, for arbitrary small step sizes satisfying $\alpha \gamma<\frac{1}{A}$ and $\alpha<\gamma, D_{k}$ converges with the linear rate of $O\left(\varrho_{1}^{k}\right)$.

## H Distributed Consensus-Based Algorithm Without Gradient Tracking

As the gradient estimate is similar to that used in the algorithm with gradient tracking, all properties discussed in Appendix B are conserved.

We also have,

$$
\begin{equation*}
\bar{z}_{k+1}=\frac{1}{n} \mathbf{1}^{T} W\left(\mathbf{x}_{k}-\alpha_{k} \mathbf{g}_{k}\right) \stackrel{(a)}{=} \frac{1}{n} \mathbf{1}^{T}\left(\mathbf{x}_{k}-\alpha_{k} \mathbf{g}_{k}\right)=\bar{x}_{k}-\alpha_{k} \bar{g}_{k} \tag{78}
\end{equation*}
$$

where $(a)$ is due to the doubly stochastic property of $W$.
As $d_{k+1}$ and $D_{k+1}$ in the algorithm with gradient-tracking are analyzed in terms of $\bar{g}_{k}$ and not $\mathbf{y}_{k}$, thus their dependence to $\mathbf{y}_{k}$ appears only through the consensus errors $\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}$ and $\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}$. This is why we only analyze these errors in this section. The subsequent analysis concerning the almost sure convergence, the convergence rate with constant and vanishing step sizes, and the regret bounds follow exactly the same afterwards as in the case with gradient tracking.

We rewrite the error $\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\|^{2}$ as a function of $\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}$ and other vanishing terms,

$$
\begin{align*}
\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\|^{2} & =\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k}+\mathbf{1} \bar{x}_{k}-\mathbf{1} \bar{x}_{k+1}\right\|^{2} \\
& =\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}+2\left\langle\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k}, \mathbf{1} \bar{x}_{k}-\mathbf{1} \bar{x}_{k+1}\right\rangle+\left\|\mathbf{1} \bar{x}_{k}-\mathbf{1} \bar{x}_{k+1}\right\|^{2} \\
& \stackrel{(a)}{=}\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}-\left\|\mathbf{1} \bar{x}_{k}-\mathbf{1} \bar{x}_{k+1}\right\|^{2} \\
& \leq\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2} \\
& =\sum_{i=1}^{n}\left\|x_{i, k+1}-\bar{x}_{k}\right\|^{2} \\
& \stackrel{(b)}{\leq} \sum_{i=1}^{n}\left\|z_{i, k+1}-\bar{x}_{k}\right\|^{2} \\
& =\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2} \\
& =\left\|W \mathbf{x}_{k}-\alpha_{k} W \mathbf{g}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2} \\
& =\left\|W \mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}-2 \alpha_{k}\left\langle W \mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}, W \mathbf{g}_{k}\right\rangle+\alpha_{k}^{2}\left\|W \mathbf{g}_{k}\right\|^{2} \\
& \stackrel{(c)}{\leq}\left\|W \mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha_{k}\left[\frac{1-\rho_{w}^{2}}{2 \rho_{w}^{2}}\left\|W \mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\frac{2 \rho_{w}^{2} \alpha_{k}}{1-\rho_{w}^{2}}\left\|W \mathbf{g}_{k}\right\|^{2}\right]+\alpha_{k}^{2}\left\|W \mathbf{g}_{k}\right\|^{2}  \tag{79}\\
& \stackrel{(d)}{\leq} \rho_{w}^{2}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha_{k}\left[\frac{1-\rho_{w}^{2}}{2 \alpha_{k}}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\frac{2 \rho_{w}^{2} \alpha_{k}}{1-\rho_{w}^{2}}\left\|W \mathbf{g}_{k}\right\|^{2}\right]+\alpha_{k}^{2}\left\|W \mathbf{g}_{k}\right\|^{2} \\
& =\frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha_{k}^{2} \frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}}\left\|W \mathbf{g}_{k}\right\|^{2} \\
& =\frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha_{k}^{2} \frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}}\left\|W \mathbf{g}_{k}-\mathbf{1} \bar{g}_{k}+\mathbf{1} \bar{g}_{k}\right\|^{2} \\
& \stackrel{(e)}{=} \frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha_{k}^{2} \frac{1+\rho_{w}^{2}}{1-\rho_{w}^{2}}\left\|W \mathbf{g}_{k}-\mathbf{1} \bar{g}_{k}\right\|^{2}+\alpha_{k}^{2} \frac{n\left(1+\rho_{w}^{2}\right)}{1-\rho_{w}^{2}}\left\|\bar{g}_{k}\right\|^{2} \\
& \leq \frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha_{k}^{2} \frac{\rho_{w}^{2}\left(1+\rho_{w}^{2}\right)}{1-\rho_{w}^{2}}\left\|\mathbf{g}_{k}-\mathbf{1} \bar{g}_{k}\right\|^{2}+\alpha_{k}^{2} \frac{n\left(1+\rho_{w}^{2}\right)}{1-\rho_{w}^{2}}\left\|\bar{g}_{k}\right\|^{2} \\
& \stackrel{(f)}{\leq} \frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha_{k}^{2} \frac{n\left(1+\rho_{w}^{2}\right)}{1-\rho_{w}^{2}} M . \\
& =1
\end{align*}
$$

where ( $a$ ) is by (80), (b) is the projection inequality (5) noting that $\bar{x}_{k} \in \mathcal{K}$ since $\mathcal{K}$ is a convex set (so projecting it onto $\mathcal{K}$ gives us the same point), (c) is by $-2 \epsilon \times \frac{1}{\epsilon}\langle a, b\rangle=-2\left\langle\epsilon a, \frac{1}{\epsilon} b\right\rangle \leq \epsilon^{2}\|a\|^{2}+\frac{1}{\epsilon^{2}}\|b\|^{2}(d)$ is by Lemma 1.4 ( $e$ ) is by (81), and $(f)$ is by 82 and 83 .

$$
\begin{align*}
2\left\langle\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k}, \mathbf{1} \bar{x}_{k}-\mathbf{1} \bar{x}_{k+1}\right\rangle & =2 \sum_{i=1}^{n}\left\langle x_{i, k+1}-\bar{x}_{k}, \bar{x}_{k}-\bar{x}_{k+1}\right\rangle \\
& =2\left\langle\sum_{i=1}^{n}\left(x_{i, k+1}-\bar{x}_{k}\right), \bar{x}_{k}-\bar{x}_{k+1}\right\rangle  \tag{80}\\
& =2\left\langle n\left(\bar{x}_{k+1}-\bar{x}_{k}\right), \bar{x}_{k}-\bar{x}_{k+1}\right\rangle \\
& =-2 n\left\langle\bar{x}_{k}-\bar{x}_{k+1}, \bar{x}_{k}-\bar{x}_{k+1}\right\rangle \\
& =-2 n\left\|\bar{x}_{k}-\bar{x}_{k+1}\right\|^{2} \\
& =-2\left\|\mathbf{1} \bar{x}_{k}-\mathbf{1} \bar{x}_{k+1}\right\|^{2}
\end{align*}
$$

$$
\begin{align*}
\left\langle W \mathbf{g}_{k}-\mathbf{1} \bar{g}_{k}, \mathbf{1} \bar{g}_{k}\right\rangle & =\sum_{i=1}^{n}\left\langle\sum_{j=1}^{n} w_{i j} g_{j, k}-\bar{g}_{k}, \bar{g}_{k}\right\rangle \\
& =\left\langle\sum_{i=1}^{n} \sum_{j=1}^{n} w_{i j} g_{j, k}-n \bar{g}_{k}, \bar{g}_{k}\right\rangle \\
& =\left\langle\sum_{j=1}^{n}\left(\sum_{i=1}^{n} w_{i j}\right) g_{j, k}-n \bar{g}_{k}, \bar{g}_{k}\right\rangle  \tag{81}\\
& =\left\langle\sum_{j=1}^{n} g_{j, k}-n \bar{g}_{k}, \bar{g}_{k}\right\rangle \\
& =0 .
\end{align*}
$$

From Lemma B.1. we know that $\left\|\bar{g}_{k}\right\|^{2} \leq M<\infty$ almost surely,

$$
\begin{align*}
\left\|\mathbf{g}_{k}-\mathbf{1} \bar{g}_{k}\right\|^{2} & =\sum_{i=1}^{n}\left\|g_{i, k}-\frac{1}{n} \sum_{j=1}^{n} g_{j, k}\right\|^{2} \\
& =\sum_{i=1}^{n}\left(\left\|g_{i, k}\right\|^{2}-2\left\langle g_{i, k}, \frac{1}{n} \sum_{j=1}^{n} g_{j, k}\right\rangle+\left\|\bar{g}_{k}\right\|^{2}\right)  \tag{82}\\
& =\left\|\mathbf{g}_{k}\right\|^{2}-2 n\left\|\bar{g}_{k}\right\|^{2}+n\left\|\bar{g}_{k}\right\|^{2} \\
& =\left\|\mathbf{g}_{k}\right\|^{2}-n\left\|\bar{g}_{k}\right\|^{2}
\end{align*}
$$

Then,

$$
\begin{align*}
\rho_{w}^{2}\left\|\mathbf{g}_{k}-\mathbf{1} \bar{g}_{k}\right\|^{2}+n\left\|\bar{g}_{k}\right\|^{2} & =\rho_{w}^{2}\left\|\mathbf{g}_{k}\right\|^{2}+n\left(1-\rho_{w}^{2}\right)\left\|\bar{g}_{k}\right\|^{2} \\
& \leq \rho_{w}^{2} n M+n\left(1-\rho_{w}^{2}\right) M  \tag{83}\\
& =n M .
\end{align*}
$$

1. Proving $\lim _{K \rightarrow \infty} \sum_{k=0}^{K}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}<\infty, \lim _{K \rightarrow \infty} \sum_{k=0}^{K}\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}<\infty$, and $\lim _{k \rightarrow \infty} \| \mathbf{x}_{k}-$ $1 \bar{x}_{k} \|^{2}=0$

Reconsider 79,

$$
\begin{align*}
\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\|^{2} & \leq \frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha_{k}^{2} \frac{n\left(1+\rho_{w}^{2}\right)}{1-\rho_{w}^{2}} M \\
\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2} & \leq \frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{k-1}-\mathbf{1} \bar{x}_{k-1}\right\|^{2}+\alpha_{k-1}^{2} \frac{n\left(1+\rho_{w}^{2}\right)}{1-\rho_{w}^{2}} M  \tag{84}\\
& \ldots \\
\left\|\mathbf{x}_{1}-\mathbf{1} \bar{x}_{1}\right\|^{2} & \leq \frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{0}-\mathbf{1} \bar{x}_{0}\right\|^{2}+\alpha_{0}^{2} \frac{n\left(1+\rho_{w}^{2}\right)}{1-\rho_{w}^{2}} M
\end{align*}
$$

Adding all inequalities in 84 , we obtain

$$
\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\|^{2} \leq-\frac{1-\rho_{w}^{2}}{2} \sum_{l=1}^{k}\left\|\mathbf{x}_{l}-\mathbf{1} \bar{x}_{l}\right\|^{2}+\frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{0}-\mathbf{1} \bar{x}_{0}\right\|^{2}+\frac{n\left(1+\rho_{w}^{2}\right)}{1-\rho_{w}^{2}} M \sum_{l=0}^{k} \alpha_{l}^{2}
$$

Let $k \rightarrow \infty$, then the second and third terms are bounded due to Assumption 2.1 There are then 2 cases: $\sum_{l}\left\|\mathbf{x}_{l}-\mathbf{1} \bar{x}_{l}\right\|^{2}$ either diverges or converges. Assume the validity of the hypothesis H2) $\sum_{l}\left\|\mathbf{x}_{l}-\mathbf{1} \bar{x}_{l}\right\|^{2}$ diverges, i.e., $\sum_{l=1}^{\infty}\left\|\mathbf{x}_{l}-\mathbf{1} \bar{x}_{l}\right\|^{2} \rightarrow \infty$. This leads to

$$
\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\|^{2}<-\infty
$$

as $-\frac{1-\rho_{w}^{2}}{2}<0$. However, $\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\|^{2}$ should be positive. Thus, hypothesis H2 cannot be true and $\sum_{l}\left\|\mathrm{x}_{l}-\mathbf{1} \bar{x}_{l}\right\|^{2}$ converges. Hence, $\lim _{k \rightarrow \infty}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}=0$ almost surely.
Thus, reconsider 79,

$$
\begin{aligned}
\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2} & \leq \frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha_{k}^{2} \frac{n\left(1+\rho_{w}^{2}\right)}{1-\rho_{w}^{2}} M \\
\sum_{k=0}^{K}\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2} & \leq \frac{1+\rho_{w}^{2}}{2} \sum_{k=0}^{K}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\frac{n\left(1+\rho_{w}^{2}\right)}{1-\rho_{w}^{2}} M \sum_{k=0}^{K} \alpha_{k}^{2} \\
& <\infty
\end{aligned}
$$

2. Proving $\sum_{k=0}^{\infty} \gamma_{k} \alpha_{k}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|<\infty$

By induction from (79), we have

$$
\begin{equation*}
\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\|^{2} \leq\left(\frac{1+\rho_{w}^{2}}{2}\right)^{k+1}\left\|\mathbf{x}_{0}-\mathbf{1} \bar{x}_{0}\right\|^{2}+\frac{2 n M}{1-\rho_{w}^{2}} \sum_{j=0}^{k}\left(\frac{1+\rho_{w}^{2}}{2}\right)^{j+1} \alpha_{k-j}^{2} \tag{86}
\end{equation*}
$$

Since $\sqrt{a+b}<\sqrt{a}+\sqrt{b}$,

$$
\begin{equation*}
\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\| \leq\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{k+1}{2}}\left\|\mathbf{x}_{0}-\mathbf{1} \bar{x}_{0}\right\|+\sqrt{\frac{2 n M}{1-\rho_{w}^{2}}} \sum_{j=0}^{k}\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{j+1}{2}} \alpha_{k-j} \tag{87}
\end{equation*}
$$

Then, substituting into the sum $\sum_{k=0}^{\infty} \gamma_{k} \alpha_{k}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|$,

$$
\begin{aligned}
& \sum_{k=1}^{\infty} \gamma_{k} \alpha_{k}\left(\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{k}{2}}\left\|\mathbf{x}_{0}-\mathbf{1} \bar{x}_{0}\right\|+\sqrt{\frac{2 n M}{1-\rho_{w}^{2}}} \sum_{j=0}^{k-1}\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{j+1}{2}} \alpha_{k-1-j}\right) \\
\leq & \gamma_{0} \alpha_{0}\left\|\mathbf{x}_{0}-\mathbf{1} \bar{x}_{0}\right\| \frac{\sqrt{1+\rho_{w}^{2}}}{\sqrt{2}-\sqrt{1+\rho_{w}^{2}}}+\sqrt{\frac{2 n M}{1-\rho_{w}^{2}}} \sum_{k=1}^{\infty} \gamma_{k} \alpha_{k} \sum_{j=0}^{k-1}\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{j+1}{2}} \alpha_{k-1-j},
\end{aligned}
$$

where the inequality is due to the fact that $\gamma_{k}$ and $\alpha_{k}$ are both decreasing step-sizes and we have a geometric sum of ratio $\sqrt{\frac{1+\rho^{2}}{2}}<1$. We then study the sums in the second term,

$$
\begin{aligned}
\sum_{k=1}^{\infty} \gamma_{k} \alpha_{k} \sum_{j=0}^{k-1}\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{j+1}{2}} \alpha_{k-1-j} & \leq \sum_{k=1}^{\infty} \gamma_{k} \sum_{j=0}^{k-1}\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{j+1}{2}} \alpha_{k-1-j}^{2} \\
& =\sum_{k=1}^{\infty} \gamma_{k} \sum_{j=1}^{k}\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{k-j+1}{2}} \alpha_{j-1}^{2} \\
& =\sum_{j=1}^{\infty} \alpha_{j-1}^{2} \sum_{k=j}^{\infty} \gamma_{k}\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{k-j+1}{2}} \\
& \leq \gamma_{0} \sum_{j=1}^{\infty} \alpha_{j-1}^{2} \sum_{k=j}^{\infty}\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{k-j+1}{2}} \\
& =\gamma_{0} \frac{\sqrt{1+\rho_{w}^{2}}}{\sqrt{2}-\sqrt{1+\rho_{w}^{2}}} \sum_{j=1}^{\infty} \alpha_{j-1}^{2} \\
& <\infty,
\end{aligned}
$$

as $\sum \alpha_{k}^{2}$ converges by Assumption 2.1
Finally, $\sum_{k=0}^{\infty} \gamma_{k} \alpha_{k}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|<\infty$.

## H. 1 Convergence Rate of the Consensus Error $\left\|\mathrm{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}$ and of $\left\|\mathrm{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2}$

As $\sum_{k}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}<\infty$, let us assume that $\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}$ vanishes with the same rate as $\alpha_{k}^{2}$. Then, there must be a scalar $\breve{\vartheta}_{1}>0$ such that $\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}<\breve{\vartheta}_{1}{ }^{2} \alpha_{k}^{2}$. To test if such $\breve{\vartheta}_{1}$ exists, we employ 79 to check whether $\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\|^{2}<{\breve{\vartheta_{1}}}^{2} \alpha_{k+1}^{2}$ holds,

$$
\begin{align*}
\left\|\mathbf{x}_{k+1}-\mathbf{1} \bar{x}_{k+1}\right\|^{2} & \leq \frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\frac{n\left(1+\rho_{w}^{2}\right) M}{1-\rho_{w}^{2}} \alpha_{k}^{2} \\
& \leq \frac{1+\rho_{w}^{2}}{2} \breve{\vartheta}_{1}^{2} \alpha_{k}^{2}+\frac{n\left(1+\rho_{w}^{2}\right) M}{1-\rho_{w}^{2}} \alpha_{k}^{2}  \tag{88}\\
& =\left(\frac{1+\rho_{w}^{2}}{2} \breve{\vartheta}_{1}^{2}+\frac{n\left(1+\rho_{w}^{2}\right) M}{1-\rho_{w}^{2}}\right) \alpha_{k}^{2}
\end{align*}
$$

Then, testing

$$
\begin{align*}
\left(\frac{1+\rho_{w}^{2}}{2} \breve{\vartheta}_{1}^{2}+\frac{n\left(1+\rho_{w}^{2}\right) M}{1-\rho_{w}^{2}}\right) \alpha_{k}^{2} & \leq \breve{\vartheta}_{1}^{2} \alpha_{k+1}^{2} \\
\frac{n\left(1+\rho_{w}^{2}\right) M}{1-\rho_{w}^{2}} & \leq \breve{\vartheta}_{1}^{2}\left(\frac{\alpha_{k+1}^{2}}{\alpha_{k}^{2}}-\frac{1+\rho_{w}^{2}}{2}\right)  \tag{89}\\
\frac{\frac{n\left(1+\rho_{w}^{2}\right) M}{1-\rho_{w}^{2}}}{\frac{\alpha_{k+1}^{2}}{\alpha_{k}^{2}}-\frac{1+\rho_{w}^{2}}{2}} & \leq \breve{\vartheta}_{1}{ }^{2}
\end{align*}
$$

Thus, $0<\varrho^{2}<\infty$ whenever $\frac{\alpha_{k+1}^{2}}{\alpha_{k}^{2}}-\frac{1+\rho_{w}^{2}}{2}>0$.

Let us consider $\alpha_{k}$ having the form in Example 2.3 then $\frac{\alpha_{k+1}^{2}}{\alpha_{k}^{2}}=\left(\frac{k+1}{k+2}\right)^{2 v_{1}}$ is an increasing function of $k$ taking values between 0 and 1, and define

$$
K_{1}=\underset{\frac{\alpha_{k+1}^{2}}{\alpha_{k}^{2}}>\frac{1+\rho_{w}^{2}}{2}}{\arg \min } .
$$

To test whether $K_{1}$ grows very large, we find the intersection $\frac{\alpha_{k+1}^{2}}{\alpha_{k}^{2}}=\frac{1+\rho_{w}^{2}}{2}$,

$$
\begin{align*}
\left(\frac{k+1}{k+2}\right)^{2 v_{1}} & =\frac{1+\rho_{w}^{2}}{2} \\
\frac{k+1}{k+2} & =\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{1}{2 v_{1}}} \\
k+1 & =(k+2)\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{1}{2 v_{1}}}  \tag{90}\\
k & =\frac{2\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{1}{2 v_{1}}}-1}{1-\left(\frac{1+\rho_{w}^{2}}{2}\right)^{\frac{1}{2 v_{1}}}}
\end{align*}
$$

Define the function $h\left(x, v_{1}\right)=\frac{2 x^{\frac{1}{2 v_{1}}}-1}{1-x^{\frac{1}{2 v_{1}}}}$ for $0<x<1$ and $0.5<v<1$.
$\frac{\partial h\left(x, v_{1}\right)}{\partial v_{1}}=-\frac{\exp \left(\frac{\ln x}{2 v_{1}}\right) \ln x}{2 v_{1}^{2}\left(1-x^{\frac{1}{2 v_{1}}}\right)^{2}}>0$ for a fixed $0<x<1$.
$\frac{\partial h\left(x, v_{1}\right)}{\partial x}=\frac{x^{\frac{-2 v_{1}+1}{2 v_{1}}}}{2 v_{1}\left(1-x^{\left.\frac{1}{2 v_{1}}\right)^{2}}\right.}>0$ for a fixed $0.5<v_{1}<1$.
Taking an extreme case of $x=v_{1}=0.99$, we obtain $h(0.99,0.99) \approx 196$ iterations. For $x=v_{1}=0.95$, $h(0.95,0.95) \approx 36$ iterations. It decreases even more drastically for realistic choices of $\rho_{w}$ and $v_{1}$. Thus, it is reasonable to study the rate for $k \geq K_{1}$.

We conclude that for $k \geq K_{1}$, there exists $0<\breve{\vartheta_{1}}<\infty$, such that

$$
\begin{equation*}
\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}<\breve{\vartheta}_{1}^{2} \alpha_{k}^{2} \tag{91}
\end{equation*}
$$

Thus, from 79), for $k \geq K_{1}$, we also have

$$
\begin{align*}
\left\|\mathbf{z}_{k+1}-\mathbf{1} \bar{x}_{k}\right\|^{2} & \leq \frac{1+\rho_{w}^{2}}{2}\left\|\mathbf{x}_{k}-\mathbf{1} \bar{x}_{k}\right\|^{2}+\alpha_{k}^{2} \frac{n\left(1+\rho_{w}^{2}\right) M}{1-\rho_{w}^{2}} \\
& \leq\left(\frac{1+\rho_{w}^{2}}{2}{\breve{\vartheta_{1}}}^{2}+\frac{n\left(1+\rho_{w}^{2}\right) M}{1-\rho_{w}^{2}}\right) \alpha_{k}^{2}  \tag{92}\\
& :={\breve{\vartheta_{2}}}^{2} \alpha_{k}^{2} .
\end{align*}
$$

The rest of the analysis concerning the almost sure convergence, the convergence rate with constant and vanishing step sizes, and the regret bounds follow exactly the same as in the case with gradient tracking.

## I Additional Numerical Examples

Figures 1114 depict the classification of images with the labels 2 and 3 and Figures $15-18$ depict those with the labels 3 and 4 .


Figure 11: Expected loss function evolution of the proposed algorithms vs. DSGT, EXTRA, and $1 \mathrm{P}-\mathrm{GD}$ considering vanishing vs. constant step sizes classifying images with labels 2 and 3 .


Figure 13: Expected consensus error evolution of the proposed algorithms vs. DSGT and EXTRA considering vanishing vs. constant step sizes classifying images with labels 2 and 3 .


Figure 15: Expected loss function evolution of the proposed algorithms vs. DSGT, EXTRA, and 1P-GD considering vanishing vs. constant step sizes classifying images with labels 3 and 4 .


Figure 12: Expected test accuracy evolution of the proposed algorithms vs. DSGT, EXTRA, and $1 \mathrm{P}-\mathrm{GD}$ considering vanishing vs. constant step sizes classifying images with labels 2 and 3 .


Figure 14: Expected gradient tracking error evolution of the proposed algorithms vs. DSGT and EXTRA considering vanishing vs. constant step sizes classifying images with labels 2 and 3 .


Figure 16: Expected test accuracy evolution of the proposed algorithms vs. DSGT, EXTRA, and $1 \mathrm{P}-\mathrm{GD}$ considering vanishing vs. constant step sizes classifying images with labels 3 and 4 .


Figure 17: Expected consensus error evolution of the proposed algorithms vs. DSGT and EXTRA considering vanishing vs. constant step sizes classifying images with labels 3 and 4.


Figure 18: Expected gradient tracking error evolution of the proposed algorithms vs. DSGT and EXTRA considering vanishing vs. constant step sizes classifying images with labels 3 and 4 .

