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ABSTRACT

Semantic watermarking methods enable the direct integration of watermarks into
the generation process of latent diffusion models by only modifying the initial
latent noise. One line of approaches building on Gaussian Shading relies on cryp-
tographic primitives to steer the sampling process of the latent noise. However,
we identify several issues in the usage of cryptographic techniques in Gaussian
Shading, particularly in its proof of lossless performance and key management,
causing ambiguity in follow-up works, too. In this work, we therefore revisit
the cryptographic primitives for semantic watermarking. We introduce a novel,
general proof of lossless performance based on IND$-CPA security for semantic
watermarks. We then discuss the configuration of the cryptographic primitives in
semantic watermarks with respect to security, efficiency, and generation quality.

1 INTRODUCTION

Inversion-based semantic watermarks are a novel class of watermarking methods for latent diffusion
models (LDMs) (Wen et al., 2023; Yang et al., 2024; Ci et al., 2024; Gunn et al., 2024). These
watermarks change the initial latent noise to contain a watermark pattern which is recovered later by
inverting the denoising process in a diffusion model. Hence, the diffusion model does not need to
be changed. Semantic watermarks are thus easy to implement and empirical results suggest a high
robustness to image perturbations. As only the initial latent is changed, the watermark becomes a
plausible, inherent part of the generated image, for instance, through specific object details.

The semantic watermarking methods differ in how they modify the initial latent noise zT and can be
categorized into two types. Distribution-changing methods such as Tree-Ring (Wen et al., 2023) and
RingID (Ci et al., 2024) add fixed circular patterns into the frequency spectrum of zT which changes
the distribution of zT . In contrast, distribution-preserving methods such as Gaussian Shading (Yang
et al., 2024) and PRC Gunn et al. (2024) keep the distribution of zT . They critically rely on crypto-
graphic primitives to generate a pseudorandom sequence that steers the sampling process of zT .

However, Gaussian Shading, laying the foundation for distribution-preserving semantic watermark-
ing, has not properly specified the cryptographic primitives. This can cause considerable ambiguity
on the usage of this watermark method. In particular, we find that the proof of lossless performance,
proving the watermark’s undetectability, is not accurately specified. Moreover, it only covers the
scenario where each user generates only a single image ever. The implications for key management
are not discussed either, leading to multiple possible configurations of Gaussian Shading.

In this work, we revisit the cryptographic primitives for semantic watermarking. We focus on Gaus-
sian Shading, but also discuss PRC. First, we present a novel, general proof based on IND$-CPA
security (Rogaway, 2004) that allows demonstrating the lossless performance of a semantic water-
mark. It also covers the realistic watermarking scenario where a user generates multiple images. We
apply this proof on Gaussian Shading and discuss its applicability to PRC.

Second, we analyze the implications of this proof for the key management in semantic watermarking
regarding security, efficiency, and generation quality and variety. We show that the secure configu-
ration of Gaussian Shading does not affect the generation quality and variety, but leads to a rather
inefficient scheme in terms of runtime and storage. PRC, in contrast, can also be deployed efficiently.
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2 BACKGROUND

In this section, we shortly describe the applied cryptographic principles and the watermarking pro-
cess of Gaussian Shading. Without loss of generality, we focus on the multi-bit scenario where the
watermark allows detection and user identification.

Stream Ciphers. One of the key advances in Gaussian Shading is the use of a stream cipher to
guide the image generation process. In general, a stream cipher is an encryption algorithm that
encrypts a message s by generating a keystream which is combined with the message to create
a ciphertext that can be securely transmitted. In a nutshell, the cipher works as follows. First,
a pseudo-random generator (PRNG) is used to obtain a keystream, K = PRNG(k, η), where
k is a secret key and η is a public nonce. Afterwards, the message is encrypted using bitwise
XOR: c = K ⊕ s. Note that c looks like a random bit string, which is an essential property for its
use in Gaussian Shading. In order to decrypt c, the receiver first uses PRNG to obtain the same
keystream K as used for encryption, and then obtains the original message by using bitwise XOR:
s = K ⊕ c. In summary, the encryption function is Encr(k, η, s) = PRNG(k, η) ⊕ s, and the
decryption function is Decr(k, η, c) = PRNG(k, η) ⊕ c. We refer to Katz & Lindell (2015) for
a more elaborate explanation. A secure stream cipher should ensure that every change of even
one bit in k and η entirely changes the output of PRNG. Otherwise, various attacks would be
possible (Boura & Naya-Plasencia, 2023). Gaussian Shading applies ChaCha20 (Bernstein et al.,
2008) as stream cipher, which requires a 256-bit secret key k and a 96-bit nonce η.

Watermark Generation And Verification. Figure 2 in Appendix A illustrates the watermarking
process of Gaussian Shading (Yang et al., 2024). Before generating images, the provider generates
a random user id m for each user. When the user prompts the provider to generate a new image
given some textual description, the provider first samples a latent zT with a sampling strategy S and
subsequently uses it to generate a new image x using the generator G through iterative denoising
starting from zT . Gaussian Shading is integrated in the first step by changing the default sampling
strategy based on a standard GaussianN (O, I). Gaussian Shading instead uses the user identifier m
to steer the sampling of zT . First, m is replicated several times to increase robustness during message
recovery, yielding s = Repl(m). The replicated user id s is then encrypted using a stream cipher:
c = Encr(k, η, s). This encrypted message c is used to steer the sampling procedure S. To this
end, the standard normal distribution is divided into 2ℓ bins, each with equal probability mass. The
elements of c are used to select the bins of N (0, 1) from which each element of the random vector
zT is sampled. For ℓ = 1, we have two bins and randomly sample either a negative or a positive
value zT [i] from the Gaussian distribution depending on the binary value of c[i]. In summary, we
can describe the process to obtain a watermarked image x as a concatenation of multiple functions:
x = GS(k, η,m) = G(S(Encr(k, η, Repl(m)))).

For watermark verification of an image x′, the model provider performs a full inversion I to get an
estimated latent noise ẑT = I(x′). Next, the inverse sampling process S−1 is done where ẑT is
quantized to obtain the encrypted message bits ĉ. After decrypting ĉ with Decr(k, η, ĉ) and applying
error correction with Repl−1, we obtain the recovered user id m̂. Taken together, this process can be
described as follows: m̂ = GS−1(k, η, x′) = Repl−1(Decr(k, η, S−1(I(x′)))). The final stage is
to check if m̂ matches with any user id m known by the service provider. This is done by comparing
the number of matched bits between m̂ and every known m. A match is found if the number of
matching bits exceeds a pre-defined threshold.

3 REVISITING CRYPTOGRAPHY FOR SEMANTIC WATERMARKING

We proceed with a critical assessment of the cryptographic principles used in Gaussian Shading.
As described earlier, a symmetric stream cipher is used to create a pseudorandom message that
controls the sampling process. This has several advantages. The distribution of c becomes uniform,
so that it can be shown that the sampling process still results in a Gaussian distribution (Yang et al.,
2024). Moreover, it enables proving undetectability. Yang et al. show that the watermark created
by Gaussian Shading does not introduce any pattern in the image by providing a proof of lossless
performance. It builds on a security definition from steganography and states the following: If there
is no polynomial time algorithm that can tell if an image is watermarked without having the secret
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Figure 1: IND$-CPA game for a watermarking scheme WM

key, then there cannot be any patterns in the image. This means it is not possible to detect the
watermark by a simple pattern recognition algorithm.

However, we identify several issues. The definition made by Gaussian Shading is an unclear specifi-
cation of Hopper et al. (2002). Neither does it cover the actual usage of watermarking with multiple
images that are generated and need to be watermarked. Furthermore, the key management is not
specified, causing a considerable ambiguity regarding the deployment of Gaussian Shading, which
has already affected further work building on Gaussian Shading (see Section 3.2).

In the following, we address these cryptographic shortcomings of Gaussian Shading with the aim
to provide general insights on how cryptography should be used for semantic watermarking. In
particular, we first propose to use IND$-CPA security Rogaway (2004) as a more rigorous security
definition and show how to establish the undetectability of semantic watermarks within this frame-
work. We apply this proof to Gaussian Shading and outline its applicability to PRC. Second, we
examine the implications for the key management and discuss how a semantic watermark needs to
be deployed to fulfill the undetectability proof. We discuss both Gaussian Shading and PRC.

3.1 A NOVEL PROOF OF LOSSLESS PERFORMANCE

In cryptography, a standard security assumption is IND-CPA (Indistinguishability under Chosen
Plaintext Attack). Informally, this means that an adversary A cannot determine which message was
encrypted, even if A knows the two possible messages and has observed encryptions of other (not
necessarily different) messages before (Katz & Lindell, 2015). IND$-CPA is a slightly stronger as-
sumption, stating that A cannot distinguish the encryption of a known message from a random bit
string without knowing the key. Formally, we define the game PrivKIND$−CPA

A,WM (n), which is a poly-
nomial time algorithm and depicted in Figure 1. It uses the watermarking algorithm WM(k, η,m)
to output a watermarked image using the secret key and a nonce which introduces randomness. In
the beginning, it generates a random secret key k and transmits the security parameter as 1n to A.

In the first phase of the game, the adversary can request up to q watermarked images for messages
and nonces (mi, ηi) that A provides. The inputs can be identical or different. The game responds
with the corresponding watermarked images x(mi). In the second phase, the adversary provides
a message m and a nonce η. Based on the random bit b, x is returned, which is either an image
containing m as watermark or an image generated from an initial latent S(r) for a distribution-
preserving sampler S and a random seed r. Finally, A outputs a guess b′ if x is watermarked or
not; and the game checks whether this is correct (b = b′). Overall, a watermarking scheme is called
IND$-CPA-secure with a security parameter n, if Pr[PrivKIND$−CPA

A,WM (n) = 1] = 1
2 +negl(n), where

negl(n) is a negligible function, i.e., 2−n.

An adversary A is called nonce-respecting if A never queries the same nonce multiple times. Note
that a practical adversary usually has no control over the nonce if a protocol is designed securely.
In case A is nonce-respecting, we can show that Gaussian Shading is secure and undetectable in
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our new definition. We assume that ChaCha20 is IND$-CPA secure, as no non-generic attacks are
known so far1. Formally, we get

Pr[PrivKIND$−CPA
A,GS (n) = 1] = Pr[b = 1]Pr[A(x(m)) = 1] + Pr[b = 0]Pr[A(x) = 0] (1)

=
1

2
Pr[A(GS(k, η,m)) = 1] +

1

2
Pr[A(G(S(r))) = 0] . (2)

On a real random input (second term), A cannot obtain any information and therefore just guesses
with probability 1

2 . On a watermarked input (first term), A needs to recognize the output of
ChaCha20 for an unknown key, which is hard by assumption. Therefore, the right hand side gets

=
1

2
(
1

2
+ (q + 1) negl(n)) +

1

2
· 1
2
=

1

2
+ negl(n) . (3)

Note that Yang et al. show this behavior for an adversary A that has q = 0 queries. This adversary
cannot use the same nonce multiple times as only one image is seen. However, in practice, users and
thus attackers can generate multiple images. Our new definition holds for this case.

If we consider an adversary A′ that is not nonce-respecting, there is an obvious attack. First, A′

chooses m⋆ and η⋆ and passes this as (m1, η1) and as (m, η). A′ obtains x(m1) and x. Next,
A′ uses inversion2 and the inverse sampler to recover the ciphertexts c1 = S−1(I(x(m1))) and
c = S−1(I(x)). Idealized, if they both match3, A′ has found that this image is watermarked and
outputs 1, otherwise 0. We compute the probability for this attacker and find that

Pr[PrivKIND$−CPA
A′,GS (n) = 1] = Pr[b = 1]Pr[A′(x(m)) = 1] + Pr[b = 0]Pr[A′(x) = 0] (4)

=
1

2
Pr[A′(GS(k, η,m)) = 1] +

1

2
Pr[A′(G(S(r))) = 0] (5)

=
1

2
· (1) + 1

2
(1− negl(n)) (6)

= 1− 1

2
negl(n) . (7)

Clearly, A′ has a non-negligible success probability—which is in fact close to 1 even with just one
watermarked image—and can therefore easily distinguish between an unwatermarked image and a
watermarked one. However, if the watermarked image is distinguishable from an unwatermarked
one, given previous watermarked images, then the distribution of consecutively generated water-
marked images differs from the original distribution obtained from unwatermarked zT ’s.

In summary, if we do not choose a new nonce for every generated image, it is easy to distinguish
these images from a random one as their latents are highly similar. However, if we alter the nonce
for every image, the watermark stays hidden.

Note that PRC (Christ & Gunn, 2024) fulfills the same security definition. It incorporates the nonce
in the generation of their encrypted message c in the generation process in a specified way and draws
a new nonce for every image.

3.2 KEY MANAGEMENT

Our novel proof of lossless performance extends the watermark usage to the realistic application sce-
nario where multiple images are watermarked. The proof also shows how the encryption parameters
k and η need to be specified—which has not been done for Gaussian Shading in its original publica-
tion. In the following, we compare the recommended cryptographic configuration with other config-
urations of how Gaussian Shading is currently deployed. In addition to security considerations, we

1Note that no real world symmetric cipher fulfills that definition in a strict sense. Nevertheless, the best
known attacks require O(2n/2) time Boura & Naya-Plasencia (2023) which we consider infeasible for any
practically relevant attack. Therefore, it can only guess a key with negligible success probability or needs to
observe the encryption for one of its q requested nonces.

2Note that A′ could even use a proxy model for inversion instead of the original model (Müller et al., 2024).
3Usually, they will not be exactly the same due to error in the recovery. However, they are close enough

such that recovery is possible, i.e., c ≈ c1.
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Configuration FID ↓ CLIP ↑ LPIPS ↑
No Watermark 66.74590.6793 0.33110.0387 0.62950.0812
Same key, new nonce 66.65370.7014 0.33110.0400 0.62740.0744
Same key, same nonce 68.97290.5114 0.33140.0393 0.54720.0823

Table 1: Comparison of image quality and variety of different Gaussian Shading configurations.
Compared to pure generation without watermark, our recommended same key, new nonce configu-
ration preserves quality and variety. Note that the new key, new nonce setup would lead to equivalent
results and is thus omitted. See Figure 3 in Appendix B for additional images examples.

also consider the practical deployment in terms of efficiency and generation quality / variety. In the
latter case, we empirically assess the impact of each configuration in Table 1. Our empirical setup
is described in Appendix B. In our analysis, we also shortly discuss the configuration of PRC.

As our proof shows, the stream cipher needs to be used in a same key, new nonce configuration4.
This means the provider creates a fixed key k once. Given a fixed user id m and the fixed key k,
the provider has to use a new nonce η to control the sampling process for every generated image.
This configuration fulfills the security definition from Section 3.1 and is the way how to securely
use a semantic watermark such as Gaussian Shading. Table 1 also shows that watermarking in this
configuration preserves the quality and variety of the generated images compared to pure diffusion
without any watermark. However, from a storage and runtime perspective, this watermarking setup
is quite inefficient as it does not scale with the number of users and generated images / used nonces.
In a normal message exchange setting, the sender could transmit the unencrypted nonce together
with the encrypted message c. Unfortunately, we cannot just append η to c, as we need to transmit
it in a robust fashion and the redundancy is applied before. Repeating the bits after the encryption
would make the scheme non-random and allow for an easy distinction in IND$-CPA security. Hence,
the provider has to store every used nonce for all the images it ever generated and, for watermark
verification, has to XOR the encrypted message ĉ with every possible keystream, which in turn
requires a decryption with every stored nonce. PRC (Gunn et al., 2024) solves the nonce problem of
Gaussian Shading by embedding its nonce into the watermarked image in a robust way.

An equivalent way in the semantic watermarking setup is the new key, new nonce configuration.
This is in fact how Gaussian Shading is implemented in the GitHub repository (Yang et al., Last visit:
Feb. 2025). This configuration has no cryptographic benefits compared to the previous configuration,
and only increases storage requirements due to the need to save every key in addition.

Finally, there is the same key, same nonce configuration. This was the configuration that the follow-
up work PRC (Gunn et al., 2024) assumed for its Gaussian Shading baseline. This configuration is
efficiently deployable, but clearly not secure. It is not nonce respecting, so that A′ can easily dis-
tinguish between marked and unmarked images. Moreover, this configuration of Gaussian Shading
reduces image quality and variability (see Table 1). As the inputs to encryption and sampling are
always identical for each user, the initial latent noise vectors remain similar as well.

4 CONCLUSION

In this work, we revisit the cryptographic primitives of distribution-preserving semantic watermarks.
We provide a novel, more general proof to show that a semantic watermark has a lossless perfor-
mance. The proof also covers the realistic case where multiple images are generated. We also prop-
erly specify the encryption parameters and discuss the implications regarding security, efficiency,
and image quality & variety. In summary, a semantic watermark needs to be deployed such that a
new nonce is used for every generated image.

Unfortunately, this configuration makes Gaussian Shading rather inefficient to deploy. In contrast,
PRC fulfills our novel proof too and can be efficiently deployed. Finally, we note that it has imple-
mented Gaussian Shading in the unfavorable configuration that affects both the security and gener-
ation quality. A direction comparison between PRC and Gaussian Shading is still open.

4Note that the new key, same nonce configuration is equivalent, as nonce and secret key are interchangeable
as far as our analysis is concerned.
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A WATERMARKING PROCESS IN GAUSSIAN SHADING

Figure 2 shows the generation and verification process in Gaussian Shading.
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User-ID Closest Match? 

?

<latexit sha1_base64="ExPOFqwgX7g7fJydxXWEELr0MCc=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KolI9Vj04rEF+wFtKJvtpF272YTdjVBCf4EXD4p49Sd589+4bXPQ1gcDj/dmmJkXJIJr47rfztr6xubWdmGnuLu3f3BYOjpu6ThVDJssFrHqBFSj4BKbhhuBnUQhjQKB7WB8N/PbT6g0j+WDmSToR3QoecgZNVZqsH6p7FbcOcgq8XJShhz1fumrN4hZGqE0TFCtu56bGD+jynAmcFrspRoTysZ0iF1LJY1Q+9n80Ck5t8qAhLGyJQ2Zq78nMhppPYkC2xlRM9LL3kz8z+umJrzxMy6T1KBki0VhKoiJyexrMuAKmRETSyhT3N5K2IgqyozNpmhD8JZfXiWty4pXrVQbV+XabR5HAU7hDC7Ag2uowT3UoQkMEJ7hFd6cR+fFeXc+Fq1rTj5zAn/gfP4AyfeM8g==</latexit>c

<latexit sha1_base64="LLQpbRlE0RVPfmwf7mD1e6gAiXg=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEWo9FLx4r2A9oQ9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNM7uZ+54lrI2L1iNOE+xEdKREKRtFKnf6YYsZmg3LFrboLkHXi5aQCOZqD8ld/GLM04gqZpMb0PDdBP6MaBZN8VuqnhieUTeiI9yxVNOLGzxbnzsiFVYYkjLUthWSh/p7IaGTMNApsZ0RxbFa9ufif10sxvPEzoZIUuWLLRWEqCcZk/jsZCs0ZyqkllGlhbyVsTDVlaBMq2RC81ZfXSfuq6tWqtYfrSuM2j6MIZ3AOl+BBHRpwD01oAYMJPMMrvDmJ8+K8Ox/L1oKTz5zCHzifP5Plj78=</latexit>

ĉ
<latexit sha1_base64="S1gnWcjKz3gdcTFsBBlpVv8/mr4=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBU9kVqR6LXjxWsB/QLiWbZtvYbBKSrFCW/gcvHhTx6v/x5r8xbfegrQ8GHu/NMDMvUpwZ6/vfXmFtfWNzq7hd2tnd2z8oHx61jEw1oU0iudSdCBvKmaBNyyynHaUpTiJO29H4dua3n6g2TIoHO1E0TPBQsJgRbJ3U6knFU9MvV/yqPwdaJUFOKpCj0S9/9QaSpAkVlnBsTDfwlQ0zrC0jnE5LvdRQhckYD2nXUYETasJsfu0UnTllgGKpXQmL5urviQwnxkySyHUm2I7MsjcT//O6qY2vw4wJlVoqyGJRnHJkJZq9jgZMU2L5xBFMNHO3IjLCGhPrAiq5EILll1dJ66Ia1Kq1+8tK/SaPowgncArnEMAV1OEOGtAEAo/wDK/w5knvxXv3PhatBS+fOYY/8D5/ANOQj1A=</latexit>�

<latexit sha1_base64="S1gnWcjKz3gdcTFsBBlpVv8/mr4=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBU9kVqR6LXjxWsB/QLiWbZtvYbBKSrFCW/gcvHhTx6v/x5r8xbfegrQ8GHu/NMDMvUpwZ6/vfXmFtfWNzq7hd2tnd2z8oHx61jEw1oU0iudSdCBvKmaBNyyynHaUpTiJO29H4dua3n6g2TIoHO1E0TPBQsJgRbJ3U6knFU9MvV/yqPwdaJUFOKpCj0S9/9QaSpAkVlnBsTDfwlQ0zrC0jnE5LvdRQhckYD2nXUYETasJsfu0UnTllgGKpXQmL5urviQwnxkySyHUm2I7MsjcT//O6qY2vw4wJlVoqyGJRnHJkJZq9jgZMU2L5xBFMNHO3IjLCGhPrAiq5EILll1dJ66Ia1Kq1+8tK/SaPowgncArnEMAV1OEOGtAEAo/wDK/w5knvxXv3PhatBS+fOYY/8D5/ANOQj1A=</latexit>�<latexit sha1_base64="eEyk8RWTTxTzkEenlXlDEIw4cQY=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KolI9Vj04rEF+wFtKJvtpF27m4TdjVBCf4EXD4p49Sd589+4bXPQ1gcDj/dmmJkXJIJr47rfztr6xubWdmGnuLu3f3BYOjpu6ThVDJssFrHqBFSj4BE2DTcCO4lCKgOB7WB8N/PbT6g0j6MHM0nQl3QY8ZAzaqzUkP1S2a24c5BV4uWkDDnq/dJXbxCzVGJkmKBadz03MX5GleFM4LTYSzUmlI3pELuWRlSi9rP5oVNybpUBCWNlKzJkrv6eyKjUeiID2ympGellbyb+53VTE974GY+S1GDEFovCVBATk9nXZMAVMiMmllCmuL2VsBFVlBmbTdGG4C2/vEpalxWvWqk2rsq12zyOApzCGVyAB9dQg3uoQxMYIDzDK7w5j86L8+58LFrXnHzmBP7A+fwB2R+M/A==</latexit>m

<latexit sha1_base64="YfsB74gmY+/x/wL9r6TKJz5wstI=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKRI9BLx4jmAckS5idTJIhM7PLTK8QlnyEFw+KePV7vPk3TpI9aLSgoajqprsrSqSw6PtfXmFtfWNzq7hd2tnd2z8oHx61bJwaxpsslrHpRNRyKTRvokDJO4nhVEWSt6PJ7dxvP3JjRawfcJrwUNGRFkPBKDqp3RtTzNSsX674VX8B8pcEOalAjka//NkbxCxVXCOT1Npu4CcYZtSgYJLPSr3U8oSyCR3xrqOaKm7DbHHujJw5ZUCGsXGlkSzUnxMZVdZOVeQ6FcWxXfXm4n9eN8XhdZgJnaTINVsuGqaSYEzmv5OBMJyhnDpCmRHuVsLG1FCGLqGSCyFYffkvaV1Ug1q1dn9Zqd/kcRThBE7hHAK4gjrcQQOawGACT/ACr17iPXtv3vuyteDlM8fwC97HN6MXj8k=</latexit>

m̂

<latexit sha1_base64="WW/HuSeax6GBiw4MX8s1XsnpcIU=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseiF48VmlpoQ9lsp+3SzSbsboQa+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCopeNUMfRZLGLVDqlGwSX6hhuB7UQhjUKBD+H4duY/PKLSPJZNM0kwiOhQ8gFn1FjJf+plzWmvXHGr7hxklXg5qUCORq/81e3HLI1QGiao1h3PTUyQUWU4EzgtdVONCWVjOsSOpZJGqINsfuyUnFmlTwaxsiUNmau/JzIaaT2JQtsZUTPSy95M/M/rpGZwHWRcJqlByRaLBqkgJiazz0mfK2RGTCyhTHF7K2EjqigzNp+SDcFbfnmVtC6qXq1au7+s1G/yOIpwAqdwDh5cQR3uoAE+MODwDK/w5kjnxXl3PhatBSefOYY/cD5/AAwmjtw=</latexit>zT

<latexit sha1_base64="RElp+QKo79giFE6XdWxo6rrR3sU=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBbBU0lEqseiF48V2lpIQ9lsN+3SzW7YnQg15Gd48aCIV3+NN/+N2zYHbX0w8Hhvhpl5YSK4Adf9dkpr6xubW+Xtys7u3v5B9fCoa1SqKetQJZTuhcQwwSXrAAfBeolmJA4FewgntzP/4ZFpw5VswzRhQUxGkkecErCS3x8TyJ4GWTvPB9WaW3fnwKvEK0gNFWgNql/9oaJpzCRQQYzxPTeBICMaOBUsr/RTwxJCJ2TEfEsliZkJsvnJOT6zyhBHStuSgOfq74mMxMZM49B2xgTGZtmbif95fgrRdZBxmaTAJF0silKBQeHZ/3jINaMgppYQqrm9FdMx0YSCTaliQ/CWX14l3Yu616g37i9rzZsijjI6QafoHHnoCjXRHWqhDqJIoWf0it4ccF6cd+dj0Vpyiplj9AfO5w/gR5Gp</latexit>

ẑT<latexit sha1_base64="u3HYkcdiavNto6d9bxIzExHqCjs=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEWo9FLx4r2A9oQ9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNM7uZ+54lrI2L1iNOE+xEdKREKRtFKnf6YYmZmg3LFrboLkHXi5aQCOZqD8ld/GLM04gqZpMb0PDdBP6MaBZN8VuqnhieUTeiI9yxVNOLGzxbnzsiFVYYkjLUthWSh/p7IaGTMNApsZ0RxbFa9ufif10sxvPEzoZIUuWLLRWEqCcZk/jsZCs0ZyqkllGlhbyVsTDVlaBMq2RC81ZfXSfuq6tWqtYfrSuM2j6MIZ3AOl+BBHRpwD01oAYMJPMMrvDmJ8+K8Ox/L1oKTz5zCHzifP6w1j88=</latexit>

ŝ

<latexit sha1_base64="6HLBWKyK9WiykRKd4pUv+4rGKGM=">AAAB83icbVBNS8NAEN34WetX1aOXYBEqSElEqseiBz1JFfsBTSib7bRdutmE3YlQQv+GFw+KePXPePPfuG1z0NYHA4/3ZpiZF8SCa3Scb2tpeWV1bT23kd/c2t7ZLeztN3SUKAZ1FolItQKqQXAJdeQooBUroGEgoBkMryd+8wmU5pF8xFEMfkj7kvc4o2gkr/Zwd1MannqA9KRTKDplZwp7kbgZKZIMtU7hy+tGLAlBIhNU67brxOinVCFnAsZ5L9EQUzakfWgbKmkI2k+nN4/tY6N07V6kTEm0p+rviZSGWo/CwHSGFAd63puI/3ntBHuXfsplnCBINlvUS4SNkT0JwO5yBQzFyBDKFDe32mxAFWVoYsqbENz5lxdJ46zsVsqV+/Ni9SqLI0cOyREpEZdckCq5JTVSJ4zE5Jm8kjcrsV6sd+tj1rpkZTMH5A+szx982pCy</latexit>

PRNG(k, ⌘)

Figure 2: Overview over the watermark generation and verification process in Gaussian Shading

B IMAGE QUALITY AND VARIETY

Setup. To examine the impact of each Gaussian Shading configuration on image quality and va-
riety, we use a setup similar to Gunn et al. (2024). We use Stable Diffusion 2.15 to generate 1.000
images from MS-COCO Lin et al. (2014) validation dataset captions and calculate FID (Heusel
et al., 2017) with their ground truth images five times and report the mean value and standard de-
viation. We further report CLIP Scores (Radford et al., 2021) across all 5,000 generated images
and their respective captions. In order to assess the variability of images, we generate 100 images
from 10 diverse prompts from the prompthero website6 and calculate pairwise LPIPS (Zhang et al.,
2019) scores, similarly to the evaluation in (Gunn et al., 2024). We use the DPM sampler7, as well
as default guidance scale (7.5) and inference steps (50).

Visual Examples. Figure 3 shows the impact of Gaussian Shading configurations on image vari-
ety. While the same key, same nonce configuration leads to images with similar layouts, drawing
new nonces for each image restores the image variety seen without watermarking.

5Stable Diffusion 2.1 Huggingface model card
6PromptHero webpage
7Huggingface DPMSolverMultistepScheduler documentation
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https://github.com/bsmhmmlf/Gaussian-Shading/tree/09c678fadc7545acf7be12647ddf2a5e66f6a9dc 
https://github.com/bsmhmmlf/Gaussian-Shading/tree/09c678fadc7545acf7be12647ddf2a5e66f6a9dc 
https://huggingface.co/stabilityai/stable-diffusion-2-1-base
https://prompthero.com/
https://huggingface.co/docs/diffusers/main/en/api/schedulers/multistep_dpm_solver


Published at the ICLR 2025 Workshop on GenAI Watermarking (WMARK)

"a full wide photo shot of a person standing in the water next to a Chinese dragon, in the style of fantasy scenes, 

realistic detail, theo prins, magewave, ferrania p30, evgeni gordiets, kuang hong, 8k sharp focus, photorealism, 

highly detailed"

No watermark 

Same Key, Same Nonce 

No watermark 

Same Key, New Nonce 

"Minimalistic modern stylish chair mockup on a minimalist background, with soft shadows and a touch of natural 

light. Showcase the product's ergonomic design in a 3D perspective view, realistic and detailed"

Same Key, Same Nonce 

Same Key, New Nonce 

Figure 3: Impact of Gaussian Shading configurations on image variety.
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