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Abstract

Large language models (LLMs) demonstrate
significant potential to revolutionize software
engineering (SE). However, the high reliabil-
ity and risk control requirements in software
engineering raise concerns about the need for
interpretability of LLMs. To address this con-
cern, we conducted a study to evaluate the capa-
bilities of LLMs and their limitations for code
analysis in SE. Code analysis is essential in soft-
ware development. It identifies bugs, security,
and compliance problems and evaluates code
quality and performance. We break down the
abilities needed for LLMs to address SE tasks
related to code analysis into three categories:
1) syntax understanding, 2) static behaviour
understanding, and 3) dynamic behaviour un-
derstanding. We used four foundational mod-
els and assessed the performance of LLMs
on multiple-language tasks. We found that,
while LLMs are good at understanding code
syntax, they struggle with comprehending code
semantics, particularly dynamic semantics. Fur-
thermore, our study highlights that LLMs are
susceptible to hallucinations when interpreting
code semantic structures. It is necessary to
explore methods to verify the correctness of
LLM’s output to ensure its dependability in SE.
More importantly, our study provides an initial
answer to why the codes generated by LLM are
usually syntax-correct but are possibly vulnera-
ble.

1 Introduction

The ability of the large language model (LLM) to
comprehend context, align instructions, and pro-
duce coherent content has attracted widespread at-
tention from the software engineering (SE) com-
munity. Researchers started exploring how to use
LLM in SE tasks related to code analysis (Xia and
Zhang, 2023; Tian et al., 2023). Howeyver, although
LLM is widely used and discussed in software en-
gineering, a deep and systematic analysis of LLM’s

code analysis capabilities is vital and worthy of in-
depth study. Code analysis is significant in modern
software development to ensure the creation of se-
cure, high-quality, and performant software. The
basic ability to understand code syntax and seman-
tics for code analysis is important for LLM in SE.
Previous works have confirmed that some simple
modifications without changing code semantics can
mislead LLM to produce unexpected outputs (Yang
etal., 2022; Liu et al., 2023c). As a result, there are
two questions, /) can LLM comprehend program
semantics? 2) To what extent does LLM under-
stand the code? Firstly, it is unclear whether these
LLMs can comprehend the syntax and semantics
of the code for code analysis. Secondly, if these
LLMs have a specific capability to comprehend
syntax and semantics, the extent to which they can
understand the semantics is also unknown.

To address the two issues, in this paper, we ex-
plore the ability of LLMs for code analysis in terms
of understanding program syntax, static behaviours,
and dynamic behaviours. Our work includes 4
state-of-the-art (SOTA) large language models,
GPT4 (OpenAl, 2023), GPT3.5, StarCoder (Li
et al., 2023) and CodeLlama-13b-instruct (Roziere
et al., 2023). We design a set of code-related
tasks (9 different tasks) on 2,560 code samples.
Specifically, we design two tasks for code syn-
tax understanding: Abstract Syntax Tree (AST)
generation and expression matching to determine
whether LLM can comprehend program syntax.
Besides, we design five tasks, including Control
Flow Graph (CFG) generation, Call Graph (CG)
generation, data dependency analysis, taint analy-
sis, and pointer analysis to explore whether LLM
can statically approximate program behaviour sim-
ilar to the traditional static analysis tools (Feist
et al., 2019a; Cuoq et al., 2012). We further design
and study two challenging tasks: code behaviour
change detection and code behaviour variability
reasoning to analyze the capability of LLM in dy-



namically analyzing program behaviours. Overall,
the main contributions of our paper are summa-
rized as follows: 1) We conduct a comprehensive
study from different aspects to explore the capa-
bility of LLM for code analysis. We are the first
to explore LLLM’s capability to understand code
syntax, static, and dynamic behaviors. We study
four state-of-the-art models: GPT4, GPT3.5, Star-
Coder and CodeLlama. We have made our code
and data public on our website!. 2) We analyze
LLM to understand code syntax, code static se-
mantic structures, and code dynamic behaviours
through diverse tasks. Our study suggests that LLM
can comprehend code syntax rules and has certain
abilities to understand code static behaviours but
fails to comprehend dynamic behaviours. GPT4 is
the best one to understand code syntax and seman-
tics.

2 Motivation

We use ChatGPT to show our motivation example,
a buggy function “bucketsort” in Figure 1 from
QuixBugs (Lin et al., 2017). The Bucketsort al-
gorithm requires splitting the array (i.e., “arr” in
this function) into several buckets (i.e., “counts’)
and then sorting each bucket individually. The
correct version is to replace the variable “arr” in
the second loop with the variable “counts”. Chat-
GPT can automatically fix this bug (Sobania et al.,
2023). It seems that ChatGPT correctly compre-
hends this function semantics. However, a simple
mutation can cause ChatGPT to produce incorrect
results as shown in Figure 1 if we replace “arr” with
“ccounts”. If ChatGPT really understands the logic
of the code, it should not be confused by the name
change. Understanding the capabilities and limi-
tations of LLM for code syntax and semantics is
important, which can ensure that we can use LLM
correctly and reasonably for code-related tasks. To
address this challenge, in this paper, we provide a
systematic and comprehensive study to investigate
the capabilities of LLM for code analysis, i.e., what
it can do and what its limitations are.

3 Study Design

3.1 Overview

We begin by examining the elemental abilities that
LLMs must possess to tackle SE tasks related to
code analysis effectively. Code analysis needs

"https://sites.google.com/view/chatgptése

Does this program have a bug? How to fix it?
def bucketsort(arr, k ):
counts = [0] ¥ K~~~
for x in ccounts : o
counts[x] += 1
sorted_arr =[]
for i, count in enumerate( arr )2
sorted_arr.extend([i] * count)
return sorted_arr

Yes, this program has a bug. The variable
"ccounts" is used in the first line of the program,
but it is not defined anywhere. To fix this bug, the
variable "ccounts" should be defined and given a
value.

Figure 1: An semantic equivalent version of the buggy
function by replacing “arr” with “ccounts” (May 2023).

code syntax, static behaviour, and running-time be-
haviour. In the previous works about code learning,
instead of naively using code sequence, abstract
syntax tree (AST)(Feng et al., 2020; Zhang et al.,
2019; Wang et al., 2022a; Niu et al., 2022; Jiang
et al., 2021; Wang et al., 2021), control and data
flow (Guo et al., 2020; Ma et al., 2022a; Ahmad
et al., 2021; Wang et al., 2022b; Zhou et al., 2019),
dynamic execution trace (Ye et al., 2022; Jin et al.,
2022; Pei et al., 2020) are used to build good code
models. They have proven helpful for code mod-
els to learn code features for SE tasks. Since three
types of information are critical to solving SE tasks,
we try to answer the following three research ques-
tions (RQs): RQ1). Can LLM understand code
syntax well? RQ2). Can LLM understand code
static behaviors? RQ3). Can LLM understand code
dynamic behaviors?

3.2 Code Syntax Understanding (RQ1)

AST Generation AST is the core structure in
code analysis (Baxter et al., 1998b; Zhang et al.,
2019). We prompt LLM to parse code into an AST,
and then compare these ASTs with those generated
by AST parsers to determine their meaningfulness.
The ability to comprehend ASTs is fundamental
for code models, as tokens in code serve distinct
syntax roles. Understanding code syntax is crucial
for addressing certain SE tasks, such as generating
syntactically correct code.

Expression Matching This task aims to find a
similar expression to the target mathematics ex-
pression. It is related to code-clone detection for
Type-2 and Type-3 that requires understanding the
syntax of the code (Baxter et al., 1998a; Koschke
et al., 2006). The matched expression should have
almost the same operators as the target expres-
sion. Figure 2 presents an example of this task,
in which we try to find a similar expression with
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| @ base_borrow_rate + utilization_rate * slopel ~ ——————
i Exp Tree

&, What is the most similar expression
with above?

§ 1. base_borrow_rate - utilization_rate + slopel
i 2.a+b

i n.rate+ur*sl

Figure 2: An example of the task of Expression Match-
ing.

function m1(a, b){ i@fuflft(:tionon;(z (a){
ifla>b){  buid ifa<
return a; Y 6 m2(a+1);

o, wWwNE @

} else { 1
b=a+b; function m1 (a, b){
} if(a>b){
return b; ‘ m2(a);
} : 13
Figure 3: Examples of (1) Code Control Flow

Graph (Python) and (2) Code Call Graph (Python).

“base_borrow_rate+utilization_rate*slopel”. With-
out understanding the syntax role of tokens, finding
similar expressions is not feasible. For instance,
“base_borrow_rate-utilization_rate+slopel” may be
incorrectly identified as a more similar expression
to it than to “rate+ur*s1”, if the operators “+” and
“* are not recognized.

3.3 Code Static Behavior (RQ2)

Control Flow Graph (CFG) Analysis Control
flow graph analysis (CFG) is typically the first step
in program analysis and understanding. We prompt
LLM to construct the CFG from the input code.
Figure 3 provides an example () of this process.
Understanding the CFG is critical for code models
to identify relationships among statements. CFG is
a core code structure in static analysis and is widely
employed in software engineering to address vari-
ous tasks (Cheng et al., 2019; Ferrante et al., 1987,
Allen, 1970).

Call Graph (CG) Analysis The Call Graph is a
data structure that depicts the invocation relation-
ship among functions in a program. It is extensively
employed in software engineering to understand
program behaviors (Murphy et al., 1998). Figure 3
presents an example (2) of a call graph with two
methods. We prompt LLM to construct the call
graph for the given code. Understanding the call
graph is significant as it provides insights into the
function relationships in the code.

Data Dependency Figure 4 provides an exam-
ple D in which “d” is data-dependent on “a”. We
prompt LLM to determine whether two given vari-
ables are data dependent in the code. Data depen-
dency analysis is a powerful technique for code
understanding (Guo et al., 2020) and optimizing

function f (a, b){
// Data Dependency

contract Reference{
// Taint Analysis

c=a; struct Ref{
d=0; @ uint val; @
if(b<0){ }
d=c; Ref a;
} Ref b;
return d; function set(uint source_taint)
} public
o {
int main(){ Ref storage r = a;
// Pointer Analysis if(true){
intc=m(); r=b;

intd =f(c); }
int* x = d>0?&c:&d;
} }

rval = source_taint;

Figure 4: (1) Data Dependency Example (Python),
(2) Taint Analysis Example (Solidity) and (3) Pointer
Analysis (C).

code (Ferrante et al., 1984), as it can reveal data re-
lationships among different variables in a program.
Data dependency illustrates how data are propa-
gated in the program, and it is extremely useful for
code models to solve SE tasks such as vulnerability
detection (Guo et al., 2020).

Taint Analysis This task is to find if a variable
can be tainted by an external source. Figure 4
illustrates an example (@) in which the variable “a”
can be overwritten by “source_taint” via the storage
variable “r”. This task necessitates the reasoning
ability of LLM based on data dependency analysis.
Taint analysis (Kim et al., 2014) is strongly related
to data dependency but also needs information from
the call graph and the control flow graph to track
how one data point is propagated in the program. It
requires a deep understanding and reasoning of the
semantics of the code in terms of execution order
and relationship.

Pointer Analysis Pointer analysis is to find the
data type of the pointers in code. Figure 4 il-
lustrates an example @) of pointer analysis. The
pointer “x” can potentially point to either “c” or
“d”. Pointer analysis is widely used to detect vul-
nerabilities such as memory leakage. Pointer analy-
sis (Smaragdakis et al., 2015; Hind and Pioli, 2000)
requires an understanding of the dependency of
data, the control flow, and the call graph. Point
analysis also requires the inference to figure out
what the current variable refers to. We prompt
LLM to infer the referents of pointers. This task
requires LLLM to comprehend the code syntax and
semantics in-depth.

3.4 Code Dynamic Behavior (RQ3)

Code Behavior Change Detection Any code
change is highly possible to change the dynamic



(™ function f (a, b){ function f (a, b){ ®

c=a+b; c=b+a; ! function test_h (){
d=0; tamuane 4505 | n =random() ;
ifla<0)f —— ifla<0) a=10;
d=¢; d=g; : assert h(a+n), “Test Failed”
} ! L)
return d; return d; 3

} }

Figure 5: (1) Equivalent Mutant Example (Python) and
(2) Flaky Test Reasoning Example (Python).

behaviors of the code. If LLM can really sense the
behavior difference due to the minor code change,
it can be as evidence that LLM can understand the
change of code dynamic behavior well. This is
called detecting equivalent mutants which is a criti-
cal problem in Mutation Testing (Papadakis et al.,
2019). We check if LLM can find if the code minor
change can change the code behavior. Figure 5
presents an example of an equivalent mutant (I) by
switching two variables.

Code Behavior Variability Reasoning Some-
times, the same code runs multiple times could
behave differently. If LLM can understand the
code dynamic behavior, it should know why the
multiple-running outputs are inconsistent. In soft-
ware testing, we call it Flaky Test. Flaky test is one
challenging problem related to code dynamic be-
havior. Flaky test means the output inconsistency
of one test when running multiple times. Thirty
flaky reasons are summarized (Akli et al., 2022).
Flaky tests are usually caused by some undeter-
mined functions, the environment state and the
execution schedule. Figure 5 presents one flaky
example @) due to randomness. We prompt LLM
to tell the reason why one test is flaky.

4 Evaluation Setup

We created a new dataset that was generated by the
program analysis tools. The tasks and datasets uti-
lized in our study are summarized in Table 1. We
study two closed OpenAl models, GPT4 (OpenAl,
2023) and GPT3.5, and two open source models,
StarCoder (Li et al., 2023) and Codel.lama-13b-
Instruct (Roziere et al., 2023). For StarCoder, we
use its conversational version, StarChat (Tunstall
et al., 2023). For the evaluation, we employ two ex-
perts for code analysis. They first check the model
output and then discuss how good the output is.
We have different evaluation criteria for tasks that
require manual inspection. We carefully design our
prompt and please see more details in Appendix A.
For dynamic behavior in code, we conducted an
additional trial and provided examples, primarily

Table 1: Tasks and Datasets used in this study.

Task Level Programs | Dataset Size LoC
AST syntax 75 75 1,059
Expression Matching ) 4 32 4,238
CFG 75 75 1,059
CG 24 24 1,609
Data Dependence static 13 992 62,606
Taint Analysis 13 830 62,052
Pointer Analysis 40 342 2,726
Code Behavior Variability dynamic 13 65 1,615
Code Behavior Change 35 200 15728
Total 217 2,560 151,633

focusing on zero-shot learning. While it is acknowl-
edged that some techniques such as RAG and SFG
can enhance the model performance, we opted not
to utilize them for two main reasons. Firstly, they
introduce the potential for bias. It remains unclear
whether improved outcomes are mainly attributable
to which part. Secondly, zero-shot learning lies in
the capacity of the models to comprehend and pro-
cess code across various programming languages
without the need for explicit, task-specific learn-
ing. This approach emphasizes the model’s innate
ability to generalize and adapt.

4.1 Evaluation Metrics

AST Generation We analyzed programs contain-
ing diverse syntax structures to effectively assess
LLMs ability to understand code syntax. We classi-
fied LLM output as reasonable or not by analyzing
the entire structure with a tolerance for the minor is-
sues (missing trivial leaf nodes); 1) lack leaf nodes
but keep the overall structure, we labeled it as * Yes’.
It means that LLLM correctly generates the syntax
type for the code token but does not give the token
itself. 2) If the output provided a wrong structure
with incorrect edges or lacked non-leaf nodes, we
labeled it as No’. In the end, we count how many
programs are reasonably handled, and also record
and categorize the issues we find.

Expression Matching We implemented 32 re-
ward equations strictly from the whitepapers of
Web3 projects and then prompted LLM to find
the corresponding implementation in the target
projects. For each query, we fed the target code
to LLLM as comprehensively as possible and then
checked if the corresponding implementation ex-
pression was in the top-5,10 and 20 outputs. For the
open source model, we also computed the cosine
similarity between our implemented expressions
from the whitepapers and the expressions in the
project.

Control Flow Graph (CFG) Generation We
used the dataset that covers diverse control flows.
We labeled the generated CFGs as reasonable or



not by comparing them with their corresponding
programs. A CFG was considered reasonable if
its overall structure was correct, with tolerating
missing 1) start or end nodes, 2) a lack of edges
to the end node, or 3) sequence statements being
stacked in one node. CFGs that incorrectly repre-
sented control structure, 1) wrong branch and loop
structures, and 2) fabricated non-existent nodes
and edges, were labeled as not reasonable. Finally,
we counted the number of reasonable CFGs and
recorded and categorized all issues we identified.
Call Graph (CG) Generation We selected 24
public source code programs with at least three
function calls. A generated call graph (CG) was
considered reasonable if all of its call relationships
were correct, even with some missing calling or
redundant nodes. However, if the output contains
non-existent call edges, we think it is not reason-
able. The number of correct CGs generated was
recorded.

Data Dependency and Taint Analysis We used
Slither (Feist et al., 2019b) to extract 992 pairs
of data-dependency variables and 830 externally
tainted variables from 13 DeFi projects from Ether-
scan. We downsampled data to ensure the datasets
were balanced. 1 indicated that it had a data-
dependency fact or could be externally tainted, oth-
erwise 0. We used F1 as a performance measure-
ment.

Pointer Analysis We used Frama-C (Cuoq et al.,
2012) to extract the possible set of variables for
each pointer, which served as the ground truth. For
each pointer, we collect a set of variables that it may
refer to by prompting LLMs. We used the Jaccard
index to measure the similarity between the ground
truth set and the predicted set. We compute the
Jaccard index for two scenarios: 1). Jaccard index
for each pointer. It can measure how LLM behaves
on this task; 2). Jaccard index for each program. It
can measure whether LLM has a data shift problem,
that is, behaves differently for different programs.
Code Behavior Change Detection We utilized
MutantBench (van Hijfte and Oprescu, 2021) for
this task. We use a script to extract the input-label
data pairs. We randomly selected 100 equivalent
mutants and 100 nonequivalent mutants. We use
the F1 score in this task. Two different prompts
were used for this task: one type of prompt did not
include any example (zero-shot), and the other type
included demonstration examples (few-shot).
Code Behavior Variability Reasoning This
dataset (AKkli et al., 2022), which was manually

collected, consists of 13 classes. To create our
sample set, we randomly selected 5 samples for
each class, resulting in a total of 65 samples. We
prompted LLM to assign a label to each input and
used accuracy as the performance metric. Similarly
to the previous task, we employed two different
prompts for this task. We also analyzed the predic-
tion details for each class.

5 Experimental Results

All figures and the generated results can be found
on our website(Anonymous, 2024).

5.1 Code Syntax Understanding (RQ1)

AST Generation Figure 6a displays the num-
ber of reasonable and unreasonable ASTs gener-
ated by four LLMs. Blue represents the number
of correct ASTs, orange represents the number of
ASTs with minor issues and green represents un-
reasonable. We can see for GPT4 and GPT3.5,
the majority of the generated ASTs were reason-
able and few are minor. However, the open-source
models CodeLlama-13-instruct and StarCoder are
worse than OpenAlI’s models and have more unrea-
sonable AST outputs. But CodeLlama is slightly
better than StarCoder. We further investigate the is-
sues of the generated ASTs and Figure 6b displays
the number of issues that we identified. A single
AST may exhibit multiple issues, and even reason-
able ASTs might present some minor issues, as ex-
plained below. We categorized the found issues into
three groups: missing statement tokens (blue bar),
missing syntax tokens (orange bar), and wrong
structure (green bar) as shown in Figure 6b. The
missing-statement-tokens category indicates that
some tokens in a statement were missing, such as
the token "Printer" in "Printer.out.print(a);". The
missing-syntax-tokens category indicates that some
syntax keyword tokens were missing, such as "pub-
lic" and "private" access modifiers. The wrong-
structure category indicates that AST structures
were incorrect, such as an incorrect if-else struc-
ture. The category Wrong Structure is serious and
it means that AST contains faulty syntax structures.
Reasonable ASTs with minor issues refer to these
ASTs that typically had missing tokens of the state-
ment or missing syntax trivial tokens, such as return
type and access modifier. In our evaluation, GPT4
suffers from the least issues. GPT3.5 and CodeL-
lama have similar performance; GPT3.5 has more
missing cases while CodeLlama has more wrong
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Figure 6: AST Generation Result
Table 2: Expression Matching Results of LLMs

Rank | GPT4 | GPT3.5 | StarCoder | CodeLlama
Top-5 27 28 4 4
Top-10 | 27 28 5 5
Top-20 27 28 5 5

Hit Rate | 27/32 | 28/32 5/32 5/32

structures. StarCoder is the worst and suffers from
lots of wrong structures.
Expression Matching Table 2 presents the re-
sults obtained using four LLMs. The first column
shows the number of ranked equations that were
considered in the results. GPT4 and GPT3.5 have
a very close hit-rate performance, 27/32 and 28/32
in the top-5, top-10 and top-20. In contrast, Star-
Coder and CodeL.lama have the same hit-rate per-
formance, 5/32. Notice that, the number of Star-
Coder and CodeLlama in Table 2 are based on the
consine similarity. The prompt results of both are
quite bad. For StarCoder, none of the outputs is
correct. 26/32 outputs are fabricated and 6/32 cases
are wrongly matched. For CodeLlama, its prompt
outputs only match 1 case and fabricate 28/32 cases.
In our investigation of the answers of GPT4 and
GPT3.5, we discovered that both consider two ex-
pressions to be similar if they use similar operators,
have similar orders, and have a similar number of
variables. An intriguing observation is that, while
GPT4 and GPT3.5 can identify the line number
where the matched expression is located or the
starting line number of the function containing the
matched expression, none of the line numbers were
accurate for these 32 expression matching samples
in either case.

In general, LLM can understand the syntax struc-
ture of the code and the syntax roles of the code
tokens. This ability allows it to act as an Abstract
Syntax Tree (AST) parser.

5.2 Code Static Understanding (RQ?2)

CFG Generation Figure 7a shows the number
of reasonable and unreasonable CFGs generated
by ChatGPT according to the predefined criteria.
It can be seen that GPT4 achieves the best perfor-
mance and majority of GPT4 outputs are correct,
and few suffer from minor problems or wrong re-
sults. GPT3.5 is worse than GPT4 but is better
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Figure 7: CFG Generation Results

than CodeLlama and StarCoder. CodeLlama and
StarCoder have very close performances. Figure 7b
shows the issues we identified, which we catego-
rized into three groups: redundancy, fabrication,
and wrong structure. Reasonable CFGs only can
have the redundancy issue. The redundancy cate-
gory means that there are meaningless nodes and re-
moving them does not change anything such as null
nodes, while the fabrication category means there
are non-existent nodes (statements). The wrong-
structure category refers to CFGs with incorrect
structures (incorrectly represented loop statements
and if-else statements). Redundancy issues are
minor because they do not affect the control flow.
Fabrication and wrong-structure issues are serious
because they alter the control flow. We observe
that GPT4 is still the best one and then the next is
GPT3.5. Most results of CodeL.lama and StarCoder
suffer from the wrong structure. StarCoder suffers
from more hallucinations than others. Upon ex-
amining the identified issues in the AST and CFG
generation tasks, an interesting observation is that
some serious problems typically arise with loop or
if-else statements. LLM appears to have a weaker
understanding of the syntax and static behavior of
loop and if-else statements.

Call Graph Generation Figure 8a shows that
GPT3.5, Codellama, and StarCoder were unable
to generate reasonable CGs for most of the sam-
ples while GPT4 still performed well. StarCoder
did not generate any reasonable output. Figure 8b
illustrates the issues we found and categorized into
3 groups: redundancy, fabrication, and missing
call. Redundancy means there are multiple edges
between the functions that have the calling rela-
tionship. Fabrication means there are non-exist
function calling. A missing call means the call
edge is missed. It can be seen that GPT3.5 suffered
from hallucination and GPT4 is obviously better
than others. Missing calling is one common issue
for the four LLMs. It indicates that GPT4 has a
strong ability to understand code semantics.

Data Dependency and Taint Analysis Table 3
demonstrates the F1 score of the four LLMs on
the data dependency task in the second row. GPT4
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Table 3: Prediction Performance (F1) on Data Depen-
dence and Taint Analysis on the entire datasets.

Task | GPT4 | GPT3.5 | CodeLLama | StarCoder
Data Dependency | 0.69 0.68 0.44 0.6
Taint Analysis 0.44 0.15 0.39 0.47

achieves the best F1 score. GPT3.5 is inferior to
GPT4. StarCoder is better than CodeLlama for
this task, and worse than OpenAl’s models. The
comparison of the taint analysis is presented in
the last row of Table 3. It can be seen that the
performance of LLMs on this task is inferior to
the data dependency analysis in terms of F1 (please
note that we downsampled the taint dataset to make
it balanced). All of them are worse than the random
guess classifier that should have a 0.5 F1 score.
Taint analysis is based on data dependency and
requires the reasoning ability about the data flow.
The results show that the studied models lack in-
depth reasoning capabilities about the data flow. To
assess whether LLM is suffering from the data-shift
problem, we conducted an investigation as shown
by Figure 9. We computed F1 for each project. Our
findings indicate that LLM is significantly affected
by the data-shift problem. As illustrated in the
upper part (marked in blue) of Figure 9 on the data
dependency, F1 scores differ for different projects,
with a wide variance ranging from approximately
0. to 1.0. The lower part (marked in orange) in
Figure 9 shows F1 scores on taint analysis, which
display a variation ranging from O to about 0.8.

Pointer Analysis Initially, we determined the
number of pointers for which LLMs fully predicted
pointer analysis. Out of a total of 342 pointer sam-
ples from the 40 programs, only 105 were correctly
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and Taint Analysis (orange).
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Figure 10: Jaccard Index of Pointer Analysis.
predicted by GPT4, 43 were correctly predicted
by GPT3.5, 27 and 25 were correctly predicted by
CodeLlama and StarCoder respectively. We also
noticed that some pointers were missed by LL.Ms.
GPT4 predicts 211/342 pointers, GPT3.5 predicts
133/342 pointers, CodeLlama predicts 156/342
pointers and StarCoder predicts 153/342 pointers.
Since one pointer can point to multiple variables,
we computed the Jaccard Index between the pre-
dicted set and the ground truth set for each pointer,
as shown in Figure 10a. We discovered that GPT4
is half good and half bad. It has the largest number
for Jaccard Index 1 for each pointer but almost the
same number of pointers have Jaccard Index with
0 values. GPT3.5 is inferior to GPT4. CodeLLama
and StarCoder are not good in terms of the Jacrad
Index for each pointer. We also computed the av-
erage Jaccard index for each program to assess
whether LLM is affected by the data shift issue.
We created a box plot of the mean Jaccard index
of pointers from each project, which is illustrated
in Figure 10b. We can see that the Jaccard Index
variance is quite varied and suggests that LLMs are
indeed affected by the data-shift problem.

GPT4 and GPT3.5 have the primary ability to
perform code static analysis. CodeL.lama and Star-
Coder are not as good as OpenAl models. However,
during the analysis process, we find that all of them
experience the issue of hallucination. Furthermore,
the performance of LLMs can vary for a given task
due to the data shift.

5.3 Code Dynamic Understanding (RQ3)

Code Behavior Change Detection Table 4 il-
lustrates the performance F1 score of four LLMs
in the detection of equivalent mutants, based on
two types of prompts: prompt learning with or
without example code (few-shot v.s. zero-shot) be-
cause examples are not always helpful to improve
model performance (Wang et al., 2023). GPT4 and
StarCoder perform well. CodelLlama failed to dis-
tinguish the equivalent mutant and non-equivalent
mutant that has one small difference. Even if we
tell CodeLlama that the two are equal, it still an-
swers no. Although CodeLlama has the ability to



Table 4: Performance (F1) about Equivalent Mutant
Detection.

Type | GPT4 | GPT3.5 | StarCoder | CodeLlama

few-shot | 056 | 055 | 057 | 0.
zero-shot | 0.67 | 054 | 0.62 | 0.

understand code syntax and the limited ability for
static analysis as shown in the previous sections,
it lacks the reasoning ability for code dynamic be-
haviors based on the code syntax and static struc-
ture understanding. StarCoder demonstrates a bet-
ter dynamic-understanding ability than CodeLlama
due to its pre-training data and tasks. To validate
our hypothesis, we investigated the pre-training
data and pre-training tasks of StarCoder (Li et al.,
2023) and CodeLlama (Roziere et al., 2023). Star-
Coder uses the code commit data from GitHub
while CodeL.lama learns publicly available code
only without any additional meta-level or temporal
information such as git-commit info. Code commit
info involves the code behavior change description
and its impact.
Code Behavior Variability Reasoning For this
task, we also employed two types of prompts, few-
shot and zero-shot. The task comprises 13 classes,
with each class containing five samples. To vi-
sualize the predicted label number for each class,
we used bar figures, which are presented in Fig-
ure 11 (bar with slash for few-shot learning and
bar without slash for zero-shot learning). Y-axis is
the number and X-axis is the reason id. In these
figures, the green bar represents the number of pre-
dictions that LLM is uncertain about, the orange
bar represents the number of incorrect predictions,
and the blue bar represents the number of correct
predictions. We find that GPT4 and GPT3.5 are
more conservative and prefer to answer unknown
for most cases, while StarCoder and Codellama
are quite confident about their outputs. We also
find that the demo examples in the prompt can help
StarCoder and CodeLlama improve their perfor-
mance. However, overall, the four models do not
perform well for this task.

LLM has limited ability to approximate code
dynamic behavior and also suffers from the data
shift problem.

6 Related Work

Probing Analysis: Probing analysis (Rogers et al.,
2021) is a technique employed to examine and in-
terpret the mechanisms of large language models
(LLMs). Recently, some works have started to
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Figure 11: Predictions of LLMs for Flaky Test

analyze code models, like CodeBERT, CodeTS5,
and UnixCoder. Wan et al. (2022) and Hernan-
dez Lopez et al. (2022) analyze how code models
learn syntax. Troshin and Chirkova (2022) and Ma
et al. (2022b) analyze how code models represent
semantics. But all of them study non-foundational
models based on tuning classifiers. Our work stud-
ies the generation ability of LLM on code analysis.

LLM for SE: Tian et al. (2023); Xia and Zhang
(2023); Sobania et al. (2023) investigated LLM’s
capabilities in code generation, program repair,
and code summarization. Hou et al. (2023) sys-
tematically reviews the various applications of lan-
guage models in software engineering. Fan et al.
(2023) and Nguyen-Duc et al. (2023) discuss how
LLM can change software engineering. None of
them study the interpretability and reliability of
LLM on code analysis, and our work is to estimate
how LLM understands code that provides the inter-
pretability of LLM for SE tasks. We are the first
to study LLM on code analysis, especially for un-
derstanding code syntax and semantics, providing
some confidence when employing LLMs to solve
code tasks.

7 Conclusion

In this paper, we conduct a comprehensive empir-
ical study to investigate the capabilities of LLM
for code analysis. We used the new datasets cre-
ated by the code tools, including four programming
languages: Python, Java, C, and Solidity. Overall,
our study indicates that LLM is capable of compre-
hending code syntax rules and has certain abilities
to understand static behaviors of the code, but it
cannot understand dynamic behaviors well. GPT4
achieves the best performance among all four mod-
els we included. We believe that our findings offer
insights into LLM performance on SE tasks related
to code analysis and guide follow-up researchers
to effectively utilize LLM in the future to solve SE
tasks.



8 Limitations

There are several limitations in this study. First,
this study does not employ very large datasets for
the analysis of each SE task. The reason is that we
consider multiple tasks in this study and the dataset
preparation is already very expensive. But these
tasks are diverse and the analyzed data are created
by ourselves via tools, which can help us conduct a
comprehensive evaluation of LLMs in various sce-
narios related to software engineering on code anal-
ysis. Second, this study adopts manually designed
prompts, however, there are several techniques for
automatically designing prompts (Shin et al., 2020).
It is possible that superior prompts can have better
results in this study. We also do not explore how
the examples in the prompt affect LLM. In our ex-
periments, we observe that the choice of examples
matters and how to find a good example for the
prompt is the future independent work. Third, as
a transformer architecture, LLM imposes a maxi-
mum token limitation, restricting the input context
in our study. Lastly, we use nine basic and chal-
lenging tasks that are related to code analysis in
Software Engineering. Some other code analysis
tasks are also important but are not included in this
study, such as dead code elimination. However,
these tasks usually will use dependency and data
flow analysis. It may limit our insights to LLMs on
code analysis.
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A Prompt Design

GPT-based models utilize the prompt-based learn-
ing paradigm (Liu et al., 2023a). The design of the
prompt can significantly impact the performance
of the model. To design better prompts, itera-
tively, we employ ChatGPT to optimize our initial
prompts and then evaluate these optimized prompts
by some trial queries. Specifically, we prompt Chat-
GPT with the message, “Act as a prompt optimizer
and optimize the following prompt for [TASK DE-
SCRIPTION]. The prompt is [PROMPT]", to help
us generate the prompts. [TASK DESCRIPTION]
is the task description placeholder and [PROMPT]
is the draft prompt placeholder. For each task, we
have multiple draft prompts, and then we manually
evaluate them using some task data to observe their
differences. Finally, according to the experience
obtained from the trials, we summarize our prompt
templates as role prompt and instruction prompt.
Through our continuous optimizations, our prompt
may not be the best, but it is excellent.

Role prompt assigns a specific role to LLM, pro-
viding a task context for the model to effectively
generate the desired output. Its template is shown
below,

You are [ROLE] for [LANG].
DESCRIPTION]. [OUTPUT
The input is [INPUT].

[TASK
FORMAT].

where the placeholder [ROLE] denotes the specific
role assigned to LLM. We define six roles: AST
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parser, expression tree matcher, control flow graph
analyzer, call graph analyzer, code static analyzer,
and pointer analyzer. [LANG] refers to the pro-
gramming language used for the code analyzed.
[TASK DESCRIPTION] outlines the expected task
for LLM to perform. [OUTPUT FORMAT] pro-
vides the output specification. [INPUT] serves as a
placeholder for the code under analysis.

Instruction prompt does not assign a specific role
to LLM, instead, they provide a command. These
prompts are typically useful for tasks involving
multiple roles or those without any applicable roles.
The template for the instruction prompt is defined
as follows:

Please analyze [LANG]. [DOMAIN
KNOWLEDGE]. Here are some
examples [EXAMPLE CODE]. Please

identify if [TASK DESCRIPTION].
[OUTPUT FORMAT]. The input is
[INPUT].

where [LANG] specifies the used programming
language for the analyzed code. [DOMAIN
KNOWLEDGE] explains the domain knowledge
relevant to the task. [EXAMPLE CODE] provides
sample code related to domain knowledge for
task demonstration. [TASK DESCRIPTION]
describes the task instruction. [OUTPUT FOR-
MAT] outlines the output specification. [INPUT]
serves as a placeholder for the code under
analysis. Notice that different LLMs may need
different prompt formats. For StarCoder (Li
et al.,, 2023) and Codellama (Roziere et al.,
2023), we also refer to their original papers
and adapt the prompt design for both through
adding special tokens. For StarCoder, its format is
“<Isysteml>\n<lend/>\n<luser/>\n{query } <lend|>\n-
<lassistantl>."  The  placeholder  {query}
will be replaced by our prompts. For
CodeLlama-13b-instruct, we insert the spe-
cial tokens into our prompt with this format
“<s>[INST]{query }[/INST]”. For the manual
evaluation tasks, we created GPTs tools based on
GPT4 to maximize optimization prompt for GPT4.

In our study, we employ the role-based prompt
for RQ1 and RQ2 where the prompt does not in-
clude examples. Owing to the complexity of these
tasks, which entail numerous patterns, prompting
the model to generate outputs using illustrated
examples might potentially downgrade the per-
formance. For example, by presenting the data-
dependence example (Figure 4 (1)), the model may

12

hyperfocus on this specific instance, consequently
overlooking other situations of data-dependence
due to in-context learning (Liu et al., 2023b). Wang
et al. (2023) report that few examples in the prompt
may not help improve the performance. In con-
trast, for tasks under RQ3, we resort to instruction
prompts given that this type of prompt works a lit-
tle better during our prompt-designed trials due to
their unfitness for resolution by a single role. We
present all used prompts on our website (Anony-
mous, 2024).



	Introduction
	Motivation
	Study Design
	Overview
	Code Syntax Understanding (RQ1)
	Code Static Behavior (RQ2)
	Code Dynamic Behavior (RQ3)

	Evaluation Setup
	Evaluation Metrics

	Experimental Results
	Code Syntax Understanding (RQ1)
	Code Static Understanding (RQ2)
	Code Dynamic Understanding (RQ3)

	Related Work
	Conclusion
	Limitations
	Prompt Design

