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ABSTRACT

In this paper, we study Riemannian zeroth-order optimization in settings where the
underlying Riemannian metric g is geodesically incomplete, and the goal is to ap-
proximate stationary points with respect to this incomplete metric. To address this
challenge, we construct structure-preserving metrics that are geodesically complete
while ensuring that every stationary point under the new metric remains station-
ary under the original one. Building on this foundation, we revisit the classical
symmetric two-point zeroth-order estimator and analyze its mean-squared error
from a purely intrinsic perspective, depending only on the manifold’s geometry
rather than any ambient embedding. Leveraging this intrinsic analysis, we establish
convergence guarantees for stochastic gradient descent with this intrinsic estimator.
Under additional suitable conditions, an e-stationary point under the constructed
metric g’ also corresponds to an e-stationary point under the original metric g,
thereby matching the best-known complexity in the geodesically complete setting.
Empirical studies on synthetic problems confirm our theoretical findings, and ex-
periments on a practical mesh optimization task demonstrate that our framework
maintains stable convergence even in the absence of geodesic completeness.

1 INTRODUCTION

In this work, we consider the stochastic optimization problem on the smooth manifold M equipped
with a Riemannian metric g:

min f(p) = Ec~z[f(p;€)], )]

pEM

where (M, g) forms a d-dimensional Riemannian manifold, the individual loss f(+;&) : M — Risa
smooth function depending on a random data point £ drawn from a distribution =. The Riemannian
metric g allows us for defining the first-order gradient V f(p; £) in the tangent space at each p € M,
leading to the standard first-order Riemannian stochastic gradient method (Ring & Wirth, 2012;
Bonnabel, 2013; Smith, 2014; Sato, 2021).

In many practical scenarios, especially when dealing with non-differentiable modules or black-box
objective functions, the explicit gradient of the objective function is either unavailable or prohibitively
expensive to compute. This practical challenge necessitates the use of zeroth-order optimization
technique to approximate the gradient direction solely using the function evaluation (Nesterov &
Spokoiny, 2017; Li et al., 2023b), given by

& () = f(exp,(u); €) Quf(expp(uv);f)

v, @

where v is a random vector sampled from a distribution over the tangent space 7, M, and p > 0
is the perturbation stepsize. The exponential map exp,, : B C T;, M — M sends a tangent vector
v € T, M to the manifold M along the geodesic starting at p, with B denoting an open ball centered
at the origin in 7, M. In practice, the exponential map is often replaced by a first-order approximation
known as a retraction (Definition B.3).
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1.1 CHALLENGES IN RIEMANNIAN ZEROTH-ORDER OPTIMIZATION

While existing analyses of Riemannian zeroth-order optimization establish convergence guarantees
under various algorithms and assumptions (Chattopadhyay et al., 2015; Fong & Tiilo, 2019; Wang
et al., 2021a; Wang & Feng, 2022; Maass et al., 2022; Nguyen & Balasubramanian, 2023; Li et al.,
2023b;a; Wang, 2023; He et al., 2024; Wang et al., 2023; Goyens et al., 2024; Zhou et al., 2025;
Ochoa & Poveda, 2025), a fundamental yet often overlooked issue arises from the local nature of the
exponential map (or, more generally, retractions).

In practice, Riemannian zeroth-order methods often endow M with an Euclidean metric gg by
viewing it as a submanifold of an ambient Euclidean space R™ and inheriting the metric from the
embedding. This setting helps simplify numerical computations, but it has a fundamental limitation:
the inherited Euclidean metric g may not be geodesically complete. Specifically, for a point p € M,
the exponential map exp,, is not necessary globally defined over the entire tangent space T}, M.
Consequently, a randomly sampled tangent vector v € T, M may fall outside the domain of exp,,,
making exp,,(v) undefined.

Theoretically, one could instead begin with a geodesically complete metric, under which the exponen-
tial map exp : T'”M — M is globally defined on the full tangent bundle 7"’M. The Nomizu-Ozeki
theorem (Nomizu & Ozeki, 1961; Lee, 2018) guarantees the existence of such a complete metric
on any smooth manifold without boundary. Then by applying the Nash embedding theorem (Nash,
1956), one could, in principle, obtain an equivalent geodesically complete Euclidean metric, allowing
direct application of existing convergence analyses. However, the constructive proof of Nash’s
theorem is numerically nontrivial, making it infeasible for practical optimization algorithms.

This challenge motivates us to consider the following natural question:

Q: How can we perform Riemannian zeroth-order optimization when the canonical
Euclidean metric is geodesically incomplete?

To answer this question, we need to develop a Riemannian zeroth-order optimization algorithm for a
given metric g that may not be geodesically complete, yet remains capable of finding a stationary
point. Our contributions are outlined in the following subsection.

1.2 CONTRIBUTIONS

Contribution 1 (Structure-Preserving Metric Construction): To address the potential geodesic
incompleteness of the given metric g, we construct the structure-preserving metrics g’ (Definition 2.1)
in Theorem 2.2 that: (i) is geodesically complete, (ii) is conformally equivalent to the original metric
g, and (iii) ensures any e-stationary point under g is also an e-stationary point under ¢g’. These
properties allow us to work with the new metric ¢’ while maintain the desired property as the original
metric g.

However, adopting the structure-preserving metric raises a fundamental challenge: the geometry
induced by ¢’ generally differs from that of g. In particular, ¢’ is typically no longer an Euclidean
metric inherited from the original ambient Euclidean space, which precludes the direct use of standard
Riemannian zeroth-order gradient estimators (Li et al., 2023a;b). Overcoming this mismatch between
estimator design and underlying geometry leads to our second contribution.

Contribution 2 (Intrinsic Zeroth-Order Gradient Estimation): Rather than finding a new ambient
Euclidean space for the structure-preserving metric ¢’, we develop an intrinsic framework for zeroth-
order optimization under non-Euclidean Riemannian metrics that relies solely on the manifold
structure itself, and not on any embedding or representation in a larger ambient space. Under this
intrinsic framework, we further analyze the mean-squared error (MSE) of the classical symmetric
two-point zeroth-order gradient estimator (Equation (2)) under an arbitrary geodesically complete
metric g in Theorem 2.3, revealing the fundamental connection between the approximation error of
gradient estimator and the curvature of the underlying manifold:

N 1+
i[9 £050) = S950)2] < 29 )2+ 0.

where v ~ Unif(S?~1!) is uniformly drawn from the unit sphere S?~! C 7, M induced by ¢/,
V f(p;v) is the gradient estimator given by Equation (2), and & is a uniform upper bound on the
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absolute sectional curvature of (M, ¢’). In the flat case k = 0, the bound reduces to the classical
approximation error for zeroth-order gradient estimation in Euclidean spaces. Building on this result,
Theorem 2.5 establishes the convergence of SGD under a general Riemannian metric g.

Contribution 3 (Efficient Sampling under General Metrics): Moreover, sampling uniformly from
the unit sphere S?~! C T}, M with respect to a general Riemannian metric g is nontrivial. We show
that the commonly used rescaling approach (i.e. drawing a Gaussian vector and normalizing it to
g-unit length) introduces an inherent bias under non-Euclidean metrics. To overcome this issue
and make our intrinsic framework computationally practical, we propose Algorithm 1, an unbiased
sampling procedure for generating g-unit-length tangent vectors. In Proposition 2.4, we prove that
the output distribution of our method is exactly uniform over S?~!.

Contribution 4 (Empirical Validation): Lastly, to validate our theoretical results and demonstrate
the empirical effectiveness of the proposed framework, we conduct extensive experiments on both
synthetic and the practical experiments. Synthetic experiments examine: (i) the impact of sampling
bias arising from rescaling sampling, and (ii) the influence of geometric curvature on estimation
accuracy. In the mesh optimization task, our method further shows practical effectiveness in scenarios
where geodesic completeness is absent.

2 MAIN RESULTS

In this section, we present main results of this paper: (i) We propose the concept of structure-
preserving metric (Definition 2.1) and provide its construction based on an arbitrary given metric g
(Theorem 2.2). (ii) Then we derive the approximation error upper bound of the two-point zeroth-order
gradient estimator intrinsically; that is, it does not rely on how the manifold is embedded into the
ambient space (Theorem 2.3). (iii) To numerically obtain the gradient estimator under a general
Riemannian metric g, we adopt the rejection sampling algorithm (Algorithm 1) to sample from the
g-unit sphere. Later, Proposition 2.4 guarantees that the sampled vector satisfies the desired property.
(iv) In Theorem 2.5, we establishes the convergence of SGD under a general Riemannian metric g.

2.1 STRUCTURE-PRESERVING METRIC

We begin with the definition of a structure-preserving metric associated with a given metric g. Since
the exponential map of an arbitrary Riemannian metric g is not necessarily globally defined on
the entire tangent bundle T M (Proposition B.2), we seek an alternative metric ¢’ that is geodesi-
cally complete while preserving the essential geometric behavior of the original metric g’. This
consideration motivates the following definition:

Definition 2.1. Let (M, g) be a Riemannian manifold. A Riemannian metric ¢’ is called structure-
preserving with respect to g if it satisfies:

(a) (Geodesic completeness) There exists p > 0 such that for any p € M, the domain of the
exponential map exp,, : 7, M — M contains the ball B,(p) := {v € T,M : |jv||y < p}.

(b) (Conformal equivalence) There exists a positive smooth function i : M — R such that
gp(v,w) = h(p)gp(v,w) forall p € M and all v, w € T, M.

(c) (e-stationarity preservation) For any smooth function f : M — R and € > 0, every
e-stationary point of f under g is also an e-stationary point of f under g'.

Here, we include a brief discussion on the motivation for introducing each condition.

* The first condition (geodesic completeness) ensures that if we set the perturbation stepsize p < p
and fix the random vector v on the g-unit sphere S*~! C T, M, the perturbed point uv € T, M
will always be within the domain of the exponential map.

* The conformal equivalence condition preserves the set of stationary points; that is, for any smooth
function f : M — R, if p is a stationary point under g, then it is also a stationary point under ¢’,
and vice versa.

* The e-stationarity preservation condition gives rise to the name “stationary-preserving metric”. It
states that any e-stationary point under g remains an e-stationary point under ¢, ensuring that the
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transformation leaves the original set of e-stationary points unchanged. We emphasize, however,
that the converse need not hold: an e-stationary point under ¢’ is generally not an e-stationary
point under g. Nevertheless, under suitable conditions, this asymmetry does not affect the overall
complexity guarantees as we will discuss it in Corollary 2.6.

In the following theorem, we demonstrate that given a metric g, it is always possible to construct a
metric ¢’ which is structure-preserving with respect to g.

Theorem 2.2. Let M be a smooth manifold (possibly non-compact), and let g be any Riemannian
metric on M. Then there exists a Riemannian metric g’ on M which is structure-preserving with
respect to g.

Proof. The proof follows the classical construction presented by Nomizu & Ozeki (1961) with
modifying the conformal coefficient h : M — (0, +00) to ensure the e-stationarity preservation
condition presented in Definition 2.1. The full proof is provided in Appendix C.3. O

As illustrated in Figure 1b, the metrics constructed in this theorem ensure that geodesics remain
within the manifold for all directions and lengths, eliminating concerns that random perturbations in
zeroth-order gradient estimation could map outside the domain of the exponential map. Moreover,
the conformal equivalence condition given by Definition 2.1 preserves the set of stationary points;
therefore, in Riemannian zeroth-order optimization, it suffices to work with the new metric ¢'.

(a) Euclidean Metric (b) Structure Preserving Metrics

Figure 1: Geodesic contours centered at p = (0.2,0.2,0.6) under the Euclidean metric (Figure 1a)
and three structure-preserving metrics (Figure 1b). Radii range from 0.1 to 0.9 in steps of 0.15. Under
each structure-preserving metric, geodesics from p never exit the probability simplex, regardless of
direction or length.

Challenges Arising from the Structure-Preserving Metric Although Theorem 2.2 ensures that
the constructed metric ¢’ satisfies the desired properties, existing results in Riemannian zeroth-order
optimization cannot be applied directly to establish convergence guarantees under ¢’. This limitation
arises because much of the current literature assumes a Euclidean setting, where M is embedded in a
Euclidean space and the gradient estimation is determined by that embedding. In contrast, the new
metric ¢’ is generally non-Euclidean with respect to the original ambient Euclidean space of g. To
address this obstacle, we are motivated to develop an intrinsic zeroth-order optimization framework
that operates solely on the manifold’s geometry, without requiring M to be viewed as a subset of any
Euclidean space.

2.2 INTRINSIC ZEROTH-ORDER GRADIENT ESTIMATION UNDER NON-EUCLIDEAN METRIC

In this section, we introduce the intrinsic approach to estimate the gradient of the function f : M — R

without relying on the ambient space. We take g as a geodesically complete metric and consider the

classical symmetric estimator

fexp,(w)) — f(exp,(—p0))
2

where exp,,: T, M — M is the exponential map. As noted by Bonnabel (2013), it is common to
replace the exponential map with the retraction (Definition B.3).

Vip) = v, 3)
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(a) Rescaling Sampling (b) Rejection Sampling (Algorithm 1)

Figure 2: Illustration of sampling on the unit sphere induced by the non-Euclidean Riemannian metric
g. The naive rescaling sampler (Left Panel) produces a visibly non-uniform distribution, leading to a
biased estimator. Our rejection sampler (Right Panel) presented in Algorithm 1 eliminates the bias
and yields an even, truly uniform distribution.

The following theorem characterizes the mean-squared error (MSE) of this zeroth-order gradient
estimator, establishing a connection between its approximation error and the intrinsic geometric
properties of the underlying Riemannian manifold. The result is derived under the assumptions
of bounded third- and fourth-order derivatives (Assumption C.3) and globally bounded sectional
curvature (Assumption C.4). The full upper bound and the proof is deferred to Appendix C.4.

Theorem 2.3. Let (M, g) be a complete d-dimensional Riemannian manifold and p € M. Let
f: M — Rbeasmooth funcnon and suppose that Assumptlons C.3 and C.4 hold. Fix a perturbation
stepsize ju > 0 satisfying p* < mln{d T 2 + 8 g+ d} and for any unit vector v € T, M define the

symmetric zeroth-order estimator as in Equanon (3). Then, for v ~ Unif (S1) uniformly sampled
from the g,-unit sphere in Ty M,

1+un

IE:1)NUnif(S’i*1) |:||§f(p7 - *Vf H :| va || (/1‘2)

The bound in Theorem 2.3 reveals how the estimation error connects the intrinsic geometry of the
manifold. In particular, the sectional curvature term  quantifies the influence of local geometry on
the estimator’s variance. When « = 0, the curvature contribution disappears, and the bound reduces
to the standard Euclidean variance expression.

2.3  SAMPLING FROM THE NON-EUCLIDEAN UNIT SPHERE

As the Riemannian metric g defines a bilinear form on the tangent space 7, M, uniformly sampling
the g-unit sphere B := {v € T,M : g,(v,v) = 1} is equivalent to uniformly sample from the
following compact set C := {v € R?: v Av = 1} for some positive definite matrix A € R?*9, The
matrix A > 0 is determined by the Riemannian metric g the ch01ce of local coordinates; in practice,

we commonly use the local coordinate spanned by the basis { -2 327lp - In this basis, the entries of A

are given by A” = gp(am“ agﬂ )

Challenges in Sampling from the g-Unit Sphere In Euclidean space, sampling from the unit
sphere is relatively straightforward: one can sample from the standard Gaussian distribution and
rescale the vector to have unit length. However, this method does not extend to the g-unit sphere. As
illustrated in Figure 2, rescaling-based sampling results in points being predominantly concentrated
along the minor axes. To achieve a truly uniform distribution over the g-unit sphere, we adopt
the rejection sampling method and design an algorithm that generates random vectors uniformly
distributed over the compact set C, as detailed in Algorithm 1.

The following proposition confirms that our sampling strategy yields the desired properties; that is,
the resulting output v exactly follows the uniform distribution over the unit sphere determined by the
Riemannian metric g. The detailed proof is deferred to Appendix C.5.

Proposition 2.4. Let the vector v be generated by Algorithm 1. Then it follows the uniform distribution
over the compact set C := {v € R%: v Av = 1}.
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Algorithm 1: Uniform Sampling on Ellipsoid C = {x € R? | 2T Az = 1}
Input: A positive definite matrix A € R%*¢
Output: v € R?
Q, A\ + eig(A) // Eigenvalue Decomposition: A=QAQT, A=diag(\,...,) \a)
L+ QA2 Aoy = max{diag(A)}
while True do
Draw z ~ N(O,Id); set s < Z/HZH, v+ Ls // proposal point on C
Draw u ~ U(0,1)
ifu < \/vT A%v/Aphax then
| return v

2.4 CONVERGENCE OF ZEROTH-ORDER SGD UNDER NON-EUCLIDEAN METRIC

In the previous section, we have shown that the accuracy of Riemannian zeroth-order gradient
estimator is improved as the underlying geometric structure selected to be flatter. However, there
is no free lunch in simply flattening the manifold. As we have commented in Definition 2.1, the
e-stationary point under the new metric ¢’ may not be the e-stationary point under the original metric
g; so one must balance estimator accuracy with optimization dynamics.

To solve the optimization problem in Equation (1), we employ the SGD algorithm. Starting from an
initial parameter p;, the updates are given by

per1 = Rety, (0 V f (i3 &), “

fort =1,2,...,T — 1, where Ret : T’™M — M is the retraction (Definition B.3), n € R is the
learning rate, {&;}7_, is the stochastic data sample accessed at the ¢-th update, and V f (p; ;) is the
Riemannian zeroth-order gradient estimation of f(-;&;) at the point p; defined as

~ f(Ret,(uv)) — f(Ret,(—uv

1) = TESblie) Rty (e), s

v

Now we build the convergence analysis of Riemannian SGD algorithm. We write a < b if there exists
a constant C > 0 such that a < Cb. The constant C may depend only on fixed problem parameters.
Besides the boundedness assumption made in Theorem 2.3, we additionally require the L-smoothness
(Assumption C.1) and the regularization condition on the retraction (Assumption C.2).

Theorem 2.5. Let (M, g) be a geodesically complete d-dimensional Riemannian manifold. Let
f : M — R be a smooth function and suppose that Assumptions C.1 to C.4 hold. Let {p;}_, be the

SGD dynamic solving Equation (1) generated by the update rule Equation (4) with requiring n < \/;

and p1? < \/g (explicitly specified in Equation (21)), then there exists constants C1,Co, C3 > 0 such
that

d
: 2 2 2
lgng||Vf(pt)||pt <G T + Con+ Cadp”.

In particular, choosing p < d—l.z\/gyields mini<i<7 [|[Vf(pe) |12, < 3

Proof. The proof directly follows the standard convergence analysis of SGD in Euclidean space
(Mishchenko et al., 2020). We may further relax the L-smoothness assumption to the expected smooth-
ness condition proposed by (Khaled & Richtérik, 2022). The zeroth-order gradient approximation
error term is bounded using Theorem 2.3. See Appendix C.6 for the full proof. O

Importantly, the upper bound in Theorem 2.5 is not our final goal. We typically begin with a
canonical Euclidean metric gr, which may fail to be geodesically complete. To overcome this issue,
we construct a new metric g := hgg via Theorem 2.2 and then apply the convergence analysis under
this new metric g (using Theorem 2.3 and Theorem 2.5). However, an e-stationary point delivered by
SGD under g often is not an e-stationary point under g, unless the additional condition stated in the
following corollary is imposed:
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Corollary 2.6. Let gg be the Euclidean metric, and let g be a structure-preserving metric with
respect to gp. Under the same assumptions as Theorem 2.5, suppose that either of the following
conditions holds:

(a) gg is geodesically complete; or

(b) the set of e-stationary points under gg, K := {p € M : ||V, f(p)|

pgp < €}, is compact.

Then it requires at most T < O (6%) iterations to achieve miny <y<7 E[||V f(p,)[2, ] < €

Proof. Under either condition, the conformal coefficient h constructed in Theorem 2.2 admits a
uniform upper bound. Consequently, an e-stationary point with respect to the new metric g := hgg is
also an e-stationary point with respect to the original metric gg, up to a constant scaling factor. This
structure allows the complexity bound established in Theorem 2.5 to transfer directly to the metric

gr- See Appendix C.7 for the full proof. O

Item (a) corresponds to the classical setting in which the original metric is geodesically complete.
Item (b), on the other hand, specifies conditions under which an e-stationary point under the new
metric is also an e-stationary point under the original metric. We emphasize that Theorem 2.5
establishes convergence even in more general scenarios, though with potentially worse complexity
bounds than in the geodesically complete case. This phenomenon highlights a key distinction between
the framework studied in our work and the traditional geodesically complete setting. Building on this
result, we extend the best-known complexity bound for Riemannian zeroth-order SGD on smooth
objectives from the special case of manifolds equipped with a Euclidean metric to a much broader
class of manifolds endowed with general Riemannian metrics.

3 EXPERIMENTS

In the experimental section, we aim to validate the theoretical findings presented in Section 2. The
two synthetic experiments are designed to investigate the following questions:

(1) How does sampling bias influence the convergence behavior of Riemannian zeroth-order SGD?

(ii)) How does the curvature of the underlying manifold affect the accuracy of gradient estimation?

In addition, we conduct a real-world experiment on mesh optimization (Hoppe et al., 1993; Belbute-
Peres et al., 2020; Ma et al., 2025), a practical application in which the positions of nodes are naturally
represented as points on the probability simplex. All source codes are attached to the supplementary.

3.1 SYNTHETIC EXPERIMENT: IMPACT OF SAMPLING BIAS

In this experiment, we investigate the impact of sampling bias in zeroth-order Riemannian optimiza-
tion. Specifically, we consider two objective functions defined on the Euclidean space R¢, equipped
with a non-Euclidean Riemannian metric given by g(u,v) := u ' Av:

1 A
fquadratic(x) = §E§ xT (B + g)I, flogistic(x) = E(g,y) IOg(]. + exp(fy CTx)) + EZ'TB.%,

where each entry of ¢ is independently drawn from N(0, 1), and ({,y) is sampled from a fixed
categorical data distribution. The matrix B € R4*4 is a pre-generated positive definite matrix. We
compare two sampling strategies for Riemannian gradient estimation in the zeroth-order setting: (i)
Rejection sampling (Algorithm 1), which produces uniform samples from the Riemannian unit sphere
and is unbiased as shown in Proposition 2.4. (ii) Rescaling sampling, which samples a Gaussian
vector then normalizes it to the unit sphere with respect to the Riemannian metric g 4.

Experimental Implications For each configuration, we report the average objective value over
16 independent runs using the same hyperparameter settings for the SGD optimizer. As shown
in Figure 3, the rejection sampling method (Algorithm 1) consistently outperforms the traditional
rescaling approach; the rescaling method even leads to divergence for the logistic loss objective (right
panel of Figure 3). These results highlight the importance of using Algorithm 1 to ensure an unbiased
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uniform distribution over the Riemannian g-unit sphere, which is critical for stable and effective
training. The complete experimental details are included in Appendix D.1.

Quadratic Objective Logistic Objective KL Distance to Uniform Distribution Euclidean Distance to Uniform Distribution
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Figure 3: The impact of sampling bias on the Figure 4: The impact of sectional curvatures on
convergence of Riemannian zeroth-order SGD.  the gradient estimation accuracy.

3.2 SYNTHETIC EXPERIMENT: IMPACT OF SECTIONAL CURVATURE

In this experiment, we investigate the impact of sectional curvature on the accuracy of zeroth-order
gradient estimation. Specifically, we evaluate gradient estimation errors at a fixed point py under four
conformally equivalent Riemannian metrics with different curvatures. We consider two objective
functions commonly used in the optimization problem on probability simplex:

d

1 1 1
fxu(p) = KL(p|lq) = Zpi log (dp;) , feuctidean () = §||p —ql* = 5 Z(Pi - =)?
i i=1
where ¢ = éld denotes the centroid of the simplex. We measure the accuracy of gradient estimation
using the mean-squared error (MSE) under its own Riemannian metric, computed over 50,000
independent trials of zeroth-order gradient estimation (Equation (3)). The complete experimental
details are included in Appendix D.2.

Experimental Implications As depicted in Figure 4, the Riemannian MSE of zeroth-order gradient
estimation decreases as the sectional curvature K (pg) decreases. This empirical finding aligns our
theoretical upper bound presented in Theorem 2.3, illustrating a clear connection between gradient
estimation accuracy and the intrinsic geometric properties of the underlying manifold. In particular,
higher curvature consistently results in larger estimation errors for both objective functions.

3.3 GRADIENT-BASED MESH OPTIMIZATION

In modern physical simulation, solving PDEs often relies on finite-volume methods with spatial
discretizations and external solvers that lack automatic differentiation support (Belbute-Peres et al.,
2020; Ma et al., 2025), making the zeroth-order approach an ideal tool for optimizing mesh positions.

Task Description In this experiment, we consider the gradient-based mesh optimization problem
for solving the Helmholtz equation (Goodman, 2017; Engquist & Zhao, 2018),

VS = K,

where V2 denotes the Laplace operator, k& = 10 is the wave number, and f is the eigenfunction.
The ground-truth solution is computed on a fine mesh with resolution 200 x 200. Our goal is to
optimize the node positions of a regular coarse mesh with resolution 20 x 20 so that its performance
approximates that of the ground-truth solution.

The mesh node (in our setting, boundary nodes are fixed and excluded from optimization) is rep-
resented using a simplex formulation: each trainable node p = (z,y) is expressed as a convex
combination of its six neighbors under the regular triangular initialization. This parameterization natu-
rally leads to a manifold optimization problem. However, the coordinate simplex, under its canonical
embedding, is geodesically incomplete. To ensure the exponential map remains well-defined and
to prevent perturbed nodes from crossing mesh edges, we adopt our proposed structure-preserving
approach and compare it against several natural baselines, as illustrated in Figure 5.
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Unconstrained (a) Soft Projection (b) Reversion (c) Structure-Preserving

Figure 5: The leftmost panel illustrates an invalid optimization step on a mesh node; it crosses the
edge, causing potential error in the external PDE solver. Figure (a) illustrates the Soft Projection
approach, which resolves the issue by repeatedly reducing the perturbation stepsize p along the
perturbation direction v until the movement becomes valid. Figure (b) shows the Reversion approach,
which instead handles invalid steps by reverting to the original position. Figure (c) takes the advantage
of the structure-preserving metric, which twists the underlying Riemannian structure ensuring that
the perturbation won’t move the point out of the domain.

—— Unconstrained
~—— Reversion

14 —— Soft Projection

—— Structure-Preserving

0 2500 5000 7500 10000 12500 15000 17500 20000
Step

Figure 6: The left panel shows the ground-truth prediction (background), the initial mesh (blue), and
the optimized mesh (red) using our proposed method. The nodes adaptively concentrate around the
critical region while preserving the overall mesh structure. The right panel presents the loss curves
for different approaches. Our method achieves both stable and efficient convergence.

Results Figure 6 presents the loss curves of the up-sampled prediction over 20,000 optimization
steps. The unconstrained method often violates mesh validity, leading to unstable fluctuations,
most notably around the 16,000th step. The reversion prevents invalid updates but quickly stalls
after 8,000 steps; similarly, the soft projection stabilizes training but progresses slowly, showing
little improvement beyond 14,000 steps. In contrast, our structure-preserving approach consistently
reduces the error throughout training, achieving the lowest final MSE without instability. These
findings highlight that structure-preserving approaches not only maintain feasibility but also enable
effective convergence.

4 CONCLUSION

In this work, we consider the zeroth-order optimization problem on Riemannian manifolds when the
underlying metric might be geodesically incomplete. We propose the structure-preserving metric
that is geodesically complete, while preserving the original set of stationary points (Theorem 2.2).
Building on this foundation, we intrinsically derive the accuracy upper bound of the classical two-point
gradient estimator and reveal the role of manifold curvature (Theorem 2.3). We further propose an
unbiased rejection sampling scheme for generating perturbation directions under general Riemannian
metrics (Proposition 2.4). Our theoretical analysis establishes convergence guarantees that extend
the best-known complexity results beyond the Euclidean setting to a broader class of Riemannian
manifolds (Theorem 2.5). Empirical studies, including synthetic experiments and a mesh optimization
task, demonstrate that structure-preserving approaches enable stable and effective convergence. These
findings extend the theoretical understanding of zeroth-order optimization methods in Riemannian
manifolds and provide practical tools for Riemannian black-box optimization.
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A RELATED LITERATURE

A.1 OPTIMIZATION ON RIEMANNIAN MANIFOLDS

First-Order Methods Riemannian first-order optimization adapts gradient-based methods to
Riemannian manifolds. For geodesically convex functions, Riemannian gradient descent enjoys
convergence guarantees akin to Euclidean GD, with complexity O(L/e) for L-smooth objectives.
Zhang & Sra (2016) established global complexity bounds on Hadamard manifolds with curvature-
dependent rates. Stochastic Riemannian gradient descent converges almost surely under standard
assumptions (Bonnabel, 2013), while variance-reduced variants such as R-SVRG (Zhang et al., 2016)
and R-SRG/SPIDER improve convergence for finite-sum problems. Adapting acceleration (Nesterov,
2013a; 1983; 2013b) to manifolds proved challenging due to the absence of global linearity. Early
methods (Liu et al., 2017) were shown computationally impractical; Zhang & Sra (2018) and Ahn &
Sra (2020) addressed this issue by controlling metric distortion, achieving accelerated rates under
bounded curvature. Alimisis et al. (2021) proposed momentum-based RAGDsDR, while Kim &
Yang (2022) achieved optimal accelerated rates with RNAG, matching the O(1/L/¢) Euclidean
complexity. There are still some fundamental limits remained: Hamilton & Moitra (2021) and
Criscitiello & Boumal (2022) showed that curvature may prevent acceleration entirely on negatively
curved manifolds. These negative impacts would be eliminated using the second-order methods.

Second-Order Methods Riemannian second-order methods utilize curvature via Hessians and
connections. Newton-type methods achieve quadratic local convergence using the Riemannian
Hessian (Absil et al., 2008), though global convergence requires safeguards like line search or trust-
region strategies. Trust-region methods (Absil et al., 2007) solve quadratic models in the tangent
space and retract back, ensuring convergence to second-order points. Recent improvements analyze
their behavior near strict saddles (Goyens & Royer, 2024). Alternatively, Riemannian ARC (Agarwal
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et al., 2021) uses cubic regularization to achieve optimal O(e~3/2) complexity. Quasi-Newton
methods generalize BFGS to manifolds via vector transports. Ring & Wirth (2012) initiated this line,
and Huang et al. (2018) showed global convergence (and superlinear rates) under mild assumptions.
Limited-memory variants (R-LBFGS) scale better to large problems. Overall, second-order methods
offer faster local convergence but require careful geometric handling of Hessians and transports.

Zeroth-Order Methods When gradients are unavailable, zeroth-order methods estimate descent
directions via sampling. Li et al. (2023b;a) applied Gaussian smoothing in tangent spaces using
exponential maps to construct unbiased gradient estimators with variance bounds that depend on
curvature and dimension. A stochastic zeroth-order Riemannian gradient descent achieves O(n/€?)
convergence for smooth nonconvex functions. Wang et al. (2023) proposed two-point bandit methods
(R-2-BAN) for online geodesically convex optimization, showing regret bounds matching Euclidean
rates up to curvature factors. Other derivative-free approaches include retraction-based direct search
methods, as in Kungurtsev et al. (2023), with convergence guarantees for smooth and nonsmooth
objectives. Yao et al. (2021) developed a Polak—Ribiére—Polyak conjugate gradient method using
only function values and nonmonotone line search, achieving global convergence and hybridizing
with Newton steps for improved performance.

Hybrid and Other Emerging Directions Several novel methods extend optimization frameworks
to the Riemannian setting. Adaptive methods such as Riemannian Adagrad and Adam (Bécigneul
& Ganea, 2019) address the challenge of accumulating gradients across varying tangent spaces
by working on product manifolds, yielding convergence results for geodesically convex problems.
Riemannian conjugate gradient (CG) methods, which define conjugacy across tangent spaces via
vector transport, have been shown to converge globally under standard line-search assumptions (Sato
& Iwai, 2013; Sato, 2022; Kim & Yang, 2022). Projection-free methods like Riemannian Frank-Wolfe
avoid expensive retractions by solving a linear oracle at each step. Weber & Sra (2023) showed
that Riemannian Frank-Wolfe method converges sublinearly in general and linearly under geodesic
strong convexity. For composite objectives with nonsmooth regularizers, Riemannian proximal
gradient methods offer convergence guarantees; Huang & Wei (2022) proved an O(1/k) rate under
retraction-based convexity. Finally, primal-dual interior-point methods have also been adapted: Lai &
Yoshise (2024) introduced a Riemannian interior-point algorithm with local superlinear convergence
and global guarantees, mirroring the classical barrier method behavior in curved spaces.

A.2 RIEMANNIAN ZEROTH-ORDER GRADIENT ESTIMATORS

In this section, we discuss several widely used gradient estimators in Riemannian optimization and
highlight their connections to our work. Importantly, all of these estimators are developed under the
assumption of a complete Riemannian manifold. In contrast, our setting differs from this convention
by considering optimization over possibly geodesically incomplete Riemannian manifolds.

Wang et al. (2021b) This paper extends the one-point bandit estimator to homogeneous Hadamard
manifolds. At the point x € M and given y uniformly sampled from the geodesic sphere centered at
x with the radius d, by using the gradient estimator

S f(r) engl(y)
1) =10 e )]

)

this work established the best-possible regret rate O(T3/*) for g-convex losses in the online regret
optimization problem.

Wang et al. (2023) This journal version further develops a two-point bandit estimator on symmetric
Hadamard manifolds. Uniformly draw y from the geodesic sphere centered at « with the radius § and
defined —y as the antipodal point of y. The gradient estimator is given by

fy) — f(—y) exp;t(y)
2 | expz ()|l

v flx):=
The regret improves to O(+v/T) for g-convex and O (log T') for strongly g-convex losses.
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Li et al. (2023b) & Maass et al. (2022) These papers introduce a non-symmetric two-point
Riemannian zeroth-order oracle for the online setting (Maass et al., 2022) and the expected loss
setting (Li et al., 2023b). With a tangent perturbation v € T, M (obtained by projecting an ambient
Gaussian onto 7, M), the gradient estimator is

AL AR

Here we have adjusted the estimator from Maass et al. (2022) to the time-invariant expected objective
function setting to align with our problem setup. This estimator is the direct generalization of the
one-side Gaussian smoothing estimator widely used in Euclidean zeroth-order optimization.

.

He et al. (2024) This work extends coordinate-wise finite differences to manifolds. Using an
orthonormal basis {e; } of T,,M,, the deterministic coordinate-wise zeroth-order estimator is

d
Vi)=Y Loepalie) S oowCae)
i=1

In summary, compared to approaches that rely on projecting from the ambient Euclidean space,
our analysis is purely intrinsic, that is, the gradient estimator depends only on the Riemannian
structure and is independent of any particular embedding. In contrast to prior intrinsic estimators,
which primarily focus on geodesically convex problems, our work addresses the non-convex setting.
As a result, our contributions extend the scope of existing research on Riemannian zeroth-order
optimization.

B PRELIMINARIES

In this section, we review some basic definitions and results from Riemannian geometry that are used
in our analysis. For a full review, we refer the reader to some classical textbook (Lee, 2003; 2018).

Smooth Manifolds A d-dimensional smooth manifold M is a second-countable Hausdorff topo-
logical space such that at any point p € M, there exists U, C M, a neighborhood of p, such that U,
is diffeomorphism to the Euclidean space R%. Let C°°(U) be all smooth functions over U C M. A
deviation at p € M is a linear mapping v : C*°(U,) — R satisfying

v(fg) = v(f) - 9(p) +v(g) - f(p)
for all f,g € C°°(U,). Then the tangent space at p, denoted by T}, M, is the real vector space of all

deviation at p. The tangent bundle is the disjoint union of all tangent spaces
TM :={(p,v) |pe M,veT,M}

A smoothmap f : M — R™ is called an immersion if its differential df |,: T, M — Ty, R™, defined
by df |, (v) := v(f) for each v € T, M, is an injective function at every p € M; it is called an
embedding if it is an immersion and is also homeomorphic onto its image f(M) := {f(p) | p € M}.

Riemannian Manifolds A d-dimensional Riemannian manifold (M, g) is a d-dimensional smooth
manifold equipped with a Riemannian metric g, which assigns to each point p € M an inner product

gp : TyeM x TyM — R,

where 7, M denotes the tangent space at p € M. We also write (-, -),, to represent g, and || - ||,
for the norm it induces. Let ¢ : M — R"™ be an embedding from the smooth manifold M to the
Euclidean space R™. Then M inherits a Riemannian metric from the ambient Euclidean structure via

the pullback metric
9p (v, 1) = (Al (v), oy (u)) = (#(v), (u)),

where (-, -) denotes the Euclidean inner product on R™. In this case, we say the metric g” is induced
by the embedding ¢, and refer to R™ as the ambient Euclidean space. To distinguish between
Riemannian metrics that may be induced by embeddings into different ambient spaces, we introduce
the following definition:
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Definition B.1 (n-Euclidean metric). A Riemannian metric g is called n-Euclidean if there exists a
smooth embedding ¢ : M — R" such that g is induced by ¢.

Notably, given an arbitrary d-dimensional Riemannian manifold (M, g), the Nash embedding
theorem (Nash, 1956; Lee, 2018) states that there always exists n € N such that the Riemannian
metric g is n-Euclidean. However, if we consider a different Riemannian metric g’ on the same
manifold M, there is no guarantee that g’ can also be realized as an n-Euclidean metric for the same
n. This observation motivates us to develop an intrinsic analysis framework that does not depend on
any specific embedding.

Geodesic A vector field on M is a smooth section X : M — T'M of the canonical tangent-bundle
projection 7 : T M — M; equivalently, it is a smooth map satisfying 7 o X = id . Let X(M) be
the space of all vector fields on a Riemannian manifold (M, g). The Levi-Civita connection is the
unique affine connection

V:X(M) x X(M) > (M), (X,Y)— VyY,

satisfying torsion-free and metric-compatible'. Let I C R be an open interval containin(;;,’ 0. A smooth
curve y : I — M is called a geodesic over I if its velocity vector v/(t) := dv |; (5;) € TypyM
satisfies the geodesic equation’:
Vo' (t) =0

for all ¢t € I. Given a point p € M and an initial velocity v € T}, M, there always exists a unique
geodesic vy such that v(0) = p and 7/(0) = v (Theorem 4.10, Lee (2018)). The exponential map
at p, denoted exp,, : T, M — M, is defined by exp,(v) := ~(1). Importantly, the existence of
geodesic does not guarantee that v can be defined over an open interval containing [0, 1]; that is, the
exponential map can be undefined for some (p,v) € T M. We summarize this observation in the
following proposition:

Proposition B.2 (Proposition 5.7, Lee (2018)). The exponential map exp,, : Ty M — M is locally
defined on an open neighbor of 0 € T, M.

Remark. This proposition reveals a fundamental difference between Riemannian and Euclidean
zeroth-order optimization: in the Riemannian setting, one cannot simply apply a small perturbation
in the direction v at the point p € M, since the exponential map exp,(uv) may be undefined.
Developing a zeroth-order gradient estimator that operates within this local geometric structure is
one of the central goals of our work.

Computing exp,,(v) involves solving a differentiable equation, which is often costly or intractable;
hence, existing Riemannian optimization literature typically uses the first-order approximation called
the retraction to approximate the exponential map.

Definition B.3 (Retraction). A retraction on a manifold M is a smooth map Ret : T’M — M such
that for all p € M:

1. Ret,(0) = p, where 0 € T), M is the zero vector;
2. The differential dRet,|o : T, M — T, M satisfies dRet,|o = id7, .

Here, Ret, : T,,M — M denotes the restriction of R to the tangent space at p. Intuitively, a
retraction approximates exp,,(v) by preserving the first-order geometry of geodesics while being
easier to compute.

The following lemma further characterizes the relation between the exponential map and the retraction.
We present it here without providing the proof.

Lemma B.4 (Theorem 2, Bonnabel (2013)). Let (M, g) be a smooth Riemannian manifold.

'We call an affine connection torsion-free if VxY — Vy X = [X,Y], where the Lie bracket [X,Y] is
defined by [X, Y](f) = X (Y (f))—Y (X (f)) forany f € C°°(M)), and metric-compatible if X (g(Y, Z)) =
9(VxY,Z)+g(Y,VxZ)forall XY, Z.

More explicitly, we choose an extension vector field X € X satisfying X (y(t)) = 7/(t) forall ¢ € I. Then

we define V.,/ (1) (t) := ng( | (t)- Here we directly use V.,/ 4y’ (t) for our convenience, as this definition
does not rely on the choice of extension (see Lemma 4.9, Lee (2018)).
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(i) The exponential map exp : TM — M is a retraction.

(ii) For every p € M, the geodesic distance d(-,-) : M x M — [0, +00) between exp,,(v) and
Ret,(v) is upper bounded as

d(expp(v),Retp(v)) < |l

for any v and any retraction Ret.

Gradient Let the cotangent space T}y M be the dual space of T}, M; that is, the space of all linear
mappings v : T, M — R. There is a natural isomorphism between 7}, M and 7,y M induced by the
Riemannian metric g:

bp : TyM = Ty M, v gy(v,);

fp : Ty M = TpM,  we wh  satisfying g, (w?,v) = w(v),
forall v € T, M. Let f : M — R be a smooth real-value function. The differential of f at p € M,

given by df|,(v) := vf, naturally defines a covector in the cotangent space; that is, df |, € T, M.
The gradient of f, denoted by V f € X(M), is a vector field given by

p= Vi) = (df],)".

In this paper, we investigate the approach of estimating V f(p) given only the access to the function
evaluation. There have been a rich literature in this direction and we summarize them in Appendix A,
while our approach is purely intrinsic, which makes our result different from existing literature.

C MAIN RESULTS

C.1 ASSUMPTIONS

The following assumption is standard in stochastic optimization literature (Mishchenko et al., 2020;
Khaled & Richtarik, 2022). In the context of Riemannian optimization, it is often coupled with
Assumption C.2 to define the L-smoothness of the pullback function (Bonnabel, 2013; Li et al.,
2023b; He et al., 2024). In contrast, we decouple these two assumptions to make their respective
roles and dependencies more transparent.

Assumption C.1. In the optimization problem given by Equation (1), the individual loss function
f(:8): M—=R

satisfies the following two properties:

(a) L-Bounded Hessian; for all p € M,

(b) Lower boundedness; the infimum fg := exists almost surely with £ ~ Z.

The following assumption imposes a regularization condition on the retraction used in Theorem 2.5.
While it is always possible to construct a pathological retraction that deviates substantially from
the exponential map, such choices may still scale with ||v||, but would negatively affect the final
convergence rate.

Assumption C.2. Let f : M — R be a smooth function. There exists a constant Cret > 0 such that
|f(Rety(v)) — f(exp,(v))] < Cretllv[f3-

Remark. This assumption can indeed be replaced with a stronger but more widely used boundedness
assumption (e.g. the bounded gradient assumption). Bonnabel (2013) has shown that the geodesic
distance between the (first-order) retraction Ret,(v) and the exponential map exp,,(v) is of the

order o(||v[|2) (see Theorem 2, Bonnabel (2013)). In Lemma C.13, we show that given appropriate
smoothness and boundedness conditions, the gap between f(Ret,(v)) and f(exp,(v)) is also of the

order o(||v||2), which implies Assumption C.2. Here we present this weaker assumption to avoid
introducing the bounded gradient assumption.
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Unlike the Euclidean setting, optimization on Riemannian manifolds often relies on additional bound-
edness assumptions. For example, He et al. (2024) and Li et al. (2023b) impose a Lipschitz continuity
condition on the Hessian of the pullback objective (Assumption 4.2 in He et al. (2024), Assumption
2.2 in Li et al. (2023b)), which can be viewed as a variant of Assumption C.3. The assumption of
bounded fourth-order derivatives in Assumption C.3 is less common in the literature. However, we
emphasize that it plays a crucial role in our analysis: it enables us to capture the dependence on
sectional curvature in the accuracy of zeroth-order gradient estimation (see Theorem 2.3). From our
perspective, introducing this assumption leads to a novel and more refined result that has not yet been
explored in existing work.

Assumption C.3. There exist constants p > 0 and Ms, My > 0 such that
IV2 £ @)l < Ms, [V (@) g < Ma,

for all g € By(p, p), where B,,(p, p) denotes the geodesic ball of radius p and || - || us is the Hilbert-
Schmidt norm.

Many existing literature (Wang et al., 2021b; 2023) also made assumptions on the sectional curvature
(lower) boundedness. Here we present a slightly stronger assumption: we assume the sectional
curvature is uniformly bounded (i.e. both upper and lower boundedness). We note that this assumption
has also been used in existing literature (see Assumption 1, Alimisis et al. (2021)).

Assumption C.4. There exists a constant k > 0 such that the sectional curvature of the Riemannian
manifold (M, g) satisfies

|Kp(0)] < K, for every point p € M and every 2-plane o C T, M.
Equivalently, —x < K,(0) < & for all p and o.

C.2 SUPPORTING LEMMAS

The following lemma generalizes the expected smoothness widely used in non-convex optimization
(Mishchenko et al., 2020; Khaled & Richtarik, 2022; Ma & Huang, 2025).

Lemma C5. Let f; = infper f(p;€) and f* = Ees[fi]. Suppose that Assumption C.1 is
satisfied and f* < +o00. Then there exists A, B > 0 such that for any p € M,

E[Vf(p; &)l < Alf(p) — £+ B.

Proof. By L-bounded Hessian and the Taylor formula to the function f o : R — R for the geodetic
v : R — R with v(0) = p and 7/(0) = v, we obtain

IVF(p; Ol < 2L[f(p; €) — £21,
where f := inf,e p f(p; €). Recall that f* := E¢z[f¢]. Then we obtain

Eenz V(N5 < 2Lf(p) — 2LE¢ = f7
=2L[f(p) = f*] + 2L[f" — Ee~zf¢].
The proof is completed by defining A = 2L and B = 2L[f* — E¢z f{]. O

Lemma C.6. Let M be a smooth manifold. Then there exists a smooth function p : M — [0, +00)
is proper; that is, for every compact set C C R, p~1(C) is compact in M.

Proof. This result directly comes from Proposition 2.28 (Lee, 2003) and it can be directly generalized
for arbitrary Hausdorff paracompact topological space, as for a Hausdorff space, the paracompactness
is equivalent to the existence of partitions of unity (Dugundji, 1966). Here we present a proof without
using the partitions of unity.

By Proposition A.60 (Lee, 2003), the smooth manifold M admits an exhaustion by compact sets?;
that is, a sequence of compact sets { K };";1 in M, such that

3We always require the manifold to be second-countable and Hausdorff; and all topological spaces locally
homomorphism to the Euclidean space are locally compact.
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* K; C K3, forall j;
* U?.;1Kj =M.

For each j, we can always have a smooth function ¢; : M — [0, 1] such that ¢»; = 1 on K and
supp(+;) C K34 This existence is guaranteed by Proposition 2.25 (Lee, 2003). Define a smooth

function p : M — [0, 4+00) by
(oo}
p(p) = (1—1;(p)).
j=1
For any fixed p, there exists a j with p € K; as the result, there is at most finite entries in this series
non-zero. The finite-sum of smooth functions is also smooth. Moreover, p~((—o0, ¢]) C K| 41,
which is compact. Since p is always non-negative, it implies that p is proper.

Remark. If the manifold M is compact (e.g., a sphere), then every continuous function serves as an
exhaustion function. This offers an alternative perspective on the structure-preserving metric: for a
compact manifold, we do not need to worry about the exponential map sending points outside the
manifold, as all metrics constructed in Theorem C.18 are automatically geodesically complete.

Lemma C.7. Let (M, g) be a d-dimensional smooth Riemannian manifold, p € M, and f: M — R
be a smooth function. Denote by

B={veT,M:|p|, <1}, B={veT,M:|u|, =1}

the closed unit ball and the unit sphere in the tangent space, respectively. Write Unif(B) and
Unif (0B) for the corresponding uniform probability measures.

(i) If v ~ Unif(0B) then
dE[(Vf(p),v)v] = Vf(p).

(ii) If v ~ Unif(B) then
(d+2)E[(Vf(p),v)v] = V[ (p).

(iii) More generally, whenever v is any centred isotropic random vector in T, M—that is,
E[v] = 0 and E[v ® v] = id, pmq—one has

E[(Vf(p),v)v] = V(p).

Proof. Let {eq,...,eq} be any g-orthonormal basis of 7,,,M and write the coordinates of a tangent

vector v in this basis as v = Zj:l v'e;. Because the distributions in parts (i)—(ii) are rotationally
invariant (and therefore isotropic), one has

E[v'] =0 and E[v'v’] = 0% 4§y,
where the constant o> depends only on the law of v:

1 1/d, ~ Unif (0B),
o* = LE[jol2] { s m

1/(d+2), v~ Unif(B).
Let g : TyM — T, M be the Riesz isomorphism induced by the metric. Writing V f(p) =
>, (9i f)es, we obtain
E[(Vf(p), v) v] - Z(aif)]E[vivj} € = o? Z(alf) e; = Vf(p).

(2%

Multiplying both sides by d/o? (resp. (d + 2)/0?) and using the value of o2 from (1) gives the
identities in parts (i) and (ii). Statement (iii) follows immediately from the same calculation with
o =1. O
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Lemma C.8 (Isserlis). Let (M, g) be a d-dimensional smooth Riemannian manifold, p € M, and
f: M — R be a smooth function. Denote by

0B = {veT,M: |vfl, =1}

the unit sphere in the tangent space. Write Unif(0B) for the corresponding uniform probability

measures. If v = (v, va, . ..,vq) ~ Unif(0B) then
Evi,viy ... 05, = {0’ 1 2n,
T @D @72=2) 2apaireP2, L (r,s)pair Oirisr 21105
where P22k represents the set of all pairings of {1,2,...,2k} (i.e. all distinct ways of partitioning
{1,2,...,n} into pairs {r, s}), and §;; = {(1) z i ?’ is the Kronecker delta.

Proof. This result is known as the generalization of Isserlis’s theorem (Isserlis, 1916; 1918). Our
presented version is taken from Wikipedia, which refers to Koopmans (1974); Mardia & Jupp
(1999). O

Lemma C.9. Ler (M, g) be a d-dimensional smooth Riemannian manifold, p € M, and f: M — R
be a smooth function. Denote by

OB ={veT,M:|v|,=1}

the unit sphere in the tangent space. Write Unif(0B) for the corresponding uniform probability
measures. If v = (v1,v2,...,vq) ~ Unif(0OB) then

dE[(Vf(p),v)v] = Vf(p).

Proof. This is a direct corollary of Lemma C.8 with taking n = 2. O

Lemma C.10. Let (M, g) be a d-dimensional Riemannian manifold. Assume there exists a constant
K > 0 such that the sectional curvature satisfies

|Kp(0)| < K for every point p € M and every 2-plane o C T, M.
Then, for every p € M the Ricci tensor obeys the operator—norm bound
. Ric, (v, v
[Ricyflop = sup 202

ver,m - |0lI3
v#0

<(d-1)k.

Proof. Fix a point p and a non-zero vector v € T, M. Extend v to an orthonormal basis

{v/||v]lp,e2,...,eq} of T,M. By the classical formula relating Ricci and sectional curvature,
d
Ricp(v,v) = Z Kp(span{v, ei}) ||UH§
=2

Taking absolute values and using | K| < k gives
[Ricy (0, 0)] < (d— 1) o]l

Dividing by ||v||2 and taking the supremum over all non-zero v yields ||Ric,|[op < (d — 1), as
claimed.

Lemma C.11. Let L € R be an invertible diffeomorphism defined as
L:S"7! s C:={weR|v Av =1}, L(s) = Ls,

where LT AL = I;. Denote by gsa—1 and o¢ the (d — 1)-dimensional Hausdorff measures on S~
and C, respectively. Then oga—1 o L™ is absolutely continuous w.r.t. ¢ and

d(USd—l oL~ )(U) _ J(L1_1U)7

o~ J(s) = [det L|[|(LT) " s]o.
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Proof. The result immediately follows Theorem 3.2.3 (Federer, 1996). Here the linear map .J is the
(d — 1)-dimensional Jacobian of L defined as

d—1
J(s) := Jg_1L(s) := | /\ dL(s)]]o,

where dL(s) : TsS?~! — T,C is the differential of L, / is the wedge product, and | - ||,,, denotes
the standard operator norm || f{|, := sup),<; |f(@)]. As L is a linear map, the wedge product gives

A dL(s) = (det L)(LT)~L. Taking the norm yields
J(s) = det L|[[(L") " 5]l
Then it completes the proof. O

Lemma C.12. Let 7y be a geodesic defined over the open interval I > 0 satisfying (i) v(0) = p and
(ii) 7' (0) = v. Let F : I — R be a scalar function over I defined as

F(t) i= exp, (1(0).

Then the following relations hold:

(1) F'(t) =V (v()Y (@) F'(0) = (VF(p), v)p.

(2) F"(t) = V2 f(y () (1), 7' (O)]; F7(0) = V2 f(p)[v, v].

(3) F"'(t) = V2 (v(£)) 1Y (£), 7' (t), 7' (O)]; F"(0) = V2 f(p)[v, v, v].
Proof. (1) AsF = fo~:I— M — R, the chain rule gives

dFy = dfyy o dye : TiR — Ty M — Tory)R.
We take 2 € T;R. Then

’ 9 !
F'(t) .= dFt(&) = dfy1) 07 (t)

Q@) (o)
= (Vv (), 7 )ty

where (i) applies the isomorphism between 7, M and T; M given by b. When treating
Vf(7(t)) as an element in 7,y M through this isomorphism, we also write:

VI )] = [V @0) (V' (1))

Here, we use V f(p)[-] to represent that the gradient V f(p) is understood as a 1-form
mapping from 7, M to R. When ¢ = 0, we immediately obtain F(0) = (V f(p), v), by
using y(0) = p and +'(0) = v.

(2) The chain rule gives
&*F, = & £y (dye, dye) + dfy ) (dP9) : TiR x TLR — ThornR.
We take 2 € T;R. Then

" g 0 ’ / /
F (t) = dQFt(&v a) = d2f'y(t)(7 (t),")/ (t)) + df’y(t)(v'y/(t)’y (t))

As dfy iy TyyM — ToyyR = R is a linear function, it always maps 0 to 0. By the
property of geodesic, V.,/(;)7/(t) = 0, leading to

F'(t) = d fy0 (Y (8),7 (1) = V2 F (v ()Y (8). 7' (1)]

Here, we directly take d” f,(;) = V?f(/(t)) as it has been a 2-form in T, M & T7 ) M.

To align the same notation used in V, we still use [-, -]. When ¢ = 0, we immediately obtain
F"(0) = V2f(p)[v,v] by using v(0) = p and 7/ (0) = v.
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(3) The chain rule gives
d*Fy = d° [ (dye, doye, doye) + 32 [y (dye, d2 i) + df ey © dye
We take % € TiR. As vy : I — M is a geodesic, the last two terms are zeros. Then
F"(t) = d fyi (7 (1),7'(8),7' (1) == V2 F (v ()Y (1), 7' (1), 7 ()]
Now the proof is completed. O

Lemma C.13. Let f : M — R be a smooth function. Suppose that Assumption C.1 holds. If
IV f(p)|lp is uniformly bounded by a constant G > 0 for all p € M, then there exists a constant
CRet > 0 such that

|f(Retp(v)) = f(exp,(v))] < Creellv]l.
Proof. 1t suffices to apply the standard Taylor formula (Spivak, 1994) to both functions
foRet, : T,M=R* R and foexp,:R? =R,

then evaluate their difference. We set (t) := exp, (tv) as the geodesic and YRret(t) := Ret,(tv) as
the first-order approximation of the geodesic. The Taylor formula gives

foexp,(v) = f(p) +(V/(p),v)p + /0 (1= t)V2f (expy (t)) [y (tv), ' (tv)]dt,

1
foRety(v) = f(p) + (VF(p),v)p +/0 (1 = )V2 f(Rety (t0)) [YRer (1) Vet (D)]dE + o,

where ¢ is the correction term reflecting the curvature from the approximated geodesic yget, given by

1
L= /() (1 - t) <Vf(’yRct (t))7 v’yfict(t)f%{ct (t)>’YRet(t)dt~

When Ret = exp, the Levi-Civita connection V : X(M) x X(M) — X(M) automatically gives
Vot () VRet (f0) = 0, which recovers the zero approximation error.

When considering a general first-order retraction, we can further upper bound it using the bounded
gradient assumption. Since the gradient V f (yret(¢)) is uniformly bounded, we can also upper bound
its directional derivative HV%{ () VRet (1) HA{ 0 here we set this uniform upper bound as .

et ’ Ret

1] =

1
/0 (L =V (TRet(t))s Vi, (8) VRet (f)MRet(t)dt‘

(@)
<

1
A (1 - t) va(’yRet (t))H’YRer,(t) ||V’y£{Ot (t)’Yf{et (t)H'YRet(t) dt‘

(i

) e
< /0(1—t)Ge||v\|§dt]§7IIUH§,

where (i) applies the Cauchy—Schwarz inequality, and (ii) applies the uniformly bounded gradient of
f : M — R and the uniformly bounded Hessian of f o Ret : M — R.

We take the difference of the above two equations. The bounded Hessian assumption implies

A

1 1
|/ o Rety (v) = f o exp, (v)] < ZLIvIl} + S Lllv3 +¢

IN

GY
(L+ 2ol

we obtain the final upper bound by setting Cret = L + % [
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Lemma C.14. Ler (M, g) be a smooth, d-dimensional, geodesically complete Riemannian manifold
and let f : M — R be a smooth function. Suppose that Assumption C.1 and Assumption C.2 hold.
Given a unit-length vector v € T, M and the perturbation stepsize |1 > 0, define
o foexp(uv) = foexp,(—pv) 5 foRet,(uv) — foRety(—pw)
: M , o .

Then o
b = hllp < Cregp.
Proof. We directly take the difference bewtween two vectors:

h— BH _ H fo expp(,uv) —fo expp(_lw) foRet,(uv) — f o Ret,(—puv)
p

2u v 2u v

p

(i)

D | o exp, (u0) — f o exp, (—puv) — f o Rety(v) + f o Ret,(—w)| /(20)

(i)

< | f oexp,(nv) — f o Rety(uv)| /(21) + | f 0 exp,(—pv) — f o Ret,(—pw)| /(2u)

(ii4)

S CRetMa
where (i) applies that v € T}, M is the unit-length, (ii) applies the triangle inequality, and (iii) applies
Assumption C.2. O

Lemma C.15. Ler (M, g) be a smooth, d-dimensional, geodesically complete Riemannian manifold
and let f : M — R be a smooth function. Suppose that Assumptions C.1 to C.4 hold. Suppose that
there exists a constant Cret > 0 such that

|[f(Rety(v) — flexp,(v))] < Crec|lv]l3- (©)
Let {p+} be the SGD dynamic solving Equation (1) generated by the update rule Equation (4). Then

n L 24 p’k? Lyptd .
6 IV, < [146L(Cren+ )0 + ] (BS ) - 1)
N L 2 + u?k?
— (Ef (1) = ") + (Cret + 5) (3B(—4"2) + 36 +3CRs? )?
d
+ %g + gdnﬂ?clgteta

where & and % are given by Equation (7) and Equation (10), respectively.

Proof. Let hy = @f(pt;ﬁt) = f(Retp”(W))_f(Retp‘(_W))v € T, M (also defined in Equa-

2n
exp,, (10)) — f (expy,, (—pv))
2

tion (3)), iy = ~ ( !
the SGD update rule (Equation (4)) gives

v,and hy = LV f(p; &) € Tp, M. At the t-th update,

pe1 = Retp, (—nhy).
Let v : I — M be the geodesic over I D [0, 1] that satisfies y(0) = p; with the initial velocity
v'(0) = —nhy. The Taylor formula of the scalar function f o« gives

Fpri1) = f (Retp, (—nhe)) — f(exp,, (—nhe)) + f(exp,, (—nht))
< CraerP a2, + () = (% F ) o — o+
+ [ a0V raoR ©.5 ol
0

(14) R A ~ ~ ILn? .
< Cres’ e, + f(pe) = 0NV f(Pe); e = Ba)p, — 0V f(De) he)p, + TTIHhtH;Q)t

Ep, f(pt+1) < (Cret + E)UQEptHhtHit + f(pe) — g”vf(pt)ﬂzt
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- 77<Vf(pt)aEijt - ht>Pt + 77||Vf(pt)||ptEm Hﬁt - iLt”pt
L “ n nd ~
< (CRret + 5)772||ht|\;2>,, + f(pe) — @va(Pt)Hfh + 5 IEp fre — helly,

3
+ S0 Cle;

where (i) applies Equation (6) and the Taylor formula, (ii) applies the bounded Hessian assumption
(Assumption C.1), and (iii) takes the expectation conditional on p; on both sides; here we use E,, -]

to represent E [ | p;] for convenience. The last step applies 2(au, Tv) < o?|

ul> + Zzl|v]|? for

a > 0 and Lemma C.14. Then it suffices to upper bound the variance term E,,, || 5, |2, and the bias

term ||]Eptilt — ht”IQ),

* Bounding E,,, || he ||2,: First, we split it following the standard routine,
Ep, ||hell2, = Ep, e — he + e — by + a1,
< 3By, [l = hull3, + 3Bp[lhe = b3, + 3Ep, |3,
o The first term 3E,,,[|h; — k|2, is given by Lemma C.14:
3Ep, Hilt - ilt”;%t < 3012%etﬂ2

o The second term 3E,, ||y — hy |2, is given by Theorem C.18:

~ 1+ 2}{2 9
BEpullhe — hull?, < 3-—2——E,, [V (s &I}, + 36
1+ 2/432 .
<3 RL(f(p) — f7) + B) + 36

d
where the second inequality applies Lemma C.5 and
' 3 d3 288

o The last term is upper bounded by Lemma C.5:

3
S]Ept,”ht”zzat = ﬁEm”vf(pt;gt)H;t

6L . 3B
< ﬁ[f(pt)—f “‘ﬁ
Putting all together, we obtain
Ep, I3,
1+ p2k2 § 6L . 3B
< 3——L RL(f(p) — £) + Bl + 36 +3Ckn + 5 [f ) = £+ =
1+p?k2 1 . 1+p?62 1
= 6L(+ + ﬁ)[f(pt) -1+ BB(TM + ?) + 38 + 3CE 1>
As d > 1, we obtain
) 2+ p°K® * 2+ p°K® 2 2
Epellhelly, < 6L(————)[f(pt) = f] +3B(————) + 36 + 3Cqes1”,

d
where & is given by Equation (7) and B is given by Lemma C.5.

N

®)

* Bounding ||E,, hy — h||2,: Following the same proof as Theorem C.18, we obtain the
expansion of the zeroth-order gradient estimator given by Equation (14). We multiply v on

both sides and take the expectation:
2 3

_
6d(d +2)

Ep,he — he =

25

V(A1) (pri &) + 3Ricl, )V F(pis &)| + 5E[(@r — )],
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Then we take the squared norm to obtain the bias upper bound:

Ep, e — holl IV 0 g + SIRic( )T s ] + £ a7

4
" W 144
4 6 4
= ﬁﬂeﬂ]ﬁu (diZ)Q
= %;L(iij\f% * %MQ T M42)2I€2 2L (f(p) = f7) + B]
2Ly &2 (flpe) — ) + pt M pe oy pt

< 8 M
= (d+2)? 9d2(d + 2)2 1 4+(d+2)2

K2V £ (s &)I17,

K2B.
9

For convenience, we set
4 2 6 4
M3 B o 1%

— M,
Tt aope

= et o 1M

k2B. (10)

Combine Equation (8) and Equation (9), we obtain that

L Lutd
||Vf(pt)||p < [1+6L(ORet+ 2)(H%)n (dﬁQ)z

L 2 + p?k?
) (3BE) +36 + 3k )n?

nQn} (Ef(pt) - f*)

— (Ef (1) = ) + (Crret +

d 3
+ %ﬂ + Zdnﬂzclieta

where & and .% are given by Equation (7) and Equation (10), respectively. O
Lemma C.16. Suppose that S > 0. Let three real-valued sequences {0;}1_,, {6: Y1}, and {G}I_,
satisfy

0 < (1+9S)0; — g1 + G,
forall 1 <t <T. Then the iterate is bounded by

. S(1+9)T S
< 229 <& '
152 b < (14+S5)7T-1 ot 15T G < T 01 + Tprrs Gy
Proof. We telescope the iterative relation by using
Or < (1+S)ér — ér41 + Gr

(14S) % 0p_1 < (1+S)257_1 — (1 +S)0r + (1 +S)Gr_s

(1+5)7 x 61 < (14+9)761 — (14+9) 7762+ (1+5) G,

We sum them together and obtain

T-1 T-1
i . < T [ z} .
[2(1 +5) } min 6, < (14+5)76; + ;(1 +5)'] max Gy
Then we re-arrange the above inequality and obtain
145)T
min Gtﬁ% 1+ max G
1<t<T ST+ s) 1<t<T
S(1+9S)T
S Oror ot G
g G
= 7™ +1r£ta§XT b
where (i) applies two inequalities (1 + )7 < eT® and (1 + )T — 1 > Tz. O

26



Under review as a conference paper at ICLR 2026

C.3 PROOF OF THEOREM 2.2

Theorem C.17. Let M be a smooth manifold (possibly non-compact), and let g be any Riemannian
metric on M. Then there exists a Riemannian metric g’ on M which is structure-preserving with
respect to g.

Proof. In this proof, we distinguish the norms induced by different Riemannian metrics by explicitly
writing || - ||p.g Or || - ||p,¢’- Elsewhere in the paper, we simply use || - ||, as no alternative metric is
under consideration.

We mainly follow the construction given by Nomizu & Ozeki (1961) to obtain a conformally
equivalent Riemannian metric which is geodesically complete. By Lemma C.6, there exists a smooth
proper function p : M — [0, +00). Define the conformal coefficient h : M — (0, +00) as

h(p) = (Vo) +1)",

where Vp(p) € T,,M is the gradient of p at p € M and 9 > 1. Then we define the conformal metric
g as
9p(v,w) = h(p)gp(v,w).

Now we turn to prove that (M, ¢') is a complete metric space; that is, every Cauchy sequence is
convergent. Let 7 : [a,b] — M be a piecewise smooth curve segment. Then the length of v with
respect to the metric ¢’ is given by

b
) = / 9y (Y (£), (1)) dt
/ \/h Ny (Y (), (t)) dt
_ / BRI ()l 0.0

/ AVPGEDE 5 + D21 Ol dt

HVp (E) .61V O)ll42),g 2

i b
(z) / 10200 (Vo (8)), 7' (£))] it

b
- / |dp ey (' (1)) dt

b
> | [ oot ®)

= |p(y(0)) — p((a))|,

where (i) applies the definition of h, and (ii) applies the Cauchy-Schwarz inequality. As a result, for
arbitrary p, ¢ € M, we have

lp(p) — p(@)] < dy (p,q). (11)

Let {pr} C M be a Cauchy sequence with respect to ¢’. Then Equation (11) implies that {p(pg)} C
R must be a Cauchy sequence. We can take a finite supremum

¢ :=sup p(pg) < +o0.
k

Then {pr} C p~1([0, c]); that is, every Cauchy sequence belongs to a compact set by our construction
(Lemma C.6), which implies the completeness of (M, g’).

The Hopf-Rinow theorem (Hopf & Rinow, 1931; do Carmo, 1992) states that for a connected
Riemannian manifold, geodesic completeness is equivalent to the metric completeness. As we have
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shown that the conformally equivalent metric g;, = h(p)gp, induces a complete metric space, it
automatically makes (M, g’) a geodesically complete manifold. If M is not connected, this argument
applies to each connected component, and a geodesic is contained within a single component. Thus,
(M, ¢’) is geodesically complete.

Lastly, we show that if the e-stationary point under g also gives an e-stationary point under ¢’. Recall

that we always have
gp(vgf(p)a v) = dfp(v) = g;(vg’f(p)a v)

h(p)gp(Vy f(p),v) = 9p(Vyf(p),v).

As it holds for all v and g,, is a bilinear form over the linear space 7}, M, we obtain
h(p)Vg f(p) = Vo f(p)-
Suppose that |V, f(p)/p,g < € then
IVg £ ®)ln.gr = /94T F(0), Vi £ ()

= \/W\/gp(vgf(p), Ve f(p))
= VIR®)V e @)llp.g

1
) \/<||Vp<p>||2 T

<IVef(D)llpg <€

Py =
Therefore, we complete the proof. O

for all v € T, M. Then

C.4 PROOF OF THEOREM 2.3

In this subsection, we provide the proof for Theorem 2.3.

Theorem C.18. Ler (M, g) be a complete d-dimensional Riemannian manifold and p € M. Let
[+ M = R be a smooth function and suppose that Assumptions C.3 and C.4 hold. Fix a perturbation
stepsize p > 0 satisfying

< { 1 1 L6 6 48 }
min
w —1'2 4 a”
and for any unit vector v € T, M define the symmetrlc zeroth-order estimator

~ ex v)) — f(exp,(—pv

S f(p:o) = f (expy () — f(expy(—p0))

2u
Then, for v ~ Unif(S9~1) uniformly sampled from the gp-unit sphere in Ty M,
~ 1+ u K2 4 M2 MZut
Eyeumrioin |91 0r) — 9/0)|7] < IS0+ 0 5 + S|

Proof. Let 7(t) := exp,(tv) be the geodesic; it satisfies (i) v(0) = p and (ii) 7/(0) = v. For the
scalar function F(t) := f(7(t)), we apply the ordinary Taylor theorem (with the integral remainder)
at ¢ = 0 up to order 4 (Spivak, 1994; Bonnabel, 2013):

F(p) = F(0) 4+ pnF'(0) 4 F/;(O) + F/;(O) + é /0 H(u —)3F""(t) dt.

By applying Lemma C.12, we obtain

3
FO) = 10+ TF @), 0y + T2 F @) w,0) + L9 )0, ,0) (12)
+ = / (v (ut)) (7 (uat), o (pit), o (uit), ' (uit) ) it
Iy
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3

F(=0) = 1) = 1V 1B).0), + A2 ) (0) — T ) 0.0, (13)

+ == / FOr(=pt) (Y (=pt), o (=pit), ' (—pat), v (= put) ) i,
7
where the k-th covariant derivative at p € M is a symmetric k-linear form in Ty M @ - - @ T, M
k copies
VEf(p) : TyM x -+ x TyM — R,
k copies
and we represent the remainder term given by the Taylor theorem as
1
T = [ 0= 00V (3 G) (3 ). () ). ) .
Subtracting Equation (13) from Equation (12) and dividing by 2/ we obtain
[ (exp, (pv)) — f(exp,(—pw)) ’ °
p S — (V£(p),0)p + %V?)f(p)(v,v,v) + %(L ~T). (14

Multiplying v on both sides, we obtain

~ 3
Vfpsv) = éVf(p) (V£ P), v)po — éVf(p)) 22 év%ﬂ( (o, v,0o+ (T~ T Yo
=:Zo(v)

=:R(v)

=:Z5(v)
By defining these shorthand notations, we have the following compact form

VI pr) — GVI) = Zo(v) + 12 Za(0) + R0,

We take squared-norm on both sides and treating v as the uniform distribution over the g-unit sphere
S?-1in T,, M. Then we obtain

B9 :0) = 29I

=E, || Zo v)||2 + Ev||N2Z2(U) +

( R()[|2 + 2By (Zo(v), 4* Za(v) + R(v)),
= Ev”ZO(U)”p + E1)||NZZ2(U) +
(

R()|1} + 20°Ey(Zo(v), Z2(v))p
< Eo[[Zo(0); + 26" Eo | Z2(v) [} + 2Eu | R()[I; + 26" B0 (Zo(v), Za(v))
< (14 p)Eu[|Zo)Il} + (20 + 1*)Eo | Z2(0) 7 + 2B || R0

%)
The cross term (Zy(v), R(v)), is canceled out due to the symmetry of the sphere (under the norm
induced by g) and the odd order of v. Now it suffices to bound each squared term

1. Bounding E, || R(v)||2: By Assumption C.3 and [[v[|,, = 1, we have

! My
| Zs (1, 0)| < / (1 —t)3Mydt = e
0
We have the similar upper bound for |Z_|. Then |Z

| ST < [T T < Moy Ma = M
As the result,
3 3
12 M4 M4/,L
< — — =
1B, < 3555 24
Therefore, we obtain
Mip
E, [|R(v)||?] < —2—. 15
OIS (1s)
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2. Bounding E, || Zy(v)||?: Recall that Zo(v) = (V f(p), v)pv — SV f(p). Then

1200} = 9 (9 £0),v)y0 — 3V £, (T £(0), 0)y0 — V7))

= (V1) 02000, 0) + 50(V (), V1)) = 5 (V5 0), 0)pg (VS (), )

= (VI (), 0202 + IV DIE ~ (V5 ), (T F(2),0)

D (12910, 03+ HIVFD)E

where (i) applies ||v|\f) = 1land g(Vf(p),v) = (Vf(p),v),. By the symmetry of the
|| - |l,-norm ball, we have

RSN

S

1
E,[v®0v] = ggp,

where v ® v : T, M x T, M — R is the tensor product of the vector v with itself and
v@v(Vfp),VIp) = g,(v, VF(p))?. As the result,

B (VF(0) )2 = 200V, VI(2) = SV FDI2

Therefore, we have

1 1
ENZI = (G~ DIVIDI 16
3. Bounding E, || Z2(v)||?: We choose an orthonormal frame {e1, ..., eq} for T, M so that

every vector v € T, M with ||v||, = 1 is represented as

d
v= E v'e;
i=1

and we write its coordinate as v = (0!, 0%, ..., v%) € RL As V3 f(p) e EM @ TEM ®
Ty M, we write the tensor representation as

Tijk := (V° )ijr(p).
Therefore, we obtain

1 1 o
Zs(v) = 6V3f(p)(v,v,v)v =5 ijkvlvjvkvzeg,

where we use Einstein notation to represent the sum. By the orthonormal frame, we obtain

1Z2()II; = ;

1 . Y] ’

%TijkTi/j/k/vZU]U vl o

Then it suffices to calculate E, [viv/v*v? v3'vF']. By Lemma C.8, we obtain

d@marn it @4k = (0 K)
9

. o ’
E,[vivivFot vl k'] = if i=4,7=j5k=FkF.

d(d+2)(d+4)
0 otherwise
As the result, we obtain
1
E, [ Z2(v)]?] = 6T;5 Tk + 9T Tjjk] -
U[” Q(U)H ] 36d(d+2>(d+4) [ ijk ,]k+ itk j]k]

Recall that 75, T = || V3 f(p) Hf{s We also have
. 2
T Tije = ||V(AF) + Ric(, ')Vf(P)Hp
< 2[V(ANI; + 2| Ric(-, ) V()7

2 .
< 2|V f(p) | s + 2IIRic(, )V F (D)2
As the result, we obtain

Ey[|Z2(v)]l; < ) 49 £ @) [5s + BIRic(- )VI@IE] . (D

1
6d(d +2)(d+ 4
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Combining Equations (15) to (17), we obtain

Ev[H@f(p; —*Vf H]

1 1 2/’64"",“2 2 . 2
<(g- =) (+w)Iviol; m(‘l\wgﬂp)l!m+3|\RIC('~)Vf(p)H,,)
MZu®
+
288
LA DY (1) IV + (413 + 3620 )7 + M
—\d a2 6d(d +2)(d + 4) 3 288
(i1) 1 2 2 WA p 2ut + p? 5  MZuS
G2 (o) wone g | 0l + s + o

where (i) applies Assumptions C.3 and C.4. Furthermore, we set

2t + 12 B K2 2

3k*d?
MCSdd T 2)drd) S d
It solves
1 6 8
<44 = 18
WMottt s (18)
We also let
1
2 — 19
BS o (19)
We obtain (é - d%) (1 + ,u2> < LIt concludes that
= 1+ u K? 4 M2 MZut
E, [ ) - } .
I95:0) ~ 2o s V@I + 2 |55+ e
Then the proof is completed. Combining Equations (18) and (19) leads to the range of . O

C.5 PROOF OF PROPOSITION 2.4

Proposition C.19. Let the vector v be generated by Algorithm 1. Then it follows the uniform
distribution over the compact set C := {v € R%: v Av = 1}.

Proof. Fix a positive definite matrix A € R%*? and consider its eigenvlue decomposition
A:QAQTa A:diag(Ala"w)\d)7 0< XA < <A = Amaxe
Recall that L := QA~1/2. Then

d —1/2
det L = det Qdet A™1/2 = (H A,—) > 0.
=1

We observe that for every s € S§é-1,
(Ls)"ALs = s LT ALs = 1.

It indicates that Ls € C := {v : v Av = 1}. As the result, L defines a smooth bijection linear map
from the sphere S?~! to the compact set C:

L:s* ', sw—wv=Ls.

Under this notation, pprop, the distribution of the sampled vector v (without rejection) in Algorithm 1
is given by the push-forward distribution of the uniform distribution via the linear map L. That is,
any measurable £ C C,

Hprop(E) = pisa—1 (L™ (E)) = pga-1 o L™H(E), (20)
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where jiga—1 is the uniform distribution over the sphere S?~1.

Denote by 0ga—1 and o the Hausdorff measures on S¢~! and C, respectively. Then we re-write the
above distribution pprop and jiga—1 in the density form; that is

Hprop = pprodeCa
Hsd—1 = Pgd—1 dUSd—l.
For arbitrary integral function g : C — R, we have

[ 90 dtty() = [ oL 5\t (L5
c ga-1

i

= / g(L s)dpga— OL_I(LS)
Sd*l

- / 9(L s)dpga-(s).
Sd*l

where (i) applies the definition of the pull-back measure piprop (Equation (20)). Then we obtain

/g(v)ppmp(v)doc(v) :/ 9(L s)pga-1(8)doga-1(s)
c §d-1

@ /Sdil g(L s)pS}_(lsgs) doc(L s).

where (i) applies Lemma C.11 with J(s) = |det L| |[(LT)!s||2. As it holds for all measurable
function g, it solves the density of fipp as

—
a2

psa-1 0 L7 (v)
Pprop(V) = JoL—*l(v)
1
X .
[ Av]|
Then we consider the rejection step and the final density. Let p,, be the density of the output vector
of Algorithm 1. Recall that Algorithm 1 accepts the candidate v = L s with probability

T A2 T A2
a(v) := P(accept v|v) = P(u < ,/”AA Ylo) = ,/”AA v

The density of the output vector is given as

Pout(V) X Pprop (V) a(v) = \/Almi

As it is a constant over the compact set C, it is the uniform distribution over C. We also note that the
acceptance probability is strictly positive; hence, the loop halts almost surely. This completes the
proof of Proposition 2.4. O

C.6 PROOF OF THEOREM 2.5

In this section, we present the proof of Theorem 2.5. We write a < b if there exists a constant C > 0
such that ¢ < Cb. The hidden constant C may depend only on fixed problem parameters.

Theorem C.20. Let (M, g) be a complete d-dimensional Riemannian manifold. Let f : M — R
be a smooth function and suppose that Assumptions C.1 to C.4 hold. Let {p;}I_, be the SGD

dynamic solving Equation (1) generated by the update rule Equation (4) with requiring n < \/; and

u? </ % (explicitly specified in Equation (21)), then there exists constants C1, Co, C3 > 0 such that
d
. 2 2 2
1221T||Vf(pt)||pt <G T + Con+ Cadp”.

In particular, choosing p < d%\/g yields

d
. 2 <, /2
(2 V100l S 7
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Proof. By Lemma C.15, we obtain that
2 + 12K? i Lyptd
d (d+2)2

LIVI@OIZ, < [1+60(Cha + 2 W] (B (o)~ )

N L 2+ p2K?
— (Ef (1) = ) + (Cret + 5) (3B(—4==) + 36 +3CRs? )?
d 3
+ igf + 7d,’7/1‘20121et1
2 4
It has the same structure presented in Lemma C.16, where we set
n 2 L. 2+p?k® o Lp'd , *
= - e - y 0 =E - 3
L 2 + u?k? d 3
G = (Cret + 5) (38(%) + 36 + 8Chi? ) + 5T + Sty
Then we obtain
ST
min 6; < —(51 + max G;.
1<t<T 1<t<T
It leads to
@ 6e?[Bf (p1) — f*] | 6d nd g 2
min VS0, T 2|7+ JaniCh

2+H2K’2

6d
d

(Cre+ 5) (3B

N L S S
"=V T\ 18L(Ca + 5)
@1
2 < min L d—l
K w2\ T18L2(Crer + )

such that e”> < ¢? , Where = is considered as +oco when x = 0. Given Equation (21), we further
upper bound it as

_ 2
nin IV f(po)lly,

) + 3& + 3CP2{et:u2>772:| .

where (i) selects

IA

(6 BS ) — ] 4 30F + S Ch 22)

L

+ 6dn(Cret + )(33(

2 2,2
ZHIR 36 BCﬁctﬁ)
4 2 6

d
pt M3 pe o p

d *
7 62T ) — /7] + 30" [9dz<d+z) Mt @y

L 2+ 1’k 4 M2 Mzt 5 o
5)<3B(7d )+3 Lms* 2ss | 3Ckan)
d . M2 4 M2

BB () — £+ 255 + Tt 4 30t R B 4 502 CR,

INE

9
HQB:| + §d2,u201:2{et

+ GdU(CRet +

IN

4 M2 MZu
3 d3 288

L L
+ 54(CRret + )Bn + 18(CRet + ) [ } dnp? + 18(CRret + )C’Retdn,u

(23)
i d2 2
o) 0 + O,
where (i) applies the formula of & and .% given by Equation (7) and Equation (10), respectively. [
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C.7 PROOF OF COROLLARY 2.6

We re-state this corollary to have a consistent notation as previous sections.

Corollary C.21. Let g be the Euclidean metric, and let g' be a structure-preserving metric with
respect to g. Under the same assumptions as Theorem 2.5, suppose that either of the following
conditions holds:

(a) g is geodesically complete; or

(b) the set of e-stationary points under g, K := {p € M : ||Vof(D)|lp,g < €}, is compact.

Then it requires at most T < O (6%) iterations to achieve minj << E[HVf(pf) thg] < €2,

Proof. For the item (a), we omit its proof as it is directly implied by setting i = 1. Recall that we write
a < b if there exists a constant C > 0 such that a < Cb. Now we denote g, (v, w) := h(p)gy(v, w).
Theorem C.20 implies that

d

. 2 < 2
1221T”Vf(27t)”pmg’ ~\VT

It suffices to prove that if p € K is an e-stationary point under ¢’ then it must be an e-stationary point
under g (up to a constant scale). Note that

1
||ngf(p) Ipmf]' = 7||qu(p)| D9+
h(p)
As the result, we obtain
1 d
- < .12
—T R 9(Vf(p)VIP) S\ 7
d
. < da
i g, (VI (), VI(p) S maxh(p)\/

We restrict two sides on the compact set (given by the condition (b))

K = {p : ||ng(P) |p,g < 5}-
Because h : M — R is a continuous function, then it must be bounded over this compact set. Let
this upper bound be C. Then we obtain (with absorbing C' into <)

d
. 2 <=
1§mt1£T ||Vf(p)||p,g ~ \/;

< €2, we obtain the complexity T > E%. O

By setting %

D EXPERIMENTAL DETAILS
In this section, we aim to include the omitted experimental details in Section 3.

Hardware and System Environment We conducted our experiments on the personal laptop,
equipped with AMD Ryzen 9 7940HS Mobile Processor (8-core/16-thread) and NVIDIA GeForce
RTX 4070 Laptop GPU; however, GPUs are not required in our experiments. Our codes were
tested using Python version 3.12.3. Additional dependencies are specified in the supplementary
‘requirements.txt’ file. All source codes attached.

D.1 SYNTHETIC EXPERIMENT: IMPACT OF SAMPLING BIAS

Construction of Quadratic Objective Functions We construct quadratic objective functions of the
form fyuadraiic () = %:cT(B + ¢)x, where B is a symmetric positive definite matrix that determines
the landscape’s curvature properties and ¢ is the data point independently sampled from N(0, 1) for
each entry. The matrix B is generated by first creating a random matrix M € R4*? with entries
drawn from a standard normal distribution A(0, 1), then forming B = M "M + dI, to ensure
positive definiteness with a regularization term d/; that controls the minimum eigenvalue.
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Construction of Logistic Objective Functions For logistic objective functions, we construct
1

the empirical risk minimization problem fiogigic(z) = = >_1; log(1 + exp(—y;(' ) + %xTBx,
where B is generated as the same way as the quadratic function and {(¢;,y;)}?, represents the
training dataset with feature vectors a; € R? and binary labels y; € {—1,+1}. The feature matrix
X = [w1,...,2,]" € R™is generated from a standard normal distribution A/(0,1). A ground
truth weight vector w* € R? is generated from N(0, 1) and then normalized to unit length. The
binary labels y; € {—1,+1} are generated by first computing logits =,/ w*, then converting to
probabilities p; = 1/(1 + exp(—z; w*)), and finally sampling ; according to Bernoulli(p;) before
converting to the {—1, +1} encoding. The regularization parameter )\ is chosen as A = 0.1.

Construction of Riemannian Metric g4 We design a Riemannian metric on the ambient Euclidean
space by defining a symmetric positive definite matrix A with extreme conditioning properties.
Specifically, the metric tensor is constructed by generating a random orthonormal matrix Q via QR
decomposition, prescribing eigenvalues that span geometrically from Ay, = 1 t0 Apax = 10* M\ ins
and forming A = QAQ, where A is the diagonal matrix of these eigenvalues. This construction
yields a highly anisotropic Riemannian manifold with a condition number of A equal to 10%,
creating challenging geometric landscapes for optimization algorithms. The resulting metric induces
Riemannian gradients of the form A~!V f(x), fundamentally altering the optimization dynamics
compared to standard Euclidean methods.

Hyper-Parameters Each method uses 16 random directions per iteration with a perturbation
stepsize 1 = 10~* for gradient estimation. The algorithms were run for 500,000 iterations with
learning rates of 10~3 (quadratic) and 10~ (logistic), and results were averaged over 16 independent
runs to ensure statistical reliability. All curves are smoothed using a moving average with a window
size of 5,000 iterations, and confidence bands represent 10th-90th percentiles across runs to visualize
convergence variability.

D.2 SYNTHETIC EXPERIMENT: MSE vS. CURVATURE

Riemannian Metric Construction We work on the d-dimensional probability simplex

d+1

A= {pERd'H |Zpi= 1,0 < p; <1},
i=1

and endow its interior (identified with the first d coordinates) with a structure-preserving Riemannian
metric (Definition 2.1) conformally equivalent to the canonical Euclidean metric g”:

g(ﬁ) — €2¢5(P)gE’

where the conformal factor is

A 12
_1 = pZ  d+1\&p;
¢s(p) = 3 Blogh(p),  h(p) 1*;]); d—i—l(;pi) '

Varying the scalar § > 0 sharpens or flattens the metric. We examine four choices § €
{0.5, 1.0, 1.5, 2.0}. At the fixed reference point py € A (drawn once from the Dirichlet dis-
tribution and held constant throughout the experiment) we measure the mean-squared error of a
symmetric zeroth-order gradient estimator (Equation (3)) with using the first-order approximation of
the exponential map as the retraction, where the perturbation stepsize y is set to 0.1. We note that
under this approximation, the retraction degenerates to the naive Euclidean perturbation; we note
that we are using a fixed point py, it doesn’t trigger the out-of-domain issue of the incomplete Rie-
mannian manifolds when p is appropriately selected. The MSE is evaluated using the corresponding
structure-preserving metric instead of the original Euclidean metric; the conformal scaling h(p)” is
applied consistently both when sampling directions (||v||3 = 1) and when converting the Euclidean
gradients of the test functions (quadratic and Kullback—Leibler distance to the uniform distribution)
into true Riemannian gradients.

Sectional Curvature Evaluation Instead of using /3 as the x-axis, we compute the sectional
curvature K s) (po) of each metric at py to reflect the true relation between the intrinsic curvature and
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the estimation error. Let ¢ = ¢g; then ) = e2¢gF is a warped Euclidean metric whose curvature
depends solely on ¢. We draw an orthonormal pair (v, w) in the Euclidean tangent space T}, A? via
Gram-Schmidt method, rescale them so that ||v||; = ||w||3 = 1, and evaluate

K (pos v, w) =e~ 200 (|| Vo(po)|f — (Hess ¢(po) v, v) — (Hess d(po) w, w)
— (V6(po).v)? = (V(po), w)?),

where gradients and Hessians are taken with respect to the ambient Euclidean coordinates. Because
§'#) is isotropic up to the conformal factor, a single random 2-plane suffices; the resulting scalar is
recorded as K (pg) for that 8. These four curvature values, monotonically decreasing as 8 grows,
serve as the horizontal tick labels in Figure 1b.

Hyper-Parameters For each metric, we run 50,000 independent zeroth-order gradient trials, each
trial drawing one random Riemannian unit direction and applying Equation (3) to estimate the gradient
with using the perturbation stepsize p = 0.1 and using the exponential map as the retraction. The
reference point pg € A* is sampled once and held fixed, so that changes in estimator accuracy stem
solely from the chosen metric. Closed-form gradients are available for both test function/s\, Euclidean
and KL distance to the uniform distribution. We record the mean-squared error h(po)||V f — V ||
for each trial. The resulting 50,000 errors per setting are summarized with log-scale box plots whose
boxes span the inter-quartile range and whiskers cover the 10th-90th percentiles (outliers omitted).

D.3 GRADIENT-BASED MESH OPTIMIZATION

In our work, we consider the black-box mesh optimization problem. In the well-known CFD-GCN
model (Belbute-Peres et al., 2020), additional efforts are taken to allow the position of nodes to
support the auto-differentiation in the SU2 PDE solver; however, in most of existing finite-volume
numerical solvers, the positions of mesh nodes are typically not differentiable. Therefore, we need to
apply the zeroth-order optimization approach.

Construction of Mesh Objective Function Let P = {p;}?; C R? be interior node positions of
the given mesh with boundary nodes fixed. Given P, the coarse mesh induced by P defines a PDE
state up (solved on P). Then we interpolate it into the fine mesh Mg, to obtain the PDE state up.
The objective is the mean-squared error (MSE) to a fixed fine-grid reference uef:

where Ng,e denotes the number of nodes in the fine mesh. The randomness in this objective comes
from the random sampling over the nodes; instead of taking all nodes to be updated, each step we
will only sample a part of nodes to be updated. In our experiments, we set the size of coarse mesh
to be 20 x 20 and the size of fine mesh to to be 200 x 200. Each time, we will randomly sample
30% x 20 x 20 = 120 nodes to update.

Construction of Mesh Parameterization Each interior node is updated in barycentric coordinates
b € A™~! with respect to its incident cell (with vertices {v;}7",), i.e., p(b) = >_7, bjv;. This
coordinate guarantees feasibility (b; > 0, > ; b = 1), which naturally results in a probability simplex
structure. Under the canonical inclusion embedding, this manifold is geodesically incomplete and
hence feasible for our proposed approach.

Construction of Structure-Preserving Metric We endow A™~! with the structure-preserving
conformal metric §*) as defined in Appendix D.2, and use the first-order approximation of the
exponential map of §(°) as the retraction (Definition B.3). We note that this approximation requires to
set the length of perturbation vectors to be sufficiently small to ensure the accuracy of the retraction;
this requirement can be satisfied by adopting the same technique as the soft projection trick used in
Figure 5a. We always assume this requirement is satisfied throughout the training.
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Hyper-Parameters Each iteration uses 4 random directions with perturbation stepsize 1 = 1071,
Optimization runs for 7' = 20,000 iterations with learning rate n € {300, 400, 500} (we report the
best curve among these hyper-parameters). All curves are smoothed with a moving-average window
of 2,000 iterations. For all other other estimator-dependent hyper-parameters, we have included all of
them in the configuration files along with source codes.

E THE USE OF LARGE LANGUAGE MODELS (LLMS)

In preparing this manuscript, we employed Large Language Models (LLMs) as general-purpose
assistive tools in the following ways:

* Literature review support. We used the Deep Research functionality provided by existing Al
platforms to help gather references and draft preliminary summaries of related work.

* Language refinement. We used Al chatbots hosted on multiple platforms to generate the
abstract and to improve the clarity, style, and readability of the manuscript.

* Proof verification. We used Al chatbots to check the logical consistency, correctness, and
completeness of our formal proofs.

* Codes Generation. We also applied the Al agent to generate a part of experimental codes.
All LLM-assisted outputs were critically reviewed, verified, and, where necessary, revised by the

authors. We take full responsibility for the content of this manuscript. LLMs were not involved in
generating research ideas, drawing scientific conclusions, or contributing original insights.
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