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Abstract001

Polarization is defined as divisive opinions held002
by two or more groups on substantive issues.003
As the world’s third-largest democracy, Indone-004
sia faces growing concerns about the interplay005
between political polarization and online toxi-006
city, which is often directed at vulnerable mi-007
nority groups. Despite the importance of this008
issue, previous NLP research has not fully ex-009
plored the relationship between toxicity and010
polarization. To bridge this gap, we present011
a novel multi-label Indonesian dataset that in-012
corporates toxicity, polarization, and annota-013
tor demographic information. Benchmarking014
this dataset using BERT-base models and large015
language models (LLMs) shows that polariza-016
tion information enhances toxicity classifica-017
tion, and vice versa. Furthermore, providing de-018
mographic information significantly improves019
the performance of polarization classification.020

1 Introduction021

Political polarization and online toxicity are grow-022

ing global concerns, particularly during politically023

charged moments. While ideological differences024

are inherent to a healthy democracy, extreme polar-025

ization fosters entrenched divisions that can esca-026

late into hostility and societal fragmentation (Mc-027

Coy and Somer, 2018). In this form, it creates an028

environment where opposing groups perceive each029

other as existential threats, rendering reconcilia-030

tion increasingly unattainable (Kolod et al., 2024;031

Milačić, 2021). Concurrently, online toxicity dis-032

proportionately targets minority groups (Alexan-033

dra and Satria, 2023), leading to self-censorship034

(Midtbøen, 2018) and eroding public discourse, es-035

pecially within journalism (Löfgren Nilsson and036

Örnebring, 2020; Williams et al., 2019).037

Indonesia, the world’s third-largest democratic038

country with 277 million citizens from diverse039

backgrounds (Data Commons, 2024), provides a040

compelling case study. The 2024 presidential elec-041

tion was marked by intense political competition042

and a sharp rise in divisive, toxic online discourse. 043

For instance, while CSIS (2022) found that 1.35% 044

of 800,000 online texts were toxic in 2019, AJI 045

(2024) reported that 13.8% of 1.45 million texts 046

were toxic by 2024, marking a tenfold increase in 047

prevalence. This surge highlights the growing tox- 048

icity in Indonesian discourse; Yet, in the context 049

of high-stakes Indonesian elections, the dynamics 050

of political polarization have not been rigorously 051

investigated. 052

Although extensive research has addressed toxic- 053

ity and polarization as distinct phenomena, the com- 054

plex relation between these dimensions remains 055

largely unexplored, leaving a research gap with crit- 056

ical implications for understanding hostile online 057

environments. Political polarization can heighten 058

toxicity, but not all polarized discourse is toxic, and 059

vice versa. A dataset that labels both enables us to 060

distinguish between divisive yet civil discourse and 061

interactions that cross into outright hostility. Build- 062

ing on this motivation, we introduce the first multi- 063

labeled Indonesian dataset that includes toxicity, 064

polarization, and annotator demographic infor- 065

mation, providing a foundation for exploring how 066

these factors interrelate in online discourse. 067

2 Interplay Of Toxicity, Political 068

Polarization, and Identity 069

Online discourse is increasingly characterized by 070

a vicious cycle in which polarization fuels toxic 071

language and vice versa. Social media platforms 072

exacerbate these dynamics by enabling unopposed 073

expression of opinions, thereby deepening societal 074

divisions (Romero-Rodríguez et al., 2023; Vasist 075

et al., 2024; Schweighofer, 2018). 076

2.1 Toxicity and Polarization 077

Toxicity is defined as language that is rude, dis- 078

respectful, or unreasonable which manifesting as 079

insults, harassment, hate speech, or other abusive 080
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communication intended to harm or disrupt com-081

munities (cjadams et al., 2017). In contrast, polar-082

ization refers to the degree of divergence in opin-083

ions between groups on substantive issues (DiMag-084

gio et al., 1996).085

Specifically for polarization, recent work has086

shifted focus from ideological to identity-based po-087

larization (Schweighofer, 2018). While political088

polarization is defined as a divide in the population089

between political groups on either side of the polit-090

ical orientation spectrum (Weber et al., 2021). Po-091

larizing messages, driven to reinforce inter-group092

biases and invoke a strong in-group identity, oc-093

casionally take the form of toxicity, as defined by094

Donohue and Hamilton (2022). While the converse095

is also true (see Appendix C), the two phenomena096

remain distinct.097

2.2 Non-Toxic Polarization098

Diverse opinions are essential to democracy (john a.099

powell, 2022). Yet, without a willingness to com-100

promise (Axelrod et al., 2021), even civil ex-101

changes can generate polarization. This non-toxic102

polarization may erode common ground (DiMag-103

gio et al., 1996), foster echo chambers (HOBOLT104

et al., 2024), and normalize extreme positions105

(Turner and Smaldino, 2018).106

2.3 How Identities Shape Discourse Dynamics107

Identity plays a pivotal role in shaping online dis-108

course by influencing both opinion formation and109

interaction patterns. Research shows that identity110

issues are among the strongest drivers of polariza-111

tion (Milačić, 2021). In diverse societies, variations112

in cultural, social, and political identities can in-113

tensify divisions. Initially, exposure to diversity114

may reduce both in-group and out-group trust (Put-115

nam, 2007), undermining constructive dialogue.116

Moreover, heightened polarization is often linked117

with increased online toxicity, frequently directed118

at vulnerable and minority groups (Alexandra and119

Satria, 2023). However, Putnam (2007) also state120

that sustained outer-group interaction beyond a crit-121

ical threshold can foster inclusive encompassing122

identities and potentially mitigate polarization.123

In summary, the interplay between toxicity, po-124

larization, and demographic identities remains a125

critical yet understudied aspect of online discourse.126

By integrating demographic factors into our anal-127

ysis, we aim to provide a nuanced understanding128

of how identities shape discourse dynamics and129

develop targeted strategies for mitigating both po- 130

larization and toxicity in digital environments. 131

3 Available Datasets 132

Polarization Datasets Most polarization datasets 133

have been developed from U.S.-centric studies 134

(KhudaBukhsh et al., 2021; Sinno et al., 2022). 135

However, recent work has expanded this focus to 136

include non-U.S. contexts. For instance, Vorakit- 137

phan et al. (2020) introduced a dataset examining 138

polarization during the Brexit phenomenon by ana- 139

lyzing partisan news media in England. In addition, 140

Szwoch et al. (2022) compiled a dataset on polar- 141

ization in Poland by analyzing articles from both 142

state-owned and commercial media. 143

Toxicity Datasets A variety of datasets have been 144

developed to detect and analyze online toxicity. For 145

example, Kumar et al. (2021) employ a continuous 146

scale to measure toxicity, whereas Davidson et al. 147

(2017) introduced a dataset categorizing content as 148

Hate, Offensive, or Neither. More recently, toxic- 149

ity datasets for relatively low-resource languages 150

have emerged, such as Brazilian Portuguese (Lima 151

et al., 2024); Vietnamese (Hoang et al., 2023); and 152

Korean (Moon et al., 2020), which are crucial for 153

advancing automatic moderation tools. 154

Toxicity and Polarization Dataset While prior 155

work has examined polarization and toxicity sepa- 156

rately, our dataset is the first to provide multi-label 157

annotations for both, enabling nuanced analysis 158

of their intersection in a non-Western context. A 159

full comparison of available datasets is provided in 160

Appendix D. 161

4 Dataset Creation 162

4.1 Annotation Instrument 163

To help annotators identify texts containing toxic- 164

ity and/or polarization, whether explicit (e.g., di- 165

rect insults) or implicit (e.g., sarcasm) (Krippen- 166

dorff, 2018), we developed an annotation instru- 167

ment. Based on literature review and consultations 168

with representatives from vulnerable communities, 169

we designed a comprehensive codebook (see Ap- 170

pendix B) that explains definitions and guide for 171

detecting both toxic (Sellars, 2016, p.25–30) and 172

polarizing content (Donohue and Hamilton, 2022; 173

Weber et al., 2021). This instrument addresses the 174

nuanced, context-dependent expressions of toxicity, 175

an aspect that remains underexplored in prior NLP 176

research (ElSherief et al., 2021). 177
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Demographic Group Count

Disability With Disability
No Disability

3
26

Ethnicity Chinese-descent
Indigeneous

Other

3
25
1

Religion Islam
Christian or Catholics

Hinduism or Buddhism
Ahmadiyya or Shia
Traditional Beliefs

18
4
4
2
1

Gender Male
Female

13
16

Age 18 - 24
25 - 34
35 - 44
45 - 54

55+

9
8
9
2
1

Education PhD Degree
Master’s Degree

Bachelor’s Degree
Associate’s Degree

High School Degree

1
6

12
2
8

Job Status Employed
College Student

Unemployed

18
8
3

Domicile Greater Jakarta
Sumatera

Bandung Area
Javanese-Region

Other

10
7
4
2
6

Presidential Vote Candidate no. 1
Candidate no. 2
Candidate no. 3

Unknown or Abstain

9
9
8
3

Table 1: The demographic background of the 29 annota-
tors in coarser granularity. The ethnicity demographic
information that we have are more fine-grained where
Indigenous group here refers to several ethnic Indone-
sian groups: Java, Minang, Sunda, Bali, Dayak, Bugis,
etc. with 1-2 annotators per ethnicity.

4.2 Data Collection and Preprocessing178

We compile our dataset by gathering Indonesian179

texts from multiple social media platforms. Texts180

from X (formerly Twitter) were collected using181

Brandwatch (Brandwatch, 2021), while Facebook182

and Instagram were scraped via CrowdTangle183

(Team, 2024). In addition, we retrieved online184

news articles from CekFakta,1 a collaborative fact-185

checking initiative in Indonesia. The data, span-186

ning from September 2023 to January 2024, were187

scraped using a curated list of keywords indica-188

tive of hate speech targeting vulnerable groups.189

These keywords were derived from literature re-190

views, expert consultations, and focus group dis-191

cussions with community representatives (see Ap-192

1https://cekfakta.com

pendix A.1). Preprocessing involved quality fil- 193

tering (removing duplicates, spam, and advertise- 194

ments using keyword and regex-based filters as 195

detailed in Appendix A.2) and excluding texts with 196

fewer than four words. This processing resulted 197

in an initial corpus of 42,846 texts, consisting of 198

36,550 tweets, 1,548 Facebook posts, 3,881 Insta- 199

gram posts, and 867 news articles. 200

4.3 Recruitment and Validation Metrics 201

To ensure diverse perspectives, we recruited 28 202

annotators from varied demographic backgrounds, 203

and one from our research team member (totaling 204

29; see Table 1). Annotators were compensated at 205

a rate of 1.14 million IDR per 1,000 texts. As a 206

comparison, average monthly wage in Indonesia 207

is approximately 3.5 million IDR (BPS-Statistics, 208

2024). For quality control, we employed inter- 209

coder reliability (ICR) metrics. Although Cohen’s 210

Kappa is frequently used for toxicity annotations 211

(Aldreabi and Blackburn, 2024; Ayele et al., 2023; 212

Vo et al., 2024), we opted for Gwet’s AC1 due to 213

its robustness in the presence of class imbalance 214

(Ohyama, 2021; Wongpakaran et al., 2013), which 215

suitable for our tasks. 216

4.4 Annotation Process 217

The annotation proceeded in two phases. During 218

the Training Phase, annotators attended a compre- 219

hensive workshop on the codebook and annotated 220

a pilot set of texts to identify toxicity (and its sub- 221

types, such as insults, threats, profanity, identity 222

attacks, and sexually explicit content) as well as po- 223

larized texts. Following three training sessions, an- 224

notators achieved a satisfactory Gwet’s AC1 score 225

of 0.61 for toxicity (based on 250 sample texts), 226

which is comparable to prior studies (Waseem and 227

Hovy, 2016; Davidson et al., 2017), see Appendix 228

E for further elaboration. The inter-coder reliability 229

for polarization was 0.37. In the Main Annota- 230

tion Phase, annotators were assigned texts using 231

stratified random sampling with respect to social 232

media platform, resulting in a final annotated set 233

of 28,477 unique texts. On average, each annotator 234

contributed approximately 1,850 labels, with the 235

note that some annotators completed only portions 236

of their assignments due to the inherent mental 237

burden of the task. 238

4.5 Dataset Properties 239

From 28,477 unique texts, 55.4% were annotated 240

by a single coder, while 44.6% contains multiple an- 241
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notations (see Appendix F.1 for more fine-grained242

statistics). As for our multi-label annotation re-243

sults, Table 2 summarizes the distribution of toxic-244

ity and polarization labels aggregated via majority245

vote, where texts with perfect disagreement were246

excluded. To view the label distribution of "Related247

to Election" and toxic types, see Appendix F.2.248

# Coder(s) Label # Texts

1
Toxicity Toxic 689

Not Toxic 15,059

Polarization Polarized 2,679
Not Polarized 13,069

2+
Toxicity Toxic 1,467

Not Toxic 9,394

Polarization Polarized 1,132
Not Polarized 8,837

Table 2: Distribution of toxicity and polarization labels
aggregated via majority vote.

5 Experiment Setup and Results249

Stats Full Data Toxic Exp Polar Exp
Kendall-Tau 0.28 0.30 0.40
Cond. Prob. 0.25 / 0.48 0.57 / 0.48 0.25 / 0.64
AUC-ROC 0.68 / 0.60 0.69 / 0.71 0.71 / 0.59

Table 3: Comparison of different metrics across dif-
fering split, structured as targeting toxicity/targeting
polarity (e.g. P (t = 1|p = 1)/P (p = 1|t = 1)).

Our dataset exhibits a strong imbalance toward250

non-toxic and non-polarized texts. To mitigate this,251

we balance each classification task separately by252

maintaining a 1:3 ratio between positive and nega-253

tive instances. Specifically, for toxicity detection,254

we sample2 three non-toxic texts for every toxic255

text, resulting in 2,156 toxic texts after balancing256

(Toxic Exp). We sample our polarization detection257

data the same way, yielding 3,811 polarized texts258

in the Polar Exp dataset.259

For annotation consistency, we employ a ma-260

jority voting strategy (AGG): a text is labeled as261

toxic or polarized if more than half of the annota-262

tors agree on the label. In most cases, this rule is263

strictly followed, but exceptions exist, which are264

discussed in relevant sections. To reduce ambiguity,265

we exclude texts where annotators exhibit perfect266

disagreement (i.e., cases where exactly half of the267

annotators assigned one label while the other half268

assigned the opposite label). Table 3 shows statisti-269

cal information of the original Full Data and the270

sampled data.271

2Utilized pandas.sample (https://pandas.pydata.org/
docs/reference/api/pandas.DataFrame.sample.html)
with a seed of 42.

5.1 Baseline 272

We compare transformer BERT-based models 273

(Koto et al., 2021; Wang et al., 2024; Wongso et al., 274

2025) and Large Language Models (LLMs) (Ope- 275

nAI et al., 2024; Aryabumi et al., 2024; Grattafiori 276

et al., 2024; Nguyen et al., 2024), both opaque and 277

open-sourced, for toxicity and polarization detec- 278

tion. BERT-based models were evaluated using 279

stratified 5-fold cross-validation3 where we report 280

the averaged results, whereas LLMs were evaluated 281

in a zero-shot setup (see Appendix H for two-shot 282

results) without any fine-tuning. All prompts are 283

provided in Appendix I. 284

For open-sourced models (non-GPT-4o family), 285

we follow their respective open source licenses as 286

available from their respective hugging-face web- 287

page. GPT-4o usage is subject to OpenAI’s API 288

terms. Table 4 shows that BERT-based models con- 289

sistently outperform LLMs. IndoBERTweet (Koto 290

et al., 2021) attains the highest average perfor- 291

mance across both tasks, although Multi-e5 (Wang 292

et al., 2024) slightly outperforms it in polarization 293

detection. 294

For toxicity detection, GPT-4o and GPT-4o-mini 295

(OpenAI et al., 2024) perform comparably to neural 296

models and to each other. However, their perfor- 297

mance drops significantly in polarization detection, 298

indicating polarization detection is a harder task 299

compared to toxicity detection. Notably, Aya23- 300

8B (Aryabumi et al., 2024) classifies all texts as 301

non-toxic and non-polarized. 302

This discrepancy suggests that polarization de- 303

tection is more challenging than toxicity detection. 304

A possible explanation is that many models are ex- 305

plicitly trained to avoid generating toxic outputs, 306

passively learning about toxicity detection, while 307

polarization detection is largely neglected during 308

training. Furthermore, toxicity detection benefits 309

from extensive research and datasets, unlike polar- 310

ization detection, leading to models struggling with 311

the nuances of polarizing linguistic features. 312

5.2 Wisdom of the Crowd 313

Each entry of our dataset is annotated by a varied 314

number of coders due to our annotation process 315

(see Table 2). This allows us to explore the impact 316

of coder counts when it comes to dataset creation 317

and how it affects model performance. 318

3Utilizing scikit-learn’s package (https://
scikit-learn.org/stable/modules/generated/
sklearn.model_selection.StratifiedKFold.html),
with set seed = 42.
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Metric IndoBERTweet NusaBERT Multi-e5 Llama3.1-8B Aya23-8B SeaLLMs-7B GPT-4o GPT-4o-mini
Toxicity Detection

Accuracy .844 ± .008 .841 ± .005 .834 ± .007 .646 .750 .512 .829 .819

Macro F1 .791 ± .011 .779 ± .006 .776 ± .011 .631 .429 .505 .776 .775

Precision@1 .692 ± .022 .704 ± .018 .675 ± .015 .405 .000 .311 .649 .613

Recall@1 .681 ± .037 .627 ± .013 .650 ± .028 .892 .000 .781 .688 .750

ROC AUC .790 ± .015 .769 ± .006 .773 ± .013 – – – – –

Polarization Detection
Accuracy .801 ± .009 .804 ± .010 .800 ± .009 .440 .750 .750 .555 .542

Macro F1 .731 ± .013 .732 ± .016 .735 ± .011 .440 .429 .411 .553 .540

Precision@1 .608 ± .019 .615 ± .019 .597 ± .018 .302 .000 .268 .356 .347

Recall@1 .579 ± .027 .574 ± .038 .612 ± .025 .942 .000 .781 .968 .946

ROC AUC .727 ± .014 .727 ± .018 .737 ± .012 – – – – –

Table 4: Baseline model performance on toxicity and polarization detection across various models. ROC AUC
scores are not available for LLMs.

Metric Baseline Single Coders +Norm Multiple Coders +Norm Multiple Coders (ANY) +Norm
Toxicity Detection

Accuracy .844 ± .008 .831 ± .006 .824 ± .008 .827 ± .014 .835 ± .006 .828 ± .010 .780 ± .014

Macro F1 .792 ± .011 .746 ± .016 .728 ± .017 .785 ± .014 .782 ± .009 .786 ± .009 .709 ± .013

Precision@1 .692 ± .022 .736 ± .011 .736 ± .022 .628 ± .033 .666 ± .016 .627 ± .024 .560 ± .029

Recall@1 .681 ± .037 .507 ± .041 .463 ± .039 .767 ± .034 .686 ± .033 .773 ± .036 .573 ± .021

ROC AUC .790 ± .015 .723 ± .018 .704 ± .017 .807 ± .013 .785 ± .013 .810 ± .011 .711 ± .010

Polarization Detection
Accuracy .801 ± .009 .796 ± .006 .793 ± .003 .787 ± .005 .781 ± .005 .767 ± .004 .778 ± .009

Macro F1 .731 ± .013 .736 ± .008 .723 ± .005 .674 ± .011 .636 ± .023 .706 ± .007 .702 ± .011

Precision@1 .608 ± .019 .585 ± .012 .589 ± .008 .617 ± .019 .627 ± .010 .528 ± .008 .559 ± .022

Recall@1 .579 ± .027 .637 ± .019 .577 ± .017 .395 ± .030 .304 ± .051 .625 ± .043 .547 ± .048

ROC AUC .727 ± .014 .743 ± .009 .721 ± .006 .657 ± .012 .622 ± .020 .719 ± .014 .701 ± .015

Table 5: Performance of each setup for the "Wisdom of the Crowd" experiment on Toxicity and Polarization tasks,
with and without distribution normalization +Norm on the training data discussed in Section 6.2.

Multiple-Coder Data Enhances Recall in Tox-319

icity Detection For toxicity detection, training320

exclusively on single-coder data yields a conser-321

vative model characterized by high precision but322

low recall (see Table 5). In contrast, models trained323

on data annotated by multiple coders resulted in324

a broad-net model, achieving higher recall albeit325

with a reduction in precision. Notably, even though326

the multiple-coder subset comprises less than half327

of the original training data, its performance is328

comparable to the baseline, achieving significantly329

higher recall despite lower precision.330

Maintaining Performance with Only Single-331

Coder Data in Polarization Detection For polar-332

ization detection, the effects are reversed. Training333

on single-coder data results in a broad-net model334

and a marginally higher macro F1 score relative335

to the baseline. Conversely, training solely on336

multiple-coder data produces a model with sub-337

stantially lower recall and diminished performance338

overall. Interestingly, when we modify the label-339

ing rule from a majority vote (AGG) to an (ANY)340

criterion, where an entry is labeled as polarizing if341

at least one annotator flags it, we obtain a model 342

that performs only slightly below the baseline, even 343

though it only utilizes roughly one-third of the orig- 344

inal training data. 345

Although toxicity detection is inherently subjec- 346

tive, our findings suggest that polarization detection 347

is even more so. In a large enough annotator pool, 348

it is likely that at least one person will perceive 349

a text as polarizing. This observation aligns with 350

our dataset creation: despite efforts to standardize 351

coder interpretations of toxicity and polarization, 352

inter-annotator agreement for polarization is sig- 353

nificantly lower. Consequently, models trained on 354

polarization data with multiple annotations may 355

struggle to generalize, as the increased annotation 356

variability introduces more noise than informative 357

patterns. 358

5.3 Toxicity and Polarization as a Feature 359

Our dataset, regardless of its designed task, con- 360

tains coder annotations for both toxicity and polar- 361

ization (see Table 3). This allows us to examine 362

the relationship between the two by using one as a 363

feature when predicting the other. (AGG) features 364
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Metric IndoBERTweet + (AGG) Feature GPT-4o-mini + (AGG) Feature
Toxicity Detection (Using Polarization as Feature)

Accuracy .844 ± .008 .872 ± .008 .819 .821

Macro F1 .791 ± .011 .828 ± .011 .775 .777

Precision@1 .692 ± .022 .749 ± .019 .613 .616

Recall@1 .681 ± .037 .735 ± .033 .750 .752

ROC AUC .790 ± .015 .826 ± .015 – –
Polarization Detection (Using Toxicity as Feature)

Accuracy .801 ± .009 .820 ± .009 .542 .541

Macro F1 .731 ± .013 .757 ± .014 .540 .539

Precision@1 .608 ± .019 .645 ± .020 .347 .347

Recall@1 .579 ± .027 .622 ± .032 .946 .946

ROC AUC .727 ± .014 .754 ± .016 – –

Table 6: Performance of IndoBERTweet and GPT-4o-mini when using cross-task features. For Toxicity Detection,
polarization is used as an additional feature; for Polarization Detection, toxicity is used.

the independent variable as the average of the bi-365

nary annotations, following the equation
∑n

i=1 Ai

n ,366

where for an entry with n coders, we convert the367

ith coder’s annotation Ai to a binary value where368

"1" represents the toxic/polar text.369

To integrate these values into GPT-4o-mini, we370

modify the input by appending: "Average [toxic-371

ity/polarization] value (ranged 0 to 1): [value]". For372

IndoBERTweet, we use the Indonesian translation373

instead. Results in Table 6 show that IndoBER-374

Tweet benefits significantly from this additional375

information, with notable improvements in accu-376

racy and macro F1. In contrast, GPT-4o-mini’s377

performance remains nearly unchanged, suggest-378

ing that it does not effectively leverage the provided379

values.380

These findings highlight a deeper correlation be-381

tween toxicity and polarization, potentially driven382

by the rise of toxic and polarizing texts in online383

discussions. The strong performance boost in In-384

doBERTweet suggests that jointly modeling these385

phenomena could be a promising direction for fu-386

ture research.387

5.4 Incorporating Demographic Information388

To incorporate demographic information into our389

models, we first explode the dataset by splitting390

each text annotated by n coders into n separate391

entries, each linked to a single annotator’s demo-392

graphic profile. Although this creates duplicate393

texts, each instance is uniquely associated with its394

coder’s attributes. See Appendix I for informa-395

tion on how we integrate demographic data into396

IndoBERTweet and GPT-4o-mini.397

IndoBERTweet shows a strong reliance on398

demographic information. Shown in Table 7,399

when trained on the exploded dataset without de- 400

mographic inputs (baseline), the model fails to dis- 401

tinguish between toxic or polarizing content. How- 402

ever, when demographic details are provided, per- 403

formance improves significantly. 404

The best-performing setup includes ethnicity, 405

domicile, and religion, achieving the highest scores 406

across evaluation metrics. In contrast, the worst- 407

performing setup, where the model only receives 408

information about whether the coder is disabled, 409

leads to the weakest results. For polarization 410

detection, the best-performing setup also outper- 411

forms IndoBERTweet trained on the non-exploded 412

dataset, suggesting that demographic information 413

contributes meaningfully to polarization detection. 414

For GPT-4o-mini, however, incorporating de- 415

mographic information does not significantly 416

impact performance. We attribute this to the rar- 417

ity of these information in its training data. Though 418

GPT-4o has been used to simulate human users, its 419

performance has been left wanting (Salewski et al., 420

2023; Choi and Li, 2024; Jiang et al., 2023). Com- 421

pounded with the fact that this data is in Indonesian, 422

it potentially ignores the provided demographic in- 423

formation. The only notable exception occurs in 424

toxicity detection under the best setup, where recall 425

improves substantially at the cost of lower preci- 426

sion, even though each of these information alone 427

do not contribute any significant changes (see Ap- 428

pendix G.3). However, this does not explain why 429

GPT-4o-mini’s performance remains unchanged 430

when provided with polarization annotations for 431

toxicity classification and vice versa. This suggests 432

that the model may selectively prioritize certain fea- 433

tures over others, a behavior that warrants further 434

investigation. Additional information on GPT-4o- 435
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Metric IndoBERTweet GPT-4o-mini
Baseline* Best Worst Baseline* Best Worst

Toxicity Detection
Accuracy .680 ± .007 .832 ± .006 .788 ± .011 .805 .806 .803

Macro F1 .405 ± .002 .806 ± .004 .757 ± .008 .789 .797 .788

Precision@1 .000 ± .000 .744 ± .023 .671 ± .025 .712 .686 .710

Recall@1 .000 ± .000 .728 ± .022 .671 ± .027 .753 .833 .751

ROC AUC .500 ± .000 .805 ± .003 .757 ± .008 – – –
Polarization Detection

Accuracy .820 ± .010 .864 ± .004 .836 ± .005 .530 .542 .527

Macro F1 .450 ± .003 .750 ± .008 .687 ± .009 .529 .540 .526

Precision@1 .000 ± .000 .655 ± .040 .562 ± .027 .349 .352 .345

Recall@1 .000 ± .000 .525 ± .019 .407 ± .022 .967 .962 .966

ROC AUC .500 ± .000 .732 ± .007 .669 ± .009 – – –

Table 7: Performance of IndoBERTweet and GPT-4o-mini with different demographic setups. Baseline* uses an
exploded dataset with no demographic information. Best includes the coder’s ethnicity, domicile, and religion.
Worst (IndoBERTweet) includes whether the coder is disabled, while Worst (GPT-4o-mini) includes only the
coder’s age group.

mini’s "persona" with respect to Indonesian identi-436

ties can be found in Appendix K.437

5.5 Combining Featural and Demographic438

Information439

Both featural information (e.g., polarization value440

for toxicity classification and vice versa) and demo-441

graphic information improve model performance442

compared to the baseline. Given this, we investi-443

gate whether combining both types of information444

leads to further improvements (see Appendix G.4445

Table 20 for full results). Due to GPT-4o-mini’s446

consistently unchanging performance across differ-447

ent demographic setups, we exclude it from this448

experiment, as prior results suggest that the model449

tends to ignores added information.450

For toxicity classification, combining featural451

and demographic information yields the best re-452

sults, achieving an F1@1 score of 0.765, signifi-453

cantly higher than using only featural (0.741) or454

demographic (0.735) information alone. Similarly,455

polarization classification benefits from this com-456

bination significantly, with macro F1 increasing457

to 0.830, compared to 0.757 (featural) and 0.750458

(demographic). Notably, IndoBERTweet’s perfor-459

mance on polarization classification is nearly on460

par with toxicity classification when both informa-461

tion types are provided, suggesting that the model462

learns a shared representation for both tasks.463

Overall, these results indicate that featural and464

demographic information complement each other,465

enhancing the model’s ability to detect toxic and466

polarizing texts more effectively than when using467

either information type alone.468

6 Ablation and Discussion 469

6.1 How Related Are Polarization and 470

Toxicity 471

The strongest theoretical link between toxicity and 472

polarization manifests as toxic polarization (Mi- 473

lačić, 2021; john a. powell, 2022). Kolod et al. 474

(2024) define toxic polarization as "a state of in- 475

tense, chronic polarization marked by high levels of 476

loyalty to a person’s ingroup and contempt or even 477

hate for outgroups." This state deepens societal 478

divisions, making it evident that some polarizing 479

texts in our dataset are also toxic. 480

From this work, Table 3 and Experiment 5.3 also 481

demonstrate that toxicity can aid in predicting po- 482

larization and vice versa, thereby confirming the 483

existence of a relationship. Table 3 further shows 484

that using logistic regression to predict toxicity 485

solely from the polarization label yields an AUC- 486

ROC score exceeding 0.68 in all splits, although the 487

results for polarization are more variable. This find- 488

ing indicates that incorporating polarization as a 489

feature for toxicity detection is more advantageous 490

than the converse. 491

Notably, approximately 48% of toxic texts dur- 492

ing Indonesia’s 2024 Presidential Election were 493

used for polarizing purposes. Given that only 25% 494

of polarizing texts are toxic, our dataset suggests 495

that Indonesia is becoming polarized at a faster rate 496

than it is becoming toxic. This trend is particularly 497

alarming, as Indonesia, the world’s third-largest 498

democracy, has not only seen a tenfold increase in 499

toxicity since 2019, but also a significant portion 500

of this toxicity may be linked to toxic polarization 501
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Metric Baseline (AGG) +Pred (ANY) +Pred
Toxicity

Accuracy .844 ± .008 .872 ± .008 .869 ± .007 .867 ± .009 .834 ± .016

Macro F1 .791 ± .011 .828 ± .011 .824 ± .009 .823 ± .012 .722 ± .045

Precision@1 .692 ± .022 .749 ± .019 .743 ± .023 .734 ± .024 .856 ± .020

Recall@1 .681 ± .037 .735 ± .033 .727 ± .034 .735 ± .029 .406 ± .090

ROC AUC .790 ± .015 .826 ± .015 .821 ± .013 .823 ± .014 .691 ± .041

Polarization
Accuracy .801 ± .009 .820 ± .009 .811 ± .005 .808 ± .009 .808 ± .005

Macro F1 .731 ± .013 .757 ± .014 .716 ± .018 .742 ± .014 .713 ± .020

Precision@1 .608 ± .019 .645 ± .020 .679 ± .017 .620 ± .019 .666 ± .014

Recall@1 .579 ± .027 .622 ± .032 .468 ± .052 .602 ± .031 .470 ± .064

ROC AUC .727 ± .014 .754 ± .016 .697 ± .020 .739 ± .015 .695 ± .024

Table 8: Ablation study of Featural models on Toxicity and Polarization tasks. Performance of Predictor models are
available in Appendix J.

6.2 Wisdom of the Crowd on Normalized502

Distribution503

We confirmed that the pattern observed in Result504

5.2 is not due to distribution shifts between entries505

annotated by one coder and those annotated by mul-506

tiple coders. This was verified by normalizing the507

distribution—via up-sampling or down-sampling508

as appropriate—to maintain a consistent class ra-509

tio of one “toxic/polarizing” entry to three “not510

toxic/not polarizing” entries.511

Table 5 shows that, despite normalization, the512

original pattern persists in many cases. However,513

new patterns emerged in both toxicity and polariza-514

tion tasks. Following normalization, both toxicity’s515

“Multiple Coders” condition and polarization’s516

“Multiple Coders (ANY)” condition achieved bal-517

anced precision@1 and recall@1, albeit with a518

lower macro F1 in each instance.519

This validates the results in Table 5, indicat-520

ing that polarization detection may be inherently521

more subjective than toxicity detection. Moreover,522

further analysis on whether polarization detection523

should adhere to the same strict dataset creation524

protocols as toxicity detection should be done, es-525

pecially given our finding that majority-based label526

aggregation may be counterproductive for polariza-527

tion.528

6.3 Indonesian’s Polarizing Identities529

Our dataset reveals identity groups characterized530

by high in-group agreement and significant out-531

group disagreement. We define these as polarizing532

identities, as they contribute to pronounced social533

divisions, measured by the gap between in-group534

agreement and out-group disagreement.535

Based on this definition, disability emerges as536

the most polarizing identity in Indonesia, with a 537

Gwet’s AC1 agreement gap of 0.37 for toxicity and 538

0.46 for polarization. The second most polarizing 539

identity is residence in Jakarta, as annotators from 540

Jakarta exhibit a high Gwet’s AC1 agreement gap, 541

even compared to those from other regions within 542

Java. The third is membership in the Gen X age 543

group, which shows a substantial agreement gap 544

for toxicity but a polarization agreement gap of 0 545

relative to other age groups. Beyond these three, 546

most identities do not exhibit strong polarization, 547

with education level showing the lowest agreement 548

gap for toxicity (0.01). Full results are provided in 549

Appendix L. 550

6.4 Non-ideal cases for Featural Experiments 551

Experiment 5.3 is done under an ideal situation 552

(AGG). A more realistic setup would include a sim- 553

pler feature, such as utilizing a predictor or under a 554

less-ideal format such as (ANY) where the indepen- 555

dent variable is featured as a binary value following 556

max(A1, A2, ..., An). Table 8 showcases these re- 557

sults, showing that under (ANY), the model still 558

performs better than the baseline. However, uti- 559

lizing a predictor (see Appendix J) degrades the 560

performance massively below the baseline when 561

it comes to both precision@1 and recall@1, with 562

Toxic AGG + Pred being the only exception. 563

Through ablation, we show that even under non- 564

ideal conditions, including polarization as a feature 565

for toxicity detection and vice versa can be help- 566

ful. Moreover, it is plausible to create a predictor 567

for the independent variable, removing the need 568

for human labels. However, creating a predictor 569

through simple methods may not be adequate and 570

is a potential area for future work. 571
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Limitations572

Our work faces several limitations, some of which573

reflect broader challenges in the field while others574

are specific to our dataset.575

Low Inter-Coder Reliability for Polarization De-576

tection Our dataset exhibits a relatively low ICR577

for polarization tasks; even after maintaining a 1:3578

ratio of polar to non-polar texts, the ICR only in-579

creases to 0.39. Although this low score may partly580

be attributed to the inherent subjectivity of polar-581

ization judgments, as suggested by our "Wisdom of582

the Crowd" experiment, it also implies that the po-583

larization labels may be noisy. Despite this, Table584

3 showcase a moderate correlation between polar-585

ization and toxicity features exists, which proves586

beneficial in our cross-task experiments (Section587

5.3).588

Annotation Bias While our pool of 29 annotators589

is larger than that used in many non-crowdsourced590

toxicity datasets (Davidson et al., 2017; Moon et al.,591

2020; Hoang et al., 2023), Indonesia’s cultural and592

linguistic diversity means that this number may still593

be insufficient to capture all perspectives, poten-594

tially introducing bias into the annotations. Al-595

though the toxicity labels reached Gwet’s AC1596

scores comparable to other studies, the lower reli-597

ability for polarization suggests that additional or598

more diverse annotators could improve consistency.599

Lack of Comparable Datasets As the first600

dataset to label both toxicity and polarization in601

this context, our work lacks a comparative baseline.602

This novelty makes it impossible to benchmark our603

models against existing resources, as they simply604

do not exist. The development of similar datasets605

in the future will be essential for contextualizing606

and validating our results.607

Ethics Statement608

Balancing Risk and Benefit The creation of this609

dataset exposes annotators to potentially harmful610

texts. To avoid excessive mental strain, we inten-611

tionally extended the annotation duration to two612

and a half months. Individuals are preemptively613

warned and asked for consent during the initial614

recruitment process. Furthermore, annotators are615

permitted to quit the annotation process if they616

feel unable to proceed. We recognize the potential617

misuse of such datasets, which could include train-618

ing models to generate more toxic and polarizing619

text. Yet, it’s worth noting that even without these 620

datasets, it is alarmingly straightforward to train a 621

model to produce toxic content, as the source of 622

their training data, the internet, contain many of 623

such texts. This has been demonstrated by numer- 624

ous researchers who have attempted to reduce toxic 625

output or identify vulnerabilities in large language 626

models (refer to Gehman et al. (2020); Wen et al. 627

(2023)). On the other hand, the area of developing 628

models to detect and moderate toxicity and polariz- 629

ing texts, targeted at specific demographic groups is 630

still growing, with a notable lack of available data, 631

especially in Indonesia. Weighing these considera- 632

tions, we firmly believe that the potential benefits 633

of this type of dataset significantly outweigh the 634

possible misuse. 635

Coder’s Data Privacy In regards to coder’s data 636

privacy, we have ensures that all publicly avail- 637

able demographic information of each coder are 638

not personally identifiable. Even with all the infor- 639

mation combined, identifying any one of our 29 640

coders among the diverse 277 million populations 641

is improbable. 642

Responsible Use of the Dataset This dataset is 643

made available solely for advancing research in 644

detecting and moderating toxic and polarizing con- 645

tent, with a particular focus on Indonesian context. 646

Users are expected to handle the data with sensi- 647

tivity and ensure that any models or applications 648

built upon it do not inadvertently promote harmful 649

content or reinforce societal biases. The dataset 650

should not be employed for surveillance, profiling, 651

or any purpose that infringes on individual or com- 652

munity rights. Researchers and developers must 653

implement robust privacy safeguards and conduct 654

thorough impact assessments before deploying any 655

systems based on this data. Any redistribution or 656

modification of the dataset must preserve these eth- 657

ical guidelines, and users are encouraged to docu- 658

ment and share any additional measures taken to 659

ensure its responsible use. 660
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A Data Scraping and Preprocessing 962

A.1 Keywords Used for Scraping 963

cina, china, tionghoa, chinese, cokin, cindo, chindo, shia, syiah, syia, ahmadiyya, ahmadiyah, ahmadiya, 964

ahmadiyyah, transgender, queer, bisexual, bisex, gay, lesbian, lesbong, gangguan jiwa, gangguan mental, 965

lgbt, eljibiti, lgbtq+, lghdtv+, katolik, khatolik, kristen, kris10, kr1st3n, buta, tuli, bisu, budek, conge, 966

idiot, autis, orang gila, orgil, gila, gendut, cacat, odgj, zionis, israel, jewish, jew, yahudi, joo, anti-christ, 967

anti kristus, anti christ, netanyahu, setanyahu, bangsa pengecut, is ra hell, rohingya, pengungsi, imigran, 968

sakit jiwa, tuna netra, tuna rungu, sinting. 969

A.2 Keywords Used for Removing Spam Texts 970

#openBO, #partnerpasutri, #JudiOnline, Slot Gacor, #pijat[a-z]+, #gigolo[a-z]+, #pasutri[a-z]+, pijit 971

sensual, #sangekberat, #viralmesum, "privasi terjamin 100%", privasi 100%, ready open, ready partner, 972

ready pijat, ready sayang, #sangeberat, obat herbal, no minus, new produk 973

B Annotation Guidelines 974

B.1 Toxic Messages Definition 975

Toxic comments is a post, text, or comment that is harsh, impolite, or nonsensical, causing you to 976

become silent and unresponsive, or that is filled with hatred and aggression, provoking feelings of disgust, 977

anger, sadness, or humiliation, making you want to leave the discussion or give up sharing your opinion. 978

Profanity or Obscenity The message / sentence on social media posts contains offensive, indecent, 979

or inappropriate in a way that goes against accepted social norms. It often involves explicit or vulgar 980

language, graphic content, or inappropriate references. Essentially, it’s a message that is likely to be 981

considered offensive or objectionable by most people. 982

Threat / Incitement to Violence The message / sentence on social media posts conveys an intent to 983

cause harm, danger, or significant distress to an individual or a group. It often includes explicit or implicit 984

threats of violence, physical harm, intimidation, or any action that creates a sense of fear or apprehension. 985

Insults The message / sentence on social media posts contains offensive, disrespectful, or scornful 986

language with the intention of belittling, offending, or hurting the feelings. 987

Identity Attack The message / sentence on social media posts deliberately targets and undermines 988

a person’s sense of self, identity, or personal characteristics. This can include derogatory comments, or 989

harmful statements aimed at aspects such as one’s race, gender, sexual orientation, religion, appearance, 990

or other defining attributes. 991

Sexually Explicit The message / sentence on social media posts contains explicit and detailed 992

descriptions or discussions of sexual activities, body parts, or other related content. 993

B.2 Polarizing Messages Definition 994

Polarizing Messages is a post, text, or comment with purpose to promote conflict between two or more 995

groups of people, often by presenting a highly biased or extreme perspective on a particular topic. A 996

polarizing messages are designed to provoke strong reactions and attract individuals with similar beliefs, 997

while potentially alienating or opposing those with differing perspectives. 998

B.3 Manual Annotation 999

Table 9 shows the list of questions that was asked to annotators for the annotation tasks. 1000
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Annotation Form

Q1 Does this text appear to be random spam or lack context? • Yes
• No

Q2 Does this text related to Indonesian 2024 General Election? • Yes
• No

Q3 Does this text polarized? • Yes
• No

Q4
Does this text contain toxicity?
Note: Irrelevant toxicity or hate speech includes hate speech that is meant as a joke among friends or is
not considered hate speech by the recipient. Thus, it will be coded as "No".

• Yes
• No

Q5

What is the type of toxicity?
Note: Checkmark one or more types. Consider the following sentences as an example: “PDIP Pro-
vokasi Massa pendukungnya geruduk kediaman Anies” ("Political party PDIP incites their supporters
to storm Anies’ residence"). This headline should be coded as both threat and incitement to violence.

□ Insults
□ Threat
□ Profanity
□ Identity Attack
□ Sexually Explicit

Table 9: List of questions given to annotators for every text.

C Example of Toxic, Politically Polarizing, and Both1001

Toxic Polarizing Toxic and Polarizing
Ngibuuuulll ngiibuuulll Syiah di percaya mah 
bisa kelar dah... 😂
Foolssss foolssss trusting Syiah is just... 😂

Le klian setuju ga sama ada nya Rohingya di 
Indonesia, apa mreka msih ada di Aceh sampe 
skrang
Yo you guys agree with Rohingya in Indonesia, 
are they still in Aceh till now

Alkitab orng kristen Hanya sebuah karangn 
pendeta Nyata nya udah brtahun\" enggk 
hapal\" isi nya
The Christian bible is just a fake story, in reality 
its been years since pastors "can't remember" 
its content

lgbt adalah manusia paling pengecut yg pernah 
ada, bahkan dirinya sendiri tidak bisa 
menerima, aplg org lain melawan Tuhan
lgbt are the most coward human in existence, 
they themself can't accept, especially others 
that oppose God

Gara2 shopee china gak bisa jualan lg. Mau 
belin case hp bagus, murah dan unik susah
Because of shopee, china can't sell anything. 
Wanted to buy a good handphone case that's 
cheap and unique, and it is hard.

artis2 ga terkenal mah bodoamat, klo artis2 
sekaligus aktifis yg citrnya pinter tp dukung 
zionis ya mungkin aja lg pd lolong, but wait, im 
not racis
If its just non-popular influences then who cares, 
if they are also activists who seems smart but 
support zionist well they are currently being 
stupid, but wait, I'm not racist

Tapi Israel emang anjeeeengggg sih
But Israel is really such a dogggg

AHY DAN DEMOKRAT GERUDUK RUMAH 
ANIES BASWEDAN
AHY [leader of Indonesia's democratic party] 
AND DEMOCRATS RAIDED ANIES 
BASWEDAN'S HOME

Rakyat Jawa Barat merasa nyaman dengan 
sikap tegas Anies - Cak Imin [presidential 
candidate number 1] dalam menolak pengaruh 
LGBT yang dianggap bertentangan dengan 
norma masyarakat
West Java population feels comfortable with 
Anies - Cak Imin's harsh stance on rejecting 
LGBT influence who are thought to be against 
societal norms.

Temen gw ngaku b0tita biar dapat modusin 
cewek-cewek. Ternyata dia womanizer njir
My friend confess he claimed he's queer to 
scam girls. In reality, he's a womanizer mannn 

Muslim Indonesia dukung Ganjar yang tolak 
timnas Israel
Indonesian muslims supports Ganjar 
[presidential candidate number 3] who rejected 
Israel's national [soccer] team.

Yang pasti sih cawapresnya hasil pelanggaran 
berat sidang etik. Alias produk cacat 🤡
It is obvious that the vice presidential candidate 
is the result of a huge law ethic violation. 
Essentially defective product 🤡

Yang jual ODGJ (Orang Dengan Gen Jawa)
The seller is ODGJ [should be short for: 
"Person with mental instability"] (Person with 
Javanese Genetics)

Kristen, Hindu, Islam dapat perlakuan istimewa 
dari pak Anies Ncep ketar-ketir
Christian, Hindu, Islam all get special treatment 
from mr Anies, Ncep [Indonesian influencer] is 
panicking.

Rohingya imigran gelap, bukan pengungsi. 😡 
Rohingya imigran gelap, bukan pengungsi. 😡
Rohingya are illegal immigrants, not refugees. 
😡 Rohingya are illegal immigrants, not 
refugees. 😡

Figure 1: Samples of Toxic, Polarizing, alongside both Toxic and Polarizing texts.
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D Dataset Comparison 1002

Dataset Entry Language Toxic Polar Identity

Ours 28K Indonesian ✓ ✓ ✓

Davidson et al. (2017) 25K English ✓ ✗ ✗

Moon et al. (2020) 9K Korean ✓ ✗ ✓

Vorakitphan et al. (2020) 67Ka English ✗ ✓ ✗

Kumar et al. (2021) 107K English ✓ ✗ ✓

Sinno et al. (2022) 1Kp English ✗ ✓ ✗

Szwoch et al. (2022) 16ka Polish ✗ ✓ ✗

Hoang et al. (2023) 11K Vietnamese ✓ ✗ ✓

Lima et al. (2024) 6M* Brazilian Portuguese ✓ ✗ ✗

Table 10: Comparison of Datasets. Unless specified, entry counts are sentence/comment level. Superscript a and p

denotes "Article" and "Paragraphs" level data respectively. Lima et al. (2024) utilizes Perspective API (cjadams
et al., 2017) for automatic labeling.

E Notes on Agreement Score 1003

To establish a clearer understanding of what considered as a good ICR score, we conducted literature 1004

review on several sources. However, due to variations in measurement methods and to ensure a more 1005

robust comparison, we recalculated the ICR metric internally. However, some of the datasets only present 1006

the aggregated annotation, and as result, we are unable to compute some of the ICR scores for these 1007

datasets. Table 11 show us the comparison between our datasets and some other previous works, with 1008

additional information on the number of annotated texts and the number of toxicity label categories. 1009

n =

z2p(1−p)
e2

1 +
(
z2p(1−p)

e2N

)
Figure 2: This equation is used to calculate sample size n, where z represents the Z-score associated with the
confidence level, p is the probability of a positive label, e is the margin of error, and N is the population size.

While the number of texts in our datasets may seem relatively low compared to others, Equation in 1010

the Figure 2 shows that with a population of 42,846 texts, under the assumption that 20% of the scraped 1011

texts were toxic, and setting the 95% confidence level (α = 0.05) with a 5% margin error, we find that the 1012

minimum number of required samples to represent the population is 245 texts. This showcase that while 1013

relatively small, our sample size is statistically representative. 1014

Dataset details Gwet’s AC1 Fleiss Kappa

Waseem and Hovy (2016)
• #texts: 6,654
• categories: 2

0.78 0.57

Ours • #texts: 250
• categories: 2

0.61 -

Davidson et al. (2017)
• #texts: 22,807
• categories: 3

- 0.55

Haber et al. (2023)
• #texts: 15,000
• categories: 2

- 0.31

Kumar et al. (2021)
• #texts: 107,620
• categories: 2

0.27 0.26

Table 11: The distribution of text that annotated by one or more annotators.

15



F Dataset Properties1015

F.1 Annotation Statistics1016

Table 12 shows more fine-grained distribution on number of texts annotated by number of annotators.

#annotators #texts % of total

1 15,748 55.36
2 7,907 27.79
3 2,352 8.27
4 1,755 6.17
5 21 0.07
6 215 0.76
7 1 0.0

11 26 0.09
12 2 0.01
13 150 0.53
14 1 0.0
15 146 0.51
16 2 0.01
17 97 0.34
19 25 0.09

Table 12: The distribution of text that annotated by one or more annotators.
1017

F.2 Label Statistics1018

Table 13 shows more detailed toxicity and polarization label distribution under different aggregation setup,1019

while Table 14 and Table 15 respectively shows the statistics of labeled data for toxicity types and related1020

to election. Any aggregation is where an entry is labeled as positive if at least one annotator flags it, and1021

Consensus aggregation is where we only consider texts with 100% agreement of annotation.1022

#coder(s) aggregation setup Toxicity Polarization
#toxic #non-toxic Total #polarizing #non-polarizing Total

1 - 689 15,059 15,748 2,679 13,069 15,748

2+
Majority 1,467 9,394 10,861 1,132 8,847 9,969
Any 4,684 8,116 12,700 5,286 7,414 12,700
Consensus 726 8,116 8,842 664 7,414 8,078

Table 13: Number of toxic and polarizing texts based on several aggregation setup.

#coder(s) aggregation setup Toxicity Types
#insults #threat #profanity #identity-attack #sexually-explicit

1 - 326 63 105 318 6

2+
Majority 422 25 155 455 44
Any 2,593 1,029 1,158 2,201 241
Consensus 188 9 57 183 8

Table 14: Number of texts per toxic types based on several aggregation setup. Keep in mind that one texts can
contain multiple toxicity types.
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#coder(s) aggregation setup Related to Election
#related #not-related Total

1 - 922 14,826 15,748

2+
Majority 1,010 10,761 11,771
Any 2,403 10,297 12,700
Consensus 719 10,297 11,016

Table 15: Number of texts with "Related to Election" label based on several aggregation setups.

G Full Model Performance 1023

G.1 Baseline Experiment 1024

Metric IndoBERTweet NusaBERT Multi-e5 Llama3.1-8B Aya23-8B SeaLLMs-7B GPT-4o GPT-4o-mini
Toxicity Detection

Accuracy .844 ± .008 .841 ± .005 .834 ± .007 .646 .750 .512 .829 .819

Macro F1 .791 ± .011 .779 ± .006 .776 ± .011 .631 .429 .505 .776 .775

F1 (Class 0) .896 ± .006 .896 ± .004 .890 ± .005 .705 .857 .565 .885 .875

F1 (Class 1) .686 ± .019 .663 ± .009 .662 ± .018 .557 .000 .445 .668 .675

Precision (Class 1) .692 ± .022 .704 ± .018 .675 ± .015 .405 .000 .311 .649 .613

Recall (Class 1) .681 ± .037 .627 ± .013 .650 ± .028 .892 .000 .781 .688 .750

ROC AUC .790 ± .015 .769 ± .006 .773 ± .013 – – – – –
Precision-Recall AUC .551 ± .019 .534 ± .011 .527 ± .017 – – – – –

Polarization Detection
Accuracy .801 ± .009 .804 ± .010 .800 ± .009 .440 .750 .750 .555 .542

Macro F1 .731 ± .013 .732 ± .016 .735 ± .011 .440 .429 .411 .553 .540

F1 (Class 0) .869 ± .006 .870 ± .006 .866 ± .006 .422 .857 .423 .585 .571

F1 (Class 1) .593 ± .020 .593 ± .026 .604 ± .018 .457 .000 .399 .521 .508

Precision (Class 1) .608 ± .019 .615 ± .019 .597 ± .018 .302 .000 .268 .356 .347

Recall (Class 1) .579 ± .027 .574 ± .038 .612 ± .025 .942 .000 .781 .968 .946

ROC AUC .727 ± .014 .727 ± .018 .737 ± .012 – – – – –
Precision-Recall AUC .457 ± .017 .460 ± .022 .462 ± .016 – – – – –

Table 16: Combined model performance on toxicity and polarization detection. ROC AUC and Precision-Recall
AUC scores are not available for the LLMs.
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G.2 Featural Experiment1025

Metric Baseline Baseline (ANY) Single Coder Multiple Coders Multiple Coders (ANY)
Toxicity Detection

Accuracy .844 ± .008 .769 ± .012 .831 ± .006 .827 ± .014 .828 ± .010

Macro F1 .791 ± .011 .715 ± .011 .746 ± .016 .785 ± .014 .786 ± .009

F1 (Class 0) .896 ± .006 .839 ± .011 .893 ± .003 .880 ± .012 .880 ± .008

F1 (Class 1) .686 ± .019 .591 ± .017 .599 ± .028 .690 ± .019 .692 ± .012

Precision (Class 1) .692 ± .022 .532 ± .023 .736 ± .011 .628 ± .033 .627 ± .024

Recall (Class 1) .681 ± .037 .668 ± .042 .507 ± .041 .767 ± .034 .773 ± .036

ROC AUC .790 ± .015 .735 ± .014 .723 ± .018 .807 ± .013 .810 ± .011

Precision-Recall AUC .551 ± .019 .438 ± .015 .496 ± .019 .539 ± .023 .541 ± .014

Polarization Detection
Accuracy .801 ± .009 .792 ± .006 .796 ± .006 .787 ± .005 .767 ± .004

Macro F1 .731 ± .013 .736 ± .006 .736 ± .008 .674 ± .011 .706 ± .007

F1 (Class 0) .869 ± .006 .857 ± .006 .862 ± .004 .866 ± .003 .840 ± .004

F1 (Class 1) .593 ± .020 .614 ± .012 .610 ± .012 .481 ± .021 .572 ± .016

Precision (Class 1) .608 ± .019 .572 ± .013 .585 ± .012 .617 ± .019 .528 ± .008

Recall (Class 1) .579 ± .027 .664 ± .037 .637 ± .019 .395 ± .030 .625 ± .043

ROC AUC .727 ± .014 .749 ± .011 .743 ± .009 .657 ± .012 .719 ± .014

Precision-Recall AUC .457 ± .017 .464 ± .009 .463 ± .011 .395 ± .012 .424 ± .011

Table 17: Performance of IndoBERTweet variants on toxicity and polarization detection.

G.3 Demographical1026

G.3.1 IndoBERTweet1027

Model Accuracy Macro F1 F1 (Class 0) F1 (Class 1) Precision (Class 1) Recall (Class 1) ROC AUC PR AUC
Toxicity Detection

Age Group .803± .008 .774± .006 .855± .008 .692± .008 .692± .018 .693± .023 .774± .007 .578± .009

Baseline .680± .007 .405± .002 .809± .005 .000± .000 .000± .000 .000± .000 .500± .000 .320± .007

Disability .788± .011 .757± .008 .844± .011 .670± .008 .671± .025 .671± .027 .757± .008 .555± .010

Domicile .808± .007 .773± .008 .862± .006 .684± .015 .724± .020 .650± .040 .766± .013 .582± .005

Ethnicity .825± .008 .797± .011 .873± .006 .721± .018 .737± .020 .707± .036 .794± .013 .615± .017

Ethnicity-Domicile-Religion .832± .006 .806± .004 .877± .007 .735± .004 .744± .023 .728± .022 .805± .003 .628± .009

Gender .792± .008 .762± .005 .847± .009 .676± .009 .675± .021 .679± .029 .762± .006 .561± .010

LGBT .788± .010 .756± .008 .844± .010 .667± .011 .672± .021 .664± .032 .755± .009 .553± .009

Education .798± .008 .768± .006 .851± .009 .684± .011 .687± .021 .683± .034 .768± .008 .570± .010

President Vote Leaning .799± .008 .765± .005 .854± .008 .677± .008 .698± .019 .657± .026 .761± .006 .568± .007

Religion .796± .010 .766± .008 .850± .009 .682± .009 .682± .023 .683± .023 .766± .008 .567± .011

Employment Status .793± .010 .764± .006 .847± .011 .681± .005 .674± .026 .689± .025 .765± .004 .563± .011

Polarization Detection
Age Group .846± .005 .709± .004 .908± .004 .509± .008 .596± .025 .445± .008 .689± .003 .365± .015

Baseline .820± .010 .450± .003 .901± .006 .000± .000 .000± .000 .000± .000 .500± .000 .180± .010

Disability .836± .005 .687± .009 .903± .004 .472± .019 .562± .027 .407± .022 .669± .009 .336± .020

Domicile .850± .005 .716± .003 .911± .004 .522± .008 .612± .035 .457± .019 .696± .005 .377± .016

Ethnicity .857± .005 .738± .005 .915± .003 .561± .009 .632± .039 .506± .018 .721± .005 .408± .018

Ethnicity-Domicile-Religion .864± .004 .750± .008 .919± .003 .582± .016 .655± .040 .525± .019 .732± .007 .429± .024

Gender .838± .007 .695± .011 .904± .005 .487± .022 .566± .029 .429± .032 .678± .012 .346± .021

LGBT .837± .006 .684± .007 .904± .004 .465± .015 .569± .028 .393± .011 .664± .006 .333± .019

Education .844± .007 .707± .006 .907± .005 .507± .013 .588± .024 .448± .032 .689± .011 .362± .010

President Vote Leaning .847± .004 .708± .010 .909± .003 .506± .019 .602± .032 .437± .015 .687± .008 .365± .023

Religion .844± .006 .710± .006 .907± .004 .512± .009 .588± .027 .455± .022 .692± .008 .366± .012

Employment Status .836± .009 .689± .012 .902± .006 .476± .022 .559± .009 .416± .036 .672± .015 .338± .013

Table 18: Performance of IndoBERTweet demographic-aware models on toxicity and polarization detection.
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G.3.2 GPT-4o-mini 1028

Model Accuracy Macro F1 F1 (Class 0) F1 (Class 1) Precision (Class 1) Recall (Class 1)
Toxicity Detection

Age Group .804 .788 .846 .730 .710 .752

Baseline .806 .790 .847 .732 .712 .753

Disability .804 .789 .846 .731 .710 .754

Domicile .806 .791 .848 .734 .713 .756

Ethnicity .805 .789 .847 .731 .711 .753

Ethnicity-Domicile-Religion .807 .797 .841 .753 .687 .834

Gender .804 .789 .846 .731 .710 .754

LGBT .805 .790 .847 .732 .712 .754

Education .805 .790 .847 .732 .712 .753

President Vote Leaning .805 .790 .847 .732 .712 .754

Religion .804 .789 .846 .731 .711 .752

Employment Status .806 .790 .847 .733 .712 .755

Polarization Detection
Age Group .527 .527 .545 .509 .346 .967

Baseline .530 .530 .547 .513 .349 .968

Disability .529 .528 .546 .510 .346 .967

Domicile .534 .534 .551 .516 .352 .967

Ethnicity .535 .534 .552 .517 .352 .968

Ethnicity-Domicile-Religion .542 .540 .565 .516 .352 .962

Gender .529 .528 .546 .510 .346 .967

LGBT .535 .534 .551 .517 .353 .968

Education .531 .531 .548 .514 .350 .968

President Vote Leaning .528 .527 .545 .509 .346 .966

Religion .534 .534 .551 .517 .353 .968

Employment Status .529 .528 .546 .510 .346 .967

Table 19: Performance of GPT-4o-mini demographic-aware models on toxicity and polarization detection.
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G.4 Demographic + Featural1029

Model Accuracy Macro F1 F1 (Class 0) F1 (Class 1) Precision (Class 1) Recall (Class 1) ROC AUC PR AUC
Toxicity Detection

Base* .844± .008 .791± .011 .896± .006 .686± .019 .692± .022 .681± .037 .790± .015 .551± .019

Best-featural .872± .008 .828± .011 .915± .005 .741± .018 .749± .019 .735± .033 .826± .015 .617± .020

Best-demo only .832± .006 .806± .004 .877± .007 .735± .004 .744± .023 .728± .022 .805± .003 .628± .009

Age Group .818± .005 .790± .003 .867± .006 .714± .006 .720± .023 .710± .024 .790± .004 .604± .010

Baseline .680± .007 .405± .002 .809± .005 .000± .000 .000± .000 .000± .000 .500± .000 .320± .007

Disability .808± .007 .782± .002 .857± .009 .707± .008 .693± .030 .724± .041 .786± .006 .589± .008

Domicile .836± .006 .809± .006 .881± .007 .737± .012 .761± .034 .718± .048 .805± .012 .635± .005

Ethnicity .837± .007 .812± .007 .881± .006 .744± .010 .750± .020 .739± .018 .811± .006 .637± .015

Ethnicity-Domicile-Religion .850± .005 .827± .004 .890± .005 .765± .004 .768± .016 .762± .015 .827± .004 .661± .007

Gender .813± .006 .788± .005 .861± .007 .714± .009 .701± .026 .730± .033 .791± .006 .597± .012

LGBT .811± .010 .784± .008 .861± .009 .708± .008 .703± .022 .713± .019 .785± .008 .593± .011

Education .814± .008 .788± .006 .861± .009 .716± .004 .701± .027 .733± .024 .792± .003 .599± .012

President Vote Leaning .824± .006 .797± .006 .872± .006 .722± .009 .733± .021 .713± .022 .795± .006 .614± .012

Religion .815± .008 .790± .006 .862± .009 .717± .007 .704± .028 .733± .026 .793± .005 .601± .013

Employment Status .811± .008 .786± .007 .859± .009 .713± .012 .694± .024 .735± .042 .791± .011 .594± .010

Polarization Detection
IndoBERTweet .801± .009 .731± .013 .869± .006 .593± .020 .608± .019 .579± .027 .727± .014 .457± .017

Best-featural .820± .009 .757± .014 .881± .006 .633± .022 .645± .020 .622± .032 .754± .016 .496± .021

Best-demo only .864± .004 .750± .008 .919± .003 .582± .016 .655± .040 .525± .019 .732± .007 .429± .024

Age Group .818± .009 .760± .012 .877± .006 .643± .019 .656± .020 .632± .025 .757± .013 .510± .020

Baseline .739± .007 .425± .002 .850± .004 .000± .000 .000± .000 .000± .000 .500± .000 .261± .007

Disability .804± .009 .744± .016 .868± .006 .619± .027 .627± .019 .612± .038 .742± .019 .485± .025

Domicile .849± .008 .801± .011 .898± .006 .704± .017 .719± .014 .690± .026 .797± .012 .577± .018

Ethnicity .849± .009 .804± .010 .898± .007 .710± .013 .711± .018 .710± .020 .804± .010 .580± .015

Ethnicity-Domicile-Religion .871± .006 .830± .008 .913± .004 .748± .013 .759± .012 .738± .021 .827± .010 .628± .016

Gender .804± .010 .741± .014 .869± .007 .614± .024 .632± .017 .599± .044 .738± .018 .483± .020

LGBT .798± .006 .738± .013 .863± .004 .612± .024 .612± .009 .613± .043 .738± .018 .476± .021

Education .816± .008 .757± .015 .876± .005 .637± .027 .654± .011 .622± .048 .753± .020 .505± .023

President Vote Leaning .829± .006 .773± .009 .886± .004 .659± .015 .687± .002 .635± .028 .766± .012 .531± .013

Religion .829± .009 .771± .013 .886± .006 .655± .021 .692± .018 .623± .035 .762± .015 .529± .019

Employment Status .806± .008 .746± .014 .869± .005 .624± .024 .630± .020 .618± .040 .745± .017 .489± .022

Table 20: Performance of IndoBERTweet-based models on toxicity and polarization detection.
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H LLMs’ 2-Shot Setup Performance 1030

Toxicity Detection Performance

Model Macro F1 Toxic F1 Non-Toxic F1
0-shot 2-shot 0-shot 2-shot 0-shot 2-shot

GPT-4o-mini 0.674 0.651 0.456 0.439 0.891 0.863
Llama3.1-8B 0.511 0.483 0.280 0.262 0.742 0.704
SeaLLMs-7B 0.384 0.454 0.185 0.236 0.583 0.673
Aya23-8B 0.536 0.607 0.114 0.336 0.958 0.878

Table 21: Toxicity detection performance of LLMs in 0-shot and 2-shot setups. Bolded values highlight the better
performing setup (0-shot vs 2-shot) based on the specific metric.

Polarization Detection Performance

Model Macro F1 Polar F1 Non-Polar F1
0-shot 2-shot 0-shot 2-shot 0-shot 2-shot

GPT-4o-mini 0.536 0.609 0.450 0.512 0.621 0.706
Llama3.1-8B 0.370 0.485 0.306 0.357 0.434 0.613
SeaLLMs-7B 0.354 0.455 0.441 0.343 0.267 0.566
Aya23-8B 0.466 0.526 0.013 0.310 0.919 0.743

Table 22: Polarization detection performance of LLMs in 0-shot and 2-shot setups.

Using a much smaller data subset (see Table 2’s 2+ data count), we conducted a preliminary research. 1031

We show that for two of the highest performing LLMs (GPT-4o-mini and Llama3.1-8B), their performance 1032

degrades for toxicity detection (Table 21). Meanwhile, for polarization detection, their performance 1033

improves (Table 22). Due to this difference in behavior, we chose to prioritize the 0-shot setup instead. 1034
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I IndoBERTweet Input Setup and GPT-4o-mini Prompts List1035

Differing experiments require differing setup of the model’s input. For IndoBERTweet, we leverage1036

BERT’s pre-training schematic and utilize the [SEP] token, following Kumar et al. (2021)’s setup. For1037

GPT-4o-mini, we augment its input by pre-pending specific texts depending on the experiment. These1038

augmentations are available at Table 23.1039

Experiment IndoBERTweet GPT-4o-mini

Baseline {TEXT} "Answer only with [“toxic”/“polarizing”] or
[“not toxic”/“not polarizing”].
Is this Indonesian text [toxic/polarizing]?
“““
{TEXT}
“““

Featural Nilai rata-rata [toksisitas/polarisasi]: {VALUE}
[SEP] {TEXT}

"Answer only with [“toxic”/“polarizing”] or
[“not toxic”/“not polarizing”].
Is this Indonesian text with a [toxic-
ity/polarization] index (range of 0 to 1)
of {VALUE} [toxic/polarizing]?
“““
{TEXT}
“““

Demographical "Informasi Demografis:
{DEMOGRAPHIC_CLASS_1}: {DEMO-
GRAPHIC_VALUE_1}
...
{DEMOGRAPHIC_CLASS_n}: {DEMO-
GRAPHIC_VALUE_n} [SEP] {TEXT}

Answer only with [“toxic”/“polarizing”] or
[“not toxic”/“not polarizing”].
You are an Indonesian citizen with the follow-
ing demographic information:
{DEMOGRAPHIC_CLASS_1}: {DEMO-
GRAPHIC_VALUE_1}
...
{DEMOGRAPHIC_CLASS_n}: {DEMO-
GRAPHIC_VALUE_n}
Is this Indonesian text [toxic/polarizing]?
“““
{TEXT}
“““

Demographical and Fea-
tural

Informasi Demografis:
{DEMOGRAPHIC_CLASS_1}: {DEMO-
GRAPHIC_VALUE_1}
...
{DEMOGRAPHIC_CLASS_n}: {DEMO-
GRAPHIC_VALUE_n}
Nilai rata-rata [toksisitas/polarisasi]: {VALUE}
[SEP] {TEXT}

"Answer only with [“toxic”/“polarizing”] or
[“not toxic”/“not polarizing”].
You are an Indonesian citizen with the follow-
ing demographic information:
{DEMOGRAPHIC_CLASS_1}: {DEMO-
GRAPHIC_VALUE_1}
...
{DEMOGRAPHIC_CLASS_n}: {DEMO-
GRAPHIC_VALUE_n}
Is this Indonesian text with a [toxic-
ity/polarization] index (range of 0 to 1)
of {VALUE} [toxic/polarizing]?
“““
{TEXT}
“““

Table 23: Prompt templates for IndoBERTweet and GPT-4o-mini experiments.
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J Predictor Model Performance 1040

Performance of the predictor model on Section 6.4 visible on Table 24. AGG represents the independent 1041

variable as a value between [0, 1]; while ANY represents the independent variable as a binary value of 0 1042

or 1. Because of this, the predictor differs per setup, where on (AGG) the predictor is a regressor while on 1043

ANY it is a classifier. 1044

Toxicity Polarization
Metric (Agg) Pred (Any) Pred Metric (Agg) Pred (Any) Pred
MSE 0.109 — MSE 0.072 —
MAE 0.222 — MAE 0.163 —
F10 — 0.831 F10 — 0.907
F11 — 0.649 F11 — 0.504
ROC AUC — 0.736 ROC AUC — 0.691

Table 24: Comparison of (Agg) and (Any) Predictor models for Toxicity and Polarization tasks.

K GPT-4o’s Persona 1045

Table 25 and 26 present the highest ICR group score from each demographic. To compute the toxicity 1046

ICR score for a demographic group, we calculated the weighted average of Gwet’s AC1 scores for every 1047

pairwise combination between GPT-4o and annotators within respective group, using the volume of text 1048

in each pair as the weight. 1049

demographic group Toxicity ICR (avg)
Ethnicity Non-indigenous 0.751
Domicile Greater Jakarta 0.746
Religion Non-Islam 0.743
Disability Yes 0.734
Age Group Gen X 0.731
President Vote Leaning Candidate No. 2 0.724
Education Postgraduate Degree 0.715
Job Status Unemployed 0.707
Gender Female 0.694

Table 25: GPT-4o’s most highest ICR score for toxicity.

demographic group Polarized ICR (avg)
Domicile Javanese-Region 0.566
President Vote Leaning Unknown 0.408
Age Group Gen-X 0.182
Education Postgraduate Degree 0.108
Disability No 0.066
Ethnicity Indigenous 0.065
Job Status Students 0.061
Gender Female 0.059
Religion Islam 0.059

Table 26: GPT-4o’s most highest ICR score for toxicity.

23



L In-group vs Out-group Agreement Gap1050

index demographic group toxic_gwet toxic_gwet_diff polarize_gwet polarize_gwet_diff support
0 disability no .40 .37 .32 .46 26
1 disability yes .77 .37 .78 .46 3
2 general_domicile Non-Java .23 .25 .48 .16 6
3 general_domicile Greater Jakarta .59 .22 .50 .19 10
4 general_domicile Java Region .23 .22 .44 .03 2
5 age group Gen X .63 .21 .33 .00 3
6 ethnicity2 Non-Indigeneous .60 .20 .37 .05 4
7 ethnicity2 Indigeneous .40 .20 .32 .05 25
8 job status Unemployed .59 .18 .44 .13 3
9 president vote leaning 1 .59 .16 .43 .12 9

10 general_domicile Sumatera .56 .13 .43 .08 7
11 general_domicile Bandung .56 .13 .62 .28 4
12 religion2 Non-Islam .52 .11 .41 .12 9
13 religion2 Islam .41 .11 .29 .12 20
14 education Postgraduate Degree .51 .07 .44 .10 7
15 president vote leaning unknown .51 .07 .39 .05 3
16 president vote leaning 2 .50 .07 .39 .06 9
17 job status Students .41 .06 .29 .13 8
18 president vote leaning 3 .38 .06 .23 .15 8
19 gender F .44 .04 .25 .17 16
20 gender M .40 .04 .42 .17 13
21 job status Employed .44 .03 .39 .09 18
22 age group Gen Z .44 .02 .28 .14 12
23 age group Millennials .43 .02 .41 .13 14
24 education Bachelor/Diploma .43 .01 .41 .11 14
25 education Highschool Degree .45 .01 .29 .11 8

Table 27: Demographic Agreement Scores
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