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ABSTRACT
Decision-time planning (DTP) agents use significant amounts of
time and compute to search before taking an action. Such agents
have been instrumental in achieving strong performance in do-
mains like chess, go, and poker. Some DTP agents, like AlphaZero,
are trained via reinforcement learning. However, the learning objec-
tives that these agents optimize for do not typically include the cost
of using time and compute. Instead, algorithm designers control
the trade-off between performance and compute cost by tuning
coarse-grained hyperparameters or writing hardcoded heuristics.

In this work, we introduce Dynamic Thinker, which is a modi-
fication of an existing state-of-the-art tree-search agent, Thinker.
Dynamic Thinker is capable of optimizing its DTP behavior, under
objective functions which account for the cost of computation. We
design such objective functions for some toy environments, and
show that Dynamic Thinker outperforms Thinker and AlphaZero.

Qualitatively, we find that Dynamic Thinker performs well by
learning to use compute resources efficiently. We also highlight
Dynamic Thinker’s interesting emergent behavior, such as using
more search in the start of the episode in one environment, and
using more search near the end of the episode in another.

KEYWORDS
Reinforcement Learning, MCTS, Tree Search, Search, Decision-
Time Planning, System 2 Thinking, metareasoning, rational metar-
easoning

1 INTRODUCTION
Reinforcement learning (RL) is concerned with producing agents
that maximize some utility function. Typically, the utility of an
agent for some environment is defined as the expected return of
its policy – that is, the expected sum of discounted rewards that its
policy earns [37, 40].

However, the field of rational metareasoning [29] argues that the
utility of an agent can’t be described just in terms of the policy that
the agent implements, but is instead a function of the behavior of
the agent – namely, that the time and resource cost of computation
should be considered as part of the utility of the agent.

For example, it is easy to write a program that implements a
Nash equilibrium policy for chess: brute-force search of the entire
game tree will do the trick. However, such a program will be of no
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use to anyone, as it will take longer than the age of the universe to
decide on most of its moves.

Many reinforcement learning agents use an insignificant and
constant amount of compute per decision (e.g. by simply querying
a neural network one time) [22, 33], so optimizing for the return of
the agent’s policy is equivalent to optimizing for the behavior of
the agent with compute costs taken into account.

Alternatively, an agent can spend a non-trivial amount of time
and compute to decide on an action, a phase called decision-time
planning (DTP) [40]. A prominent example of this is the Alp-
haZero family of agents [32, 36]. DTP has indeed proven beneficial
in domains like chess, go [35], poker [5, 23], and mathematical
reasoning [10, 17, 25, 46].

When building these agents, our goal is that of limited rationality
from Russell and Wefald [29]: How can we optimize the behavior
of decision-making agents, under an objective function that ac-
counts for the cost of computation? In this paper, we specifically
focus on DTP agents that use lookahead search in deterministic
environments.

Broadly, there are two ways in which an algorithm designer can
control the behavior of a DTP agent: first, by directly programming
the computation of the agent, and second, by training parameters
that control the computation of the agent. Generally, allowing more
of the behavior to be controlled by learned parameters can result
in better agents [39].

With the advent of deep learning, more and more of DTP behav-
ior is controlled by learned parameters (neural network weights)
rather than hand-crafted heuristics [1, 4, 12, 13, 20, 25, 31, 32, 38, 41].

AlphaZero decides which nodes to traverse during search using
its action-selection heuristic (a hardcoded formula) [11], together
with a learned policy network and value network. It acts by taking
the action visited most often during its search phase, another hard-
coded rule. In the original description of AlphaZero, the agent
always used 800 steps of search during training, and 1/20th of the
remaining time budget at test-time [36].

The Thinker algorithm [7] replaces AlphaZero’s hardcoded rules
with learned behavior, parameterized by neural network weights
and trained through reinforcement learning.While Thinker achieves
state-of-the-art performance in environments where search is use-
ful, the number of states explored during search is still a hardcoded
hyperparameter. Thus, we are unable to automatically train Thinker
to find the optimal tradeoff between the better performance that
can be obtained by investing resources in decision-time planning
vs. its higher cost.

Our contributions are:



• We introduce Dynamic Thinker, by modifying Thinker
with an additional action, which lets it stop searching and
take a real action at any point.1

• We model the cost of compute in Dynamic Thinker’s re-
ward function, and train it via reinforcement learning on toy
knapsack environments.

• We demonstrate that Dynamic Thinker outperforms Thinker,
AlphaZero, and model-free RL in these settings, by using its
search efficiently.

• We demonstrate that Dynamic Thinker displays non-trivial
learned behavior, by using different amounts of search based
on the characteristics of the state and environment.

In this paper, we are strictly concerned with the utility of (includ-
ing computational cost of the behavior of) trained agents. Although
offline training costs are also important, they are not our focus.

Examples of compute resources include wall time, CPU cycles,
and energy consumption. For simplicity, in this paper we refer to
all resources used while planning as “compute.”

2 MODELING COMPUTE COSTS
In this section, we first present the typical formulation of MDPs and
policies. Then, we present a description of Thinker as a decision-
making agent in a metalevel MDP.

2.1 Traditional MDPs and Policies
When building an RL agent, we typically model the environment
as aMarkov decision process (MDP) or a variant thereof,2 and
we model the agent as a policy.

We write △(X) to denote the set of probability distributions over
an arbitrary (finite) set X.

An MDP is a tuple (S,A, 𝑃, 𝑅,𝛾, 𝜇) where S is a set of states, A
is a set of actions, 𝑃 : S × A → △(S) is a probabilistic transition
function, 𝑅 : S × A → R is a reward function, 𝛾 ∈ [0, 1] is a
discount factor, and 𝜇 is an distribution over initial states.

An MDP starts at time step 𝑡 = 0 with the agent in a state 𝑠0
randomly drawn from 𝜇. It then samples an action 𝑎0 from 𝜋 (𝑠0).
The environment then draws a new state 𝑠1 from 𝑃 (𝑠0, 𝑎0), and the
agent receives reward 𝑟1 = 𝑅(𝑠0, 𝑎0). This process then repeats.

A policy 𝜋 : S → △(A) is a function that maps each state to
a distribution over actions. Every policy 𝜋 in an MDP induces an
expected discounted return E

[∑∞
𝑡=0 𝛾

𝑡𝑟𝑡 | 𝜋
]
. An optimal policy is

one that maximizes this return.
Wemake an important distinction between computational agents

(which we refer to in this paper as agents) and policies. A com-
putational agent is a computer program that implements a policy.
These programs take a state as input, perform computation, and
output an action.

1We use the term dynamic as it was introduced for checkers/chess in Markovitch and
Sella [21]: Compute usage can be static (amount of compute per decision is determined
before the episode begins), semi-dynamic (amount of compute for a given decision is
determined before planning for that decision), or dynamic (amount of compute may
be conditional on the state of the planning process itself).
2Other variants of the MDP include the partially observable MDP (POMDP), the Decen-
tralized POMDP (Dec-POMDP), the Markov game [34], and the factored-observation
stochastic game [18].

Figure 1: Overview of Dynamic Thinker. Step 5 is unique to
Dynamic Thinker. The other steps describe both Thinker
and Dynamic Thinker.
1. The planning agent starts planning at the current game
state, which becomes the root of the search tree.
2. To plan, the agent takes virtual search actions to explore
the search tree, conditioned on the search state.
3. At any time during the search, the agent can return to the
root node to explore another branch of the tree.
4. The virtual search is informative, because the agent ex-
plores states to determine the best action.
5. Dynamic Thinker can take a stop search action, which it
chooses when using additional compute provides little mar-
ginal benefit.
6. When the virtual search ends, the agent takes a real ac-
tion conditioned on the search tree explored during virtual
search.

A typical policy doesn’t model an agent’s decision-making time.
A policy is an excellent model for the types of agents that are typi-
cally studied in RL, namely “fast” agents that do not use significant
amounts of time or compute to make decisions. For instance, RL
agents may simply query a policy table or a Q-value table (or their
respective neural network counterparts). Then, they return either
the result of the query, or the result of extremely simple computa-
tion on the results, such as taking the argmax. This process takes a
small, constant amount of time.



Now, consider a hypothesis class of agents in which some agents
use more compute than others to make decisions. We call such
hypothesis classes compute-varying. Two agents 𝜋 and 𝜌 may
implement the same compute-independent policy; that is, they may
choose the same actions at all states. However, they may also reach
these decisions using different amounts of compute. If 𝜌 takes 1
year of computation to reach each decision while 𝜋 only takes 1
second, 𝜋 is likely preferable. Thus, policies are insufficient models
of agents when our hypothesis class is compute-varying.

When building a search agent, such as AlphaZero for chess,
the hypothesis class is typically compute-varying: the amount of
search used at each state can be tuned. To date, engineers have
largely controlled this by designing hand-crafted heuristics and
setting hyperparameters [2]. However, as search algorithms are
becoming increasingly general and governed by learned parameters,
it seems reasonable to also incorporate learned parameters that
dictate search time, and cost functions that evaluate resource usage.
Agents would then learn the right balance between the benefits of
resource use vs. its costs.

2.2 Thinker Augmented MDP
Thankfully, we can still model the problem as an MDP – one in
which the state represents not only the state of the environment,
but also the state of the internal computation of the agent, in which
actions represent performing computation, and rewards include
the cost of compute. Then, we train a “fast” RL agent to maximize
returns in the MDP. This is referred to in metareasoning as a met-
alevel MDP [6, 29]

Luckily, Thinker [7] is already described in this way – termed
an augmented MDP – but without a cost of compute3.

Thinker is a tree search algorithm that is heavily controlled by
learned parameters. Because of its ability to learn parameters that
are hardcoded in other tree search algorithms, it can be thought of
as a generalized version of other algorithms like AlphaZero.

In Thinker, the search tree is considered external to the agent. An
MDP is transformed into an augmented MDP, in which the agent
can not only take actions in the original MDP, but it can also take
actions to explore nodes in the search tree, which we call planning
actions. Both types of actions are chosen conditionally on the state
of the current search tree.

We refer to the agent in the augmented MDP as the internal
agent. We refer to the induced agent in the original MDP as the
holistic agent. The internal agent itself is “fast”, yet by acting in its
search-tree environment, it performs planning. That is, the internal
agent uses a small, fixed amount of compute resources per decision,
yet it spends a large amount of compute between real actions in the
real environment (i.e., by taking multiple planning actions before
taking a real action). This formulation of planning is elegant and
biologically plausible [16].

We denote an Augmented MDP as

M𝑎𝑢𝑔 = (S𝑎𝑢𝑔,A𝑎𝑢𝑔, 𝑃𝑎𝑢𝑔, 𝑅𝑎𝑢𝑔, 𝛾𝑎𝑢𝑔, 𝜇𝑎𝑢𝑔) .

3Although in environments where rewards are non-negative, the discount factor
imposes a cost of compute.

An Augmented MDP is transformed from a base MDP asM𝑎𝑢𝑔 =

𝑓 (M, 𝜃𝑉 , 𝜃𝑃 ), whereM is the base MDP, 𝜃𝑉 are the parameters of
a value network, and 𝜃𝑃 are the parameters of a policy network.

• S𝑎𝑢𝑔: Each state (𝑠,𝑇 ) ∈ S𝑎𝑢𝑔 is composed of a real MDP
state 𝑠 ∈ S, and the internal state of a search tree, denoted
𝑇 .

• A𝑎𝑢𝑔 : There are two kinds of actions in the augmented MDP:
A𝑎𝑢𝑔 = A ∪A′. The set A is the set of real MDP actions,
and the set A′ is the set of planning actions. An planning
action can be thought of as traversing the search tree.

• 𝑃𝑎𝑢𝑔 and 𝑅𝑎𝑢𝑔: After the Internal Agent takes an planning
action 𝑎 ∈ A′ at a state (𝑠,𝑇 ), the environment transitions
to a new state (𝑠,𝑇 ′) and receives 0 reward4, where 𝑇 ′ =

𝑡𝑟𝑎𝑣𝑒𝑟𝑠𝑒 (𝑇, 𝑎). After the Internal Agent takes a real action
𝑎 ∈ A at a state (𝑠,𝑇 ), the environment transitions to a
new state (𝑠′,𝑇0) and receives reward 𝑟 , where 𝑠′ = 𝑃 (𝑠, 𝑎),
𝑟 = 𝑅(𝑠), and 𝑇0 is an empty search tree.

• 𝛾𝑎𝑢𝑔 may be kept equal to 𝛾 or rescaled.
• 𝜇𝑎𝑢𝑔 ((𝑠,𝑇0)) = 𝜇 (𝑠), where 𝜇𝑎𝑢𝑔 ((𝑠,𝑇0)) is the probability
of (𝑠,𝑇0) under 𝜇𝑎𝑢𝑔 , and 𝜇 (𝑠) is the probability of 𝑠 under
𝜇. 𝜇𝑎𝑢𝑔 ((𝑠,𝑇 )) = 0, where 𝑇 ≠ 𝑇0.

A search tree node is a tuple (𝑠, 𝑣, 𝑝,𝑢, 𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛), where
• 𝑠 ∈ S is the state represented by the node,
• 𝑣 is the value of 𝑠 according to 𝜃𝑉𝑃 (called the base value of
𝑠),

• 𝑝 is the policy at 𝑠 according to 𝜃𝑉𝑃 (called the base policy
of 𝑠),

• 𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛 is an array, where 𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛[𝑖] points to the search
tree node corresponding to the state 𝑠′ = 𝑃 (𝑠, 𝑎𝑖 ),

• 𝑢, called hints, contains statistics such as the mean and max
base value of all visited descendant nodes, the number of
times the node has been visited, etc.

A search tree𝑇 is composed of a rooted tree of search tree nodes,
and the node that the agent is currently at.

At a state (𝑠,𝑇0), the Internal Agent is at the root node of the tree,
which corresponds to the real state 𝑠 . Taking the action 𝑎′

𝑖
∈ A′,

results in 𝑇 ′ = 𝑡𝑟𝑎𝑣𝑒𝑟𝑠𝑒 (𝑇, 𝑎′
𝑖
), and corresponds to descending the

tree by moving to 𝑇0.children[𝑎𝑖 ]. If the node is not already in
the tree, it is created, by calling the simulator to get 𝑠′ = 𝑃 (𝑠, 𝑎),
running the value network and policy network to produce 𝑣 ′ and 𝑝′,
and initializing 𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛′ and 𝑢′. The node (𝑠′, 𝑣 ′, 𝑝′, 𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛′, 𝑢′)
is then added to the tree, and the hints of all ancestor nodes are
updated. The Internal Agent also has the option to take the “reset”
action 𝑎′∗ ∈ A′ which moves it back to the root node.

As a succinct summarization of the tree, the Internal Agent
observes the search tree node it is currently at, and of the root
node.

A Thinker agent thus plans and acts using the following algo-
rithm:

(1) We observe the initial MDP state 𝑠0. Initialize an augmented
MDP state (𝑠,𝑇 ) := (𝑠0,𝑇0)

(2) query the Internal Agent for its search action 𝑎, conditioned
on the observation of (𝑠,𝑇 )

4In practice, we design rewards to shape the agent to search well, but they are only
for shaping and are decayed to 0 over the course of training.



(3) if 𝑎 is a planning action, then update the augmented MDP
state by traversing and updating the search tree (𝑇 = 𝑡𝑟𝑎𝑣𝑒𝑟𝑠𝑒 (𝑇, 𝑎)).
Repeat from Step 2.

(4) otherwise, 𝑎 is a real action, so take action 𝑎 in the real
environment. This will lead to a new real state 𝑠′, so we
transition the augmented MDP state to (𝑠′,𝑇0). Repeat from
Step 2.

2.3 Compute Costs
We can model the cost of compute as a constant penalty for each
planning step taken. That is, when the agent takes a planning action
𝑎 ∈ A′, the agent receives reward 𝜆.

We’ll call the rewards (returns) without the penalty compute-
independent rewards (returns), and the rewards (returns) includ-
ing the penalty the compute-dependent rewards (returns).

We can also model AlphaZero using the augmented MDP, and
calculate its compute-dependent returns.

3 DYNAMIC THINKER
Thinker uses a fixed number of planning actions before it takes a
real action. The number of planning actions, denoted 𝑘 , is a hyper-
parameter.

We instead modify Thinker so that its internal agent has an extra
action in its action space: “finish search.” If this action is taken, then
the agent’s next action is a real action. We call this modified algo-
rithm Dynamic Thinker. We will refer to the original, unmodified
Thinker algorithm as Fixed-𝑘 Thinker.

Formally, fixed Thinker must take a real action 𝑎 ∈ A on every
step 𝑖 where 𝑖 ≡ 0 mod 𝑘 , and must take a planning action 𝑎 ∈ A′

otherwise. Dynamic Thinker can use any action 𝑎 ∈ A𝑎𝑢𝑔 at any
step.

Since Dynamic Thinker can use a variable number of planning
actions for each real action, the set of possible holistic agents is
a compute-varying hypothesis class. Further, the optimization of
the holistic agent can then naturally be performed through deep
reinforcement learning, by simply training the internal agent to
maximize compute-dependent rewards. Importantly, it is dynamic:
it does not need to pre-allocate the amount of compute used for
planning, but can make decisions (such as finishing search) during
search itself.

4 EXPERIMENTS
We have argued that our objective function should contain a cost
for compute usage. However, for this idea to be of practical use,
we must be able to train compute-varying hypothesis classes of
agents. Towards this end, we implemented Dynamic Thinker and
trained it on a variety of environments and compute costs. We
implemented Dynamic Thinker by modifying Thinker using its
open-source code [7].

Although modifying Thinker into Dynamic Thinker is a small
change, one may be afraid that it causes learning to be much harder.
Fortunately, our experiments show that Dynamic Thinker is able
to learn well in small knapsack environments: It not only matches
the best baseline in terms of compute-dependent returns for each
penalty, but it also outperforms it in some cases (showing that
there is benefit to dynamically spending compute). Unexpectedly,

in some environments, with certain search penalties, Dynamic
Thinker also outperforms the best baselines in terms of the raw,
compute-independent returns. These positive results motivate the
continued investigation of learned, dynamic DTP agents.

4.1 Knapsack Environments
We performed experiments on three different versions of the classic
knapsack problem. In the problem, you are given a set of 𝑁 items
and their respective weights 𝑤𝑖 ∈ N and values 𝑣𝑖 ∈ N, as well
as a knapsack that can carry up to 𝑀 pounds, and your goal is
to pick some subset of the items with maximum total value, with
the constraint that the sum of the weights does not exceed the
knapsack’s capacity. In our environments, we use𝑀=20 and 𝑁=9.

We formulate the problem as a sequential decision-making prob-
lem by defining an MDP where the agent picks items to add to the
knapsack sequentially. The agent starts with an empty knapsack,
and at each state, can pick one item to add to the knapsack. An
episode terminates when no further items can be added to the knap-
sack. The agent receives a reward of 𝑣𝑖 when it adds item 𝑖 to the
knapsack. If the selected item is illegal (either it has already been
used, or it would exceed the capacity of the knapsack), then the
agent receives a negative reward and the episode continues. These
rewards are normalized by dividing by the maximum achievable
total weight for the instance, so that the optimal policy will receive
a cumulative reward of 1.

In these experiments, we choose the number of internal agent
actions (both search tree traversals and real actions) as our unit of
compute. We model planning cost as a constant negative reward
for each internal agent action. Each time the internal agent takes
an action—that is, it traverses a node in its search tree, or it decides
on a real action—it incurs a 𝜆 reward.

The three versions are:
• Knapsack: Standard environment.
• Knapsack Bonus (1) for Optimal Solve: On the last step of
the episode, if the agent has achieved an optimal knapsack
value, then it receives an additional reward of 1.

• Knapsack Bonus (2) for Optimal Solve: Same as above, but
with a reward of 2.

Formal Environment Description: Let I be the set of items
and let𝑤𝑖 be the reward for legally adding item 𝑖 to the knapsack.
We model the knapsack problem as an MDP:

• The state space S = 2I is the set of all possible sets of items
in the knapsack.

• The action space A = I includes an action for adding each
item to the knapsack.

• At a state 𝑆 and action 𝑖 , the transition function places item
𝑖 into the knapsack, if the item can be legally added: 𝑆 ∪ {𝑖}.
Otherwise, the knapsack is unchanged: 𝑆 .

• The reward function returns𝑤𝑖 if item 𝑖 can be legally placed
into the knapsack, or 𝑐 if 𝑖 is illegal.

We model the cost of compute as a penalty of 𝜆 added to the
reward of the metalevel MDP for each planning step taken.

We do not sort the items in the representation, and illegal actions
are penalized, not masked. These difficulties mean that learning an
optimal policy for this environment is not trivial, despite its small
size. Learned tree search can be very useful: an agent can easily



Figure 2: Compute-dependent returns during training on Knapsack Bonus (1) environment, when each agent receives a penalty
of 𝜆 = −0.002 for each search step they use. The y-axis shows the cumulative compute-dependent rewards (R) per episode. The
colored lines are Fixed-𝑘 Thinker, where the agent is forced to use 𝑘 steps of search for each real step. Dynamic Thinker learns
to outperform Fixed-𝑘 Thinker for any 𝑘 .

learn to use even 1-step lookahead to avoid illegal actions. However,
doing more search is not always useful: for example, if search finds
a set of items that results in maximum capacity (10) by taking the
items with highest value-to-weight ratio, then no further search is
necessary.

Setup:We trained Dynamic Thinker on each environment, with
penalties ranging from 0 to −0.008 per search step. We run all
methods for 6.4 million real steps. We used 1 GPU and 10 to 12 CPUs
for training. We compare Dynamic Thinker with the following
baselines:

(1) Unmodified, Fixed-𝑘 Thinker with search length per step set
to 𝑘 ∈ {3, 4, 6, 9, 13, 19}.

(2) AlphaZero-styleMonte Carlo tree searchwith various amounts
of fixed search per decision (𝑘 ∈ {12, 25, 50}).

(3) Model-free actor-critic RL agent (IMPALA) (𝑘 = 1) (this is
the same actor-critic algorithm as the internal agent).

Although we don’t vary the search penalty of the baselines5, we
can calculate what its compute-dependent returns would be for
any value of 𝜆 by subtracting 𝑁𝑘𝜆 from the compute-independent
returns, where 𝑁 is the number of real steps in the episode.

Results: Table 1 shows the performance of Dynamic Thinker
compared to Fixed-𝑘 Thinker on each environment and penalty. For
each environment and penalty, we calculate the compute-dependent
returns of Fixed-𝑘 Thinker for that penalty for each 𝑘 , and pick the
𝑘 with the highest compute-dependent returns, as the best baseline.
We note the compute-dependent returns (Best Thinker Score) and
the value of 𝑘 (Best Thinker Search Length) in the table. All values

5Different penalty values shouldn’t affect the baselines, since they use a fixed amount
of search. Only when the penalty is extremely high would a baseline’s behavior change,
since it could benefit from ending episodes as early as possible to avoid additional
search. For these experiments, we use a penalty of 0.001 for the baselines, although a
penalty of 0 yields the same results.

are averaged over multiple runs. We indicate superior performance
in the table by bolding the value.

We note that Dynamic Thinker outperforms Fixed-𝑘 Thinker
in many scenarios. In the Knapsack environment, Dynamic Thinker
achievesmore compute-dependent returns than any Fixed-𝑘 Thinker,
for all tested search penalties. In Knapsack Bonus (1), Dynamic
Thinker achieves more compute-dependent returns than any Fixed-
𝑘 Thinker, for all search penalties except the very large 0.008, where
it performs very little search and achieves very low returns. In
Knapsack Bonus (2), Dynamic Thinker outperforms all Fixed-𝑘
Thinker when the penalty is moderate, but it underperforms when
the penalty is very small or very large.

Figure 2 shows the training curves corresponding to one row
of the table (Knapsack Bonus (1), 𝜆 = 0.002). In this environment,
among all Fixed-𝑘 Thinker agents, 𝑘 = 13 makes the most optimal
trade-off between raw returns and amount of search. Ideally, we
would like Dynamic Thinker to match this performance automati-
cally via training, without having to choose a hyperparameter like
𝑘 . As the figure shows, Dynamic Thinker not only matches this
performance, it significantly exceeds it.

Figure 3 plots raw (compute-independent) performance on the
y-axis and average amount of compute on the x-axis for Dynamic
Thinker and Fixed-𝑘 Thinker. (Additional baselines are shown in
Figure 4.) Each Fixed-𝑘 Thinker run is an orange dot, and each
Dynamic Thinker run is a colored star. As the value of 𝑘 increases
for Fixed-𝑘 Thinker, we observe that raw performance increases,
forming a Pareto curve of the compute/returns trade-off (orange
line). If a Dynamic Thinker run is up and to the left of the Pareto
curve, then it is using less compute to achieve at least the same raw
performance as some Fixed-𝑘 Thinker, and it is achieving higher
performance using at most the same compute as some Fixed-𝑘
Thinker run.



(a) Knapsack

(b) Knapsack Bonus (1)

(c) Knapsack Bonus (2)

Figure 3: Raw (Compute-Independent) Returns plotted
against Compute (Number of Planning Steps per Real Step)
for Fixed and Dynamic Thinker

Search
Penalty

𝜆

Dynamic
Thinker
Returns
(Ours)

Best
Thinker
Returns

Dynamic
Thinker
Search
Length

Best
Thinker
Search
Length

Knapsack
-0.0001 0.981 0.962 7.9 19
-0.00025 0.971 0.956 5.7 9
-0.0005 0.960 0.948 4.5 9
-0.001 0.954 0.932 3.4 9
-0.0015 0.944 0.916 3.2 9
-0.002 0.933 0.900 3.0 9

Knapsack Bonus (1)
0 1.938 1.933 7.2 13

-0.00025 1.936 1.921 7.4 13
-0.0005 1.930 1.909 7.1 13
-0.001 1.921 1.886 7.2 13
-0.0015 1.909 1.862 6.9 13
-0.002 1.899 1.839 6.9 13
-0.004 1.767 1.745 7.3 13
-0.008 1.212 1.600 3.8 9

Knapsack Bonus (2)
0 2.672 2.767 19.8 19

-0.0001 2.718 2.760 17.1 19
-0.00025 2.717 2.749 19.5 19
-0.0005 2.789 2.731 9.8 19
-0.001 2.731 2.696 14.0 19
-0.0015 2.768 2.669 8.7 13
-0.002 2.710 2.643 8.8 13
-0.004 2.611 2.538 7.9 13
-0.008 2.108 2.389 7.3 9

Table 1: Experimental Results. For each row, Best Thinker is
the Fixed-𝑘 Thinker with highest average returns. All values
are averages over multiple runs.

We would expect that by decreasing 𝜆, the amount of planning
increases and the raw performance of Dynamic Thinker increases.
In the Knapsack environment, this is true, and the Dynamic Thinker
runs form their own Pareto curve. However, in the environments
with bonuses for optimal solves, Dynamic Thinker tends to con-
verge to a certain amount of planning steps, unless the penalty is set
to a very high or very low amount. Surprisingly, when the penalty is
set very low in these settings, Dynamic Thinker will perform more
search, but its raw performance will decrease. This suggests that
the search behavior that Dynamic Thinker converges to otherwise
is close to optimal. Indeed, we unexpectedly observe that Dynamic
Thinker achieves higher raw returns for these penalty values than
even the best Fixed-𝑘 Thinker.

4.2 Qualitative Observations
So far, we have seen that Dynamic Thinker can outperform Fixed-
𝑘 Thinker, achieving greater compute-dependent returns by effi-
ciently trading off between raw returns and amount of compute. In



(a) Knapsack

(b) Knapsack Bonus (1)

(c) Knapsack Bonus (2)

Figure 4: Raw (Compute-Independent) Returns plotted
against Compute (Number of Planning Steps per Real Step)
for all methods

this section, we seek to gain some insight into how it does this, by
examining its behavior.

Figure 5 shows how the amount of search performed changes
over the course of an episode. Note that the episodes are variable
length but often end after just 3 or 4 steps. Note that the search
behavior is drastically different between Figure 5a and Figure 5b.
This suggests that Dynamic Thinker does not just happen to use
compute well, but that it learns how to use compute well in different
environments. Specifically, in Knapsack with 𝜆 = −0.0005, Dynamic
Thinker learns to perform no search on the first step, and to use
more as the episode progresses. On the other hand, in the Knapsack
Bonus (2) environment, one misstep on the first action can preclude
the agent from earning the important bonus, so it often performs
the maximum amount of search (20 steps) on the first step and
performs less as the episode continues, since it may have already
found the optimal solution.

(a) Knapsack, 𝜆 = 0.0005

(b) Knapsack Bonus (2), 𝜆 = 0.0015

Figure 5: Heat map and mean of search steps plotted as a
function of step number.

Figure 6 shows the amount of search used as the agent gets
closer to the end of the episode. As before, note that in Knapsack
Bonus (2), where getting a precise answer is important, the agent
often performs the maximum amount of search. However, there is
a general trend of using less search towards the end of the episode.
This is expected, since when the episode end is imminent, the agent
should be confident in its next few actions, especially if it has already
searched and found the optimal solution. However, in Knapsack, the
agent performs more search as the episode end nears. Perhaps this
is because the remaining optimization problem becomes tractable
near the end of an episode, as the number of possible actions shrinks
significantly, and so each marginal search step yields significant
gains. Regardless, it is clear that Dynamic Thinker learns behavior
more complex than just using a fixed amount of search in each
step, and that it is capable of learning drastically different search
behavior for different environments.

5 RELATEDWORKS
The mismatch in RL between MDPs and the time-dependent real
world has been noted before[27, 29, 42, 43]. In addition, any re-
searcher of decision-time planning algorithms knows that compute



(a) Knapsack, 𝜆 = 0.0005

(b) Knapsack Bonus (2), 𝜆 = 0.0015

Figure 6: Heat map and mean of search steps plotted as a
function of step number until the end.

costs matter, at least implicitly. However, the aspect in which search
algorithms use more or less time to search is typically (A) controlled
by hand-crafted heuristics, not learned parameters or (B) simplistic
and either static or semi-dynamic, not dynamic.

Other metareasoning techniques have been developed that use
deep learning andMDPs [6, 30], and that concern lookahead search [24,
29], but generally do not condition neural-network-controlled search
behavior on rich search-tree information. There has been existing
research on dynamic versions of AlphaZero, such as Ye et al. [45].

In this paper, we base our experiments and discussions on the
existing search algorithm Thinker [7]. MCTSNets [13] are similar to
Thinker and could potentially be modified in the same way, but did
not result in empirical state-of-the-art performance. Imagination-
based Planner [26] is similar to Thinker, and includes a penalty for
computation (termed a resource cost), but also did not result in
state-of-the-art performance.

Many previous works have explored using less compute by train-
ing neural nets: [3, 14, 15]. In particular, Rosenberg et al. [28] ex-
plores adaptively learning a horizon length for planning, and Lan
et al. [19] learns a dynamic stopping strategy.

Simple, extremely general algorithms such as DRC [9, 12] or
autoregressive large language models (LLMs) [25, 44] could also be

modified into dynamic, learned DTP agents. Research on LLMs[8,
20] are similar to this work, in that they seek to use inference-time
compute efficiently. However, they either do not rigorously define
a goal or utility to maximize[20], or they use a more complex, hand-
coded system to allocate compute, instead of allowing an RL agent
to learn when and where to use marginal compute by itself [8].

6 CONCLUSION
In this work, we addressed the critical but often overlooked issue
that decision-time planning comes with real computational costs
that should be factored into an agent’s objective function. We in-
troduced Dynamic Thinker, which extends the Thinker algorithm
by allowing the agent to adaptively control how much search it
performs at decision time, based on the specific context of each
decision.

Our key contributions include:

(1) Modifying Thinker to create Dynamic Thinker, enabling
learned, dynamic control of search depth through the addi-
tion of a "stop search" action.

(2) Demonstrating that Dynamic Thinker outperforms Thinker
and AlphaZero in knapsack environments when optimizing
for an objective that accounts for computational costs.

(3) Showing that Dynamic Thinker learns interesting emergent
behaviors, such as varying its search depth based on the stage
of the episode and the characteristics of the environment.

These results demonstrate that incorporating compute costs into
the reward function leads to more efficient agents that can make
reasonable trade-offs between performance and compute usage.
Dynamic Thinker learns to search more when the marginal benefit
of search is high, and less when further search provides diminishing
returns or when the outcome is already determined. Our work
represents a step toward the goal of limited rationality in RL agents:
optimizing the behavior of decision-making agents under objective
functions that account for the cost of computation. By making the
cost of computation explicit in the objective function and allowing
agents to learn how to manage this cost, we can develop more
efficient and practical RL systems for real-world applications.
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