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ABSTRACT

Speech inherently contains rich acoustic information that extends far beyond the
textual language. In real-world spoken communication, effective interpretation
often requires integrating semantic meaning (e.g., content), paralinguistic features
(e.g., emotions, speed, pitch) and phonological characteristics (e.g., prosody, into-
nation, rhythm), which are embedded in speech. While recent multimodal Speech
Large Language Models (SpeechLLMs) have demonstrated remarkable capabili-
ties in processing audio, their ability to perform fine-grained perception and com-
plex reasoning in natural speech remains largely unexplored. To address this gap,
we introduce MMSU, a comprehensive benchmark designed specifically for un-
derstanding and reasoning in speech. MMSU comprises 5,000 meticulously cu-
rated audio-question-answer triplets across 47 distinct tasks. Notably, linguistic
theory forms the foundation of speech language understanding (SLU), yet exist-
ing benchmarks have paid insufficient attention to this fundamental aspect and fail
to capture the broader linguistic picture. To ground our benchmark in linguistic
principles, we systematically incorporate a wide range of linguistic phenomena,
including phonetics, prosody, rhetoric, syntactics, semantics, and paralinguistics.
Through a rigorous evaluation of 22 advanced SpeechLLMs, we identify substan-
tial room for improvement in existing models. MMSU establishes a new standard
for comprehensive assessment of SLLU, providing valuable insights for develop-
ing more sophisticated human-AI speech interaction systems.

1 INTRODUCTION

Recent advancements in Speech Large Language Models (SpeechLLMs) (Ji et al., 2024; Arora et al.,
2025; Chu et al., 2024; Zhang et al., 2023; Ghosh et al., 2025) have attracted significant attention in
the field of multimodal large models (Yin et al., 2024; Caffagni et al., 2024; Fu et al., 2024; Chen
et al., 2025). SpeechLLMs are designed to process and understand audio inputs, enabling them to
handle a wide range of audio-related tasks. Yet, how well these models can perceive nuanced speech
signals in real-world communication still remains largely unexplored. Unlike text, spoken language
is distinguished by unique acoustic features that allow speakers to convey intentions beyond surface-
level literal information through elements such as prosody, intonation, and emotion. In other words,
to facilitate effective human-computer interactions, we need to fully understand not only "what the
speaker said", but also "how they said it" and "what they truly meant".

However, achieving holistic spoken language understanding (SLU) is challenging, as existing bench-
marks fail to capture the full spectrum of SLU, particularly in authentic scenarios. We identify three
key limitations of current evaluation systems: (i) Lack coverage of critical spoken phenomena in
daily life. Existing benchmarks for SpeechLLMs predominantly focus on semantic-level tasks (Chen
et al., 2024; Gao et al., 2024; Si et al., 2024; Yang et al., 2024; Wang et al., 2024a), while many
common phenomena in daily speech have been largely overlooked. Examples include spontaneous
disfluencies, sarcasm, self-corrections, non-verbal sounds, prosody variations (e.g., stress, pause, in-
tonation, prolonged sound), mispronunciations, pun interpretation, and code-switching. (ii) Limited
expressive and diverse authentic audio resources. Most current benchmarks heavily rely on TTS-
synthesized audio (Gao et al., 2024; Chen et al., 2024; Ao et al., 2025; Cheng et al., 2025), which
fails to capture the nuanced acoustic variability inherent in human speech, limiting their ability to
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Linguistics experts
guidance

Professional recordingManual review

Experts discussion 
and tasks design

Linguistic Experts-Guided AssuranceFine-Gained Acoustic Features

Uh…

Really? Really!/ɜː/

…

Accent, Vocal, Speed, Disfluency, Gender, Age, 
Prosody, Phonetics, Timbre, Intonation, Code-
switch, Emotion, Pitch, Non-verbal sound (e.g. 
cry, sneeze), Background sound, … 

Comprehensive Multi-Task

Perception Reasoning
Pitch comparison, 
Speaker identification,
Intonation perception,
Prosody perception,
Plosive sound identification,…

Puns interpretation, 
Sarcasm detection, 
Couplet matching,
Emotional context 
reasoning, …

Figure 1: Overview of the MMSU dataset: MMSU incorporates fine-grained acoustic features, quality as-
surance through linguistic experts-guided data creation, and tasks across 47 distinct perception and reasoning
skills for comprehensive spoken language understanding.

evaluate models under realistic communicative conditions. (iii) Absence of linguistic principles in
evaluation design. Linguistics provides the theoretical foundation for understanding how humans
produce, perceive, and interpret spoken language (Chomsky & Halle, 1991; Partee et al., 1990;
Lyons, 1968). A true SLU system should not merely rely on extracting surface-level semantics,
but involves decoding and deep reasoning over multiple linguistic layers from phonological cues,
prosodic patterns, and rhetorical structures. However, existing benchmarks neglect linguistic princi-
ples in their evaluation, leading to potentially biased assessments and critical blind spots. This gap
hampers progress in developing SpeechLLMs capable of capturing speech’s full complexity.

To address these gaps, we propose MMSU (Massive Multi-task Spoken Language Understanding
and Reasoning Benchmark), a comprehensive evaluation framework designed to assess SLU across
diverse dimensions. As illustrated in Fig. 1, MMSU is distinguished by three primary features: (1)
Fine-grained acoustic features. MMSU captures the most comprehensive range of acoustic in-
formation, including diverse non-verbal sounds (e.g., crying, snoring, coughing), English accents
(e.g., Indian, British), different emotional states, a variety of prosodic features (e.g., stress, pro-
longed sounds, pauses), and intonation variations, among others. (2) High-quality data assurance.
In contrast to many existing benchmarks that heavily rely on synthetic speech, MMSU is primar-
ily based on real-world data sourced from open-source datasets and professional studio recordings,
ensuring acoustic authenticity. Moreover, each task and question undergoes meticulous review by
experts to guarantee accuracy and representativeness in evaluation. (3) Pioneering the integration
of linguistic principles and comprehensive task coverage. To our knowledge, MMSU is the first
benchmark that systematically incorporates linguistic theory into task design. It introduces 47 novel
tasks, each targeting different challenges in spoken communication. The benchmark spans multiple
linguistic subfields, including phonetics (Ladd, 2008), prosody (Pierre, 1980), rhetoric (Ladd, 2008),
syntactics (Carnie, 2007), semantics (Lyons, 1995) and paralinguistics (Trager, 1961). These tasks
— such as pun interpretation, disfluency detection, code-switching QA, intonation-based reasoning,
and homophone-based reasoning — are unique to MMSU.

To validate MMSU’s effectiveness as a benchmark, we conduct an in-depth evaluation and analysis
across 22 SpeechLLMs revealing critical insights, such as widespread challenges in phonological
perception, difficulty in handling complex reasoning, as well as specific subtask deficiencies. These
findings provide valuable guidance for future advancements in SpeechLLMs and help identify areas
for targeted improvement.

2 RELATED WORK

Speech Large Language Models (SpeechLLMs). SpeechLLMs integrate audio modalities with
large language models (LLMs) to extend their capabilities for general-purpose audio understand-
ing (Ji et al., 2024; Arora et al., 2025; Gong et al., 2023a; Chen et al., 2023; Défossez et al., 2024;
Cui et al., 2025; Peng et al., 2025). Initial approaches explored cascaded architectures, work such
as AudioGPT (Huang et al., 2023) that combined automatic speech recognition models like Whis-
per (Radford et al., 2022) with LLMs. However, these approaches only preserved speech content
during ASR processing, limiting their ability to access richer acoustic features. Recent advance-
ments focus on end-to-end models that directly incorporate audio inputs into LLMs, such as Kimi-
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Audio (KimiTeam et al., 2025), and Qwen-Audio series (Chu et al., 2023; 2024), which are trained
on diverse audio types and demonstrate strong universal audio processing capabilities. Addition-
ally, models like BLAP (Wang et al., 2024b), DIVA (Held et al., 2024) and InSerter (Wang et al.,
2025) optimize training strategies to improve instruction-following abilities, while Mini-Omni se-
ries (Xie & Wu, 2024b;a) enable speech synthesis response functionality. Furthermore, models
like Gemini (Team, 2024) and Qwen2.5-Omni (Xu et al., 2025) have expanded beyond audio-only
processing to incorporate multimodal understanding across audio and visual inputs. Despite these
advances, these models are evaluated across varying tasks without a standardized SLU framework,
making it difficult to conduct fair comparisons in SLU. Our MMSU Benchmark aims to address this
gap by providing a unified evaluation framework for comprehensive SpeechLLMs assessment.

Benchmarks for SpeechLLMs. With the rapid advancement of SpeechLLMs, several benchmarks
have been developed to evaluate the audio performance. Specifically, Dynamic-SUPERB (yu Huang
et al., 2024) is the first dynamic and collaborative benchmark for evaluating instruction-tuning
speech models, AIR-Bench (Yang et al., 2024) introduces more open-ended evaluation formats.
For audio dialogue scenarios, VoiceBench (Chen et al., 2024) and ADU-Bench (Gao et al., 2024)
incorporate several dialogue dimensions such as general knowledge retrieval and domain-specific
skills. MMAU (Sakshi et al., 2024) extends the capabilities to general audio reasoning tasks, and
SD-Eval (Ao et al., 2025) introduces more paralinguistic information for assessment. However,
these benchmarks focus either on general audio performance (Sakshi et al., 2024; Yang et al., 2024)
with limited depth in SLU and its unique reasoning scenarios, or primarily address semantic aspects
of speech with insufficient attention to the rich acoustic features that characterize diverse speech
phenomena (Chen et al., 2024; Gao et al., 2024; Ao et al., 2025; Si et al., 2024). To address these
gaps, we propose MMSU, a comprehensive multi-task spoken language understanding and reason-
ing benchmark that systematically incorporates linguistic knowledge with extensive authentic audio
samples containing rich acoustic information.
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Figure 2: Task taxonomy of MMSU. (Left) Distribution of 24 perception-related tasks across linguistics and
paralinguistics domains. (Right) Distribution of 23 reasoning tasks across the same domains, forming a com-
prehensive assessment framework across perception and reasoning abilities.

3 MMSU BENCHMARK

Sec. 3.1 presents the hierarchical structure of MMSU benchmark and discusses the design philos-
ophy behind it; Sec. 3.2 details the data construction process; Sec. 3.3 summarizes the benchmark
statistics; and Sec. 3.4 compares MMSU to prior benchmarks.

3.1 OVERVIEW OF MMSU

MMSU (Massive Multitask Spoken Language Understanding and Reasoning Benchmark) is a com-
prehensive evaluation framework designed to assess the full spectrum of spoken language under-
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Linguistics (Semantics) Linguistics (Phonology) Paralinguistics

Perception: Speed comparison
Question: Which speed pattern best 
matches the audio?
Audio: "Nice to meet you…Nice to meet…"
A. Low-High-Medium
B. Low-Medium-High 
C. High-Low-Medium
D. Medium-Low-High

Reasoning: Code-switch QA
Question: What does speaker imply about 
the man’s attitude?
Audio: "I tried to explain everything, but 他
just kept saying 'I see'. 然后他把 file 合上就
⾛了。"
A. Engaged
B. Overwhelmed
C. Agreeable
D. Dismissive

Perception: Disfluency detection
Question: What disfluencies are present?
Audio: "I...  I think we should, um, probably 
wait a bit longer."
A. Filled pause
B. Discourse markers
C. Filled pause and repetition 
D. No disfluency

Perception: Intonation perception
Question: Which word has a falling tone?
Audio: "Apple↗, Orange↘, Banana ↗, 
Mango ↗ "
A. Apple
B. Orange
C. Banana
D. Mango

Reasoning: Emotional context reasoning
Question: Based on the audio clip, which 
situation most likely happened?
Audio: "That is exactly what happened. "
A. Celebrating after proving....
B. Snapping at a friend who keeps making 
excuses for their mistake. 
C. Watching an accident happen they      
had worried about.
D. Frustratedly proving a…

Reasoning: Prosody-based reasoning
Question: What is the potential meaning 
of the shifted stress in the following 
sentence?
Audio: "I didn’t say HE stole it."
A. Suggesting it might have been 
borrowed or other action 
B. Implying someone else stole it
C. Denying having "said" it 
D. Stress is not "I" said

Uh…

Figure 3: Examples from the MMSU benchmark.

standing and complex reasoning abilities of SpeechLLMs. The primary goal of the MMSU Bench-
mark is to provide a standardized framework for evaluating spoken language, enabling fair compar-
isons across different dimensions. MMSU includes 5000 expert-annotated multiple-choice questions
(MCQ) across 47 tasks (see Fig. 2): 24 perception tasks and 23 reasoning tasks.

The benchmark is organized through a hierarchical structure that is based on established frameworks
in linguistic theory (Lyons, 1968; Trager, 1961). MMSU consists of three levels of depth to classify
different tasks and assessment dimensions. At the first level, MMSU distinguishes between two
fundamental dimensions: perception abilities and reasoning abilities. Similar to human cognitive
processes, perception tasks focus on extracting basic audio information and recognizing fundamental
speech features, without requiring cross-modal background knowledge or multi-step logical reason-
ing. In contrast, reasoning tasks build upon perception by further integrating contextual semantics
with relevant acoustic information, and involve deeper cognitive processes for interpretation. At
the second level, both dimensions are further divided into linguistics and paralinguistics categories.
Linguistics is the scientific study of language structure, meaning, and usage (Lyons, 1968), whereas
paralinguistics is a component of meta-communication that studies the effect of vocal characteristics
on semantic interpretation, such as emotion, pitch, and volume (Trager, 1961). At the third level,
the linguistics category branches into semantics and phonology. Semantics focuses on the content-
related aspects, including meaning interpretation and contextual understanding (Lyons, 1995), while
phonology deals with sound patterns such as tone, prosody, and phonemic distinctions (Chomsky
& Halle, 1991). Concurrently, the paralinguistics category divides into speaker traits and speaking
style (Trager, 1961). Speaker traits involve inherent characteristics such as voice timbre and speaker
identity, while speaking style encompasses variable elements such as pitch, speed, and emotion.

To ensure both theoretical soundness and practical relevance, MMSU task design is guided by
linguistic theory and intentionally covers the full spectrum of authentic spoken language phe-
nomena. We draw from a wide range of linguistics subfields, including phonetics (Ladd, 2008),
prosody (Pierre, 1980), rhetoric (Ladd, 2008), syntactics (Carnie, 2007), semantics (Lyons, 1995)
and paralinguistics (Trager, 1961), all of which correspond to categories in MMSU’s third-level
hierarchy. Specifically, the benchmark includes semantic tasks (e.g., disfluency detection, code-
switching QA), prosodic assessments (e.g., intonation-based reasoning, stress perception), phonetic
evaluations (e.g., syllable perception, homophone-based reasoning, plosive sound detection, con-
sonant & vowel perception), paralinguistic challenges (e.g., sarcasm detection, speed comparison,
emotional context reasoning), and rhetorical complexities (e.g., idiom reasoning, pun interpretation,
couplet matching). The appendix details task definitions, examples, and linguistic tags.

3.2 DATA CONSTRUCTION

Our benchmark construction follows a four-stage process with rigorous quality control.
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Stage 1: Linguistic framework and tasks design. We begin by consulting with linguistics experts
to identify key factors that influence spoken language understanding in real-world communication.
Task design is grounded in theoretical principles from various subfields of linguistics, including
phonetics (Ladd, 2008), prosody (Pierre, 1980), rhetoric (Ladd, 2008), syntactics (Carnie, 2007),
semantics (Lyons, 1995) and paralinguistics (Trager, 1961). Our goal is to establish a systematic and
comprehensive framework that captures the multifaceted nature of spoken language understanding
across diverse communicative contexts and linguistic phenomena.

Table 1: Key statistics of the MMSU benchmark.

Statistics Number

Total Questions 5,000
Task count 47
Task Splits (Perception: Reasoning) 24:23

Perception Questions 2580 (51.60%)
Linguistic (Semantics) 635 (12.70%)
Linguistic (Phonology) 935 (18.7%)
Paralinguistic (Speaker Traits) 552 (11.04%)
Paralinguistic (Speaking Style) 458 (9.16%)

Reasoning Questions 2420 (48.40%)
Linguistic (Semantics) 1108 (22.16%)
Linguistic (Phonology) 977 (19.54%)
Paralinguistic (Speaker Traits) 226 (4.52%)
Paralinguistic (Speaking Style) 109 (2.18%)

Average question length 12.45 words
Average option length 5.16 words
Average audio length 7.01 seconds

Stage 2: Question collection and option
augmentation. We curate a diverse set of
multiple-choice questions (MCQs) from au-
thoritative linguistic textbooks (Lyons, 1968;
1995; McMahon, 2002; Carr, 2019; Carnie,
2007; Chomsky & Halle, 1991) and online
sources. To enrich the answer space and
introduce plausible distractors, we apply an
expert-in-the-loop augmentation strategy: us-
ing prompts guided by expertise, we lever-
age GPT-4o to generate additional candidate
options. The detailed question sources and
prompt designs are shown in appendix.

Stage 3: Audio data collection and custom
audio recording. To maintain authenticity,
we prioritize real-world recordings over syn-
thetic audio for our benchmark. The major-
ity of audio samples are sourced from open-
source datasets. For phonology-related tasks
lacking available open-source coverage, par-
ticularly those involving stress, prolonged sounds, intonation variation, and pauses, we collaborate
with professional voice actors to produce targeted, high-quality recordings. These custom-recorded
samples are aligned with annotated texts and are designed to capture subtle acoustic cues that influ-
ence meaning and speaker intent. For example, varying stress placement can shift sentence meaning,
prolonged sounds can signal speaker intent, and intonation contours convey pragmatic nuance. Ad-
ditionally, for a small subset of semantic-related tasks not covered by existing open-source audio, we
supplement the benchmark with recordings from 15 real speakers with diverse backgrounds (e.g.,
native and non-native speakers, professional and casual recording settings) to ensure speaker and
acoustic diversity. A small portion of this subset is further augmented using Azure multi-voice TTS
to enrich acoustic variation where appropriate. Detailed audio sources are provided in the appendix.

Stage 4: Manual review. To ensure data quality and consistency, we recruit 10 trained annotators
who perform multiple rounds of annotation, during which low-quality or ambiguous samples (ques-
tion, options and audio) are either filtered out or refined to ensure data reliability. Finally, experts
and the research team review the data to ensure clarity, correctness, and diversity. For all retained
instances, we annotate the corresponding task type, category, and linguistic subfield. The detailed
quality review process is shown in the appendix.

3.3 MMSU STATISTICS

Table 1 presents the core statistics of the MMSU, which comprises 47 distinct tasks and a total of
5,000 MCQs. The questions are designed to assess models on two basic capabilities: perception
(2580) and reasoning (2420). Within the reasoning category, the majority of questions focus on
linguistic aspects (semantics and phonology count for 22.16% and 19.54%, respectively), as sophis-
ticated reasoning typically depends on understanding structured language in real-life applications.
The data distribution is balanced across tasks, with detailed volumes provided in the appendix.

3.4 COMPARISON WITH PREVIOUS BENCHMARKS

To distinguish the difference between MMSU and existing benchmarks, we elaborate the comparison
details in Table 2. From a diversity perspective, most existing benchmarks have limited acoustic fea-
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Table 2: Comparison of MMSU with existing benchmarks in terms of capability types and linguistic phenom-
ena coverage. MMSU demonstrates superior breadth (covering 47 distinct tasks) and depth (addressing various
linguistic phenomena in speech).

Benchmark Tasks
Capability Type Linguistics Phenomena

Perception Reasoning Prosody Intonation Phonetics Rhetoric Syntactics Non-Verbal Disfluency
AudioBench (Wang et al., 2024a) 8 ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗
SD-Eval (Ao et al., 2025) 4 ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗
SpokenWOZ (Si et al., 2024) 8 ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗
ADU-Bench (Gao et al., 2024) 20 ✗ ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗
VoxDilogue (Cheng et al., 2025) 12 ✓ ✓ ✓ ✗ ✗ ✗ ✗ ✓ ✗
MMAU (Sakshi et al., 2024) 27 ✓ ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗
VoiceBench (Chen et al., 2024) 7 ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗
AIR-Bench (Yang et al., 2024) 23 ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗
MMSU (Ours) 47 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

tures and lack comprehensive coverage of spoken language linguistic phenomena, whereas MMSU
encompasses a wider range of acoustic features spanning 47 distinct tasks. From a depth perspective,
while existing benchmarks typically assess semantic-level reasoning over literal content—treating
spoken language similarly to textual language. In contrast, MMSU increases reasoning complex-
ity by requiring models to integrate paralinguistic, phonetic, and semantic information, as in tasks
such as sarcasm detection and prosody-based reasoning. From a uniqueness perspective, MMSU
is the first benchmark to systematically incorporate linguistically grounded phenomena into spoken
language understanding, filling a critical gap in current benchmark design.

4 EXPERIMENTS

Models. We conduct a systematic evaluation of 22 models on MMSU. Among them, 12 are Speech-
LLMs, including BLSP (Wang et al., 2024b), LTU (Gong et al., 2023b), LTU-AS (Gong et al.,
2023a), SALMONN (Tang et al., 2024), GLM-4-Voice (Zeng et al., 2024), DIVA (Held et al.,
2024), MERaLiON (He et al., 2025), MERaLiON2 (He et al., 2025), Baichuan-Audio (Li et al.,
2025), Qwen-Audio-Chat (Chu et al., 2023), Qwen2-Audio-Instruct (Chu et al., 2024), and Kimi-
Audio (KimiTeam et al., 2025). The remaining 10 are Omni Large Language Models (OmniLLMs)
with audio processing capabilities, including Lyra (Zhong et al., 2024), Megrez-3B-Omni (Infini-
gence AI, 2024), MiniCPM (MiniCPM-o Team, 2024), Phi-4-Multimodal (Abouelenin et al., 2025),
Baichuan-Omni (Li et al., 2025), Qwen2.5-Omni-3B (Xu et al., 2025), Qwen2.5-Omni-7B (Xu et al.,
2025), GPT-4o-Audio, Gemini-2.0-Flash (Team, 2024), and Gemini-1.5-Pro (Team, 2024). Unless
otherwise specified, the configurations used during the evaluation process are consistent with their
official settings.

Evaluation strategy. Each instance consists of an audio clip and a text prompt, with the model
choosing one of four options (A–D). To avoid potential positional bias, answer options are ran-
domly ordered and balanced across the dataset. All models are evaluated with the same optimized
instruction-following prompts to ensure fairness and minimize prompt-induced variance.

Human evaluation. To evaluate human performance, we recruited 15 undergraduate or master’s
students to assess a randomly sampled dataset of 1,000 instances. All evaluators are provided with
the same instructions to ensure consistency with the model evaluation process. The average score
across all evaluators is used as the human reference baseline for comparison.

5 RESULTS AND DISCUSSION

5.1 MAIN RESULTS

Table 3 shows the main results of all models on MMSU. We summarize our key findings as follows:

The MMSU benchmark presents notable challenges to current models. For example, the best
human evaluator achieves an average accuracy of 89.72%, which outperforms all models evaluated
in the study. The best-performing model Gemini-1.5-Pro, achieves an accuracy of 60.68%. This
highlights a considerable gap between human capabilities and the performance of current Speech-
LLMs as evaluated by MMSU, underscoring the benchmark’s rigour and the substantial room for
improvement. Regarding human error, the errors are mainly due to distraction or difficulty answer-
ing the questions, details provided in the appendix.
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Table 3: Performance comparison of 22 models on the MMSU benchmark across perception and reasoning
dimensions in Semantics (Seman.), Phonology (Phono.), and Paralinguistics (Para.) domains. Top two results
are highlighted in bold and underline, respectively.

Models Size Perception (%↑) Reasoning (%↑) Avg (%↑)
Seman. Phono. Para. Avg Seman. Phono. Para. Avg All

Random Guess - 24.30 25.70 26.10 24.90 23.80 25.40 25.40 25.02 25.37
Most Frequent Choice - 26.20 26.04 27.83 29.83 28.30 28.30 30.10 28.41 28.06
Human - 87.10 94.32 92.88 91.24 82.16 87.60 89.12 86.77 89.72

Speech Large Language Models (SpeechLLMs)

BLSP 7B 31.35 20.96 23.75 28.36 47.91 42.31 42.08 44.97 35.96
LTU 7B 21.34 22.46 18.73 20.81 22.65 25.53 24.74 24.37 22.61
LTU-AS 8.5B 25.89 24.71 21.64 24.13 26.53 25.68 25.04 25.92 25.03
SALMONN 7B 31.55 29.08 28.71 29.83 36.43 26.22 25.26 30.04 30.01
GLM-4-Voice 9B 27.80 24.52 27.34 26.18 46.10 48.16 44.35 46.76 35.51
DIVA 8B 44.36 33.72 27.45 33.95 62.32 74.24 40.00 65.04 48.31
MERaLiON 10B 54.49 33.69 25.84 35.74 80.32 77.18 41.49 73.68 54.10
MERaLiON2 10B 47.78 44.93 29.17 38.39 74.65 78.41 45.07 70.81 53.88
Baichuan-Audio 7B 39.63 31.26 27.09 31.48 57.96 63.92 34.35 55.70 43.09
Qwen-Audio-Chat 8.4B 57.21 38.52 24.70 35.69 58.61 59.78 25.60 55.93 46.92
Qwen2-Audio-Instruct 8.4B 52.14 32.87 35.56 39.02 77.62 64.81 46.67 68.90 53.27
Kimi-Audio 7B 57.64 42.30 35.74 43.52 81.77 76.65 55.22 76.03 59.28

Omni Large Language Models (OmniLLMs)

Lyra 7B 17.31 9.47 18.59 15.78 10.36 25.71 23.42 16.42 16.11
Megrez-3B-Omni 3B 41.36 32.52 26.35 32.48 73.53 66.11 40.42 67.05 49.03
MiniCPM-O 8.6B 56.56 34.05 36.48 40.54 80.71 74.72 46.71 73.57 56.53
Phi-4-Multimodal 8B 38.72 34.86 29.56 33.41 57.81 65.94 42.09 57.59 44.96
Baichuan-Omni 7B 47.14 36.01 28.49 35.42 71.19 73.67 43.28 67.19 50.58
Qwen2.5-Omni-3B 3B 52.04 38.73 39.19 42.37 81.20 81.12 41.19 72.76 56.83
Qwen2.5-Omni-7B 7B 55.12 37.33 39.35 42.50 88.00 81.37 48.36 79.83 60.57
GPT-4o-Audio - 59.70 41.56 21.44 39.67 80.83 78.74 26.25 71.96 56.38
Gemini-1.5-Pro - 57.06 53.60 31.23 46.10 79.47 83.46 46.33 76.16 60.68
Gemini-2.0-Flash - 47.17 41.30 30.62 40.83 70.69 70.69 36.16 47.83 51.03

Competitive performance of open-source models against proprietary models. The open-source
models Qwen2.5-Omni-7B and Kimi-Audio show competitive performance, achieving higher accu-
racy among all evaluated models (60.57% and 59.28%, respectively). Their performance is close to
the best-performance proprietary Gemini-1.5-Pro, with only 0.11% gap relative to Qwen2.5-Omni-
7B. Another proprietary model GPT-4o-Audio, underperforms with an accuracy of 56.38%, lagging
behind many open-source models. This difference can be attributed to the model’s limitations in
capturing key acoustic features such as speaker gender and non-verbal sounds, as discussed in the
subsequent task-specific analysis and error analysis section.

At the basic perception level, current models still face a critical bottleneck. Existing mod-
els exhibit a fundamental deficiency in fine-grained acoustic perception, which contrasts sharply
with human performance, where reasoning is typically more challenging than perception (91.24%
vs. 86.77% average accuracy). This observation underscores that the ability to process low-level
acoustic and non-verbal signals constitutes a core gap between humans and models. While human
listeners can effortlessly perceive and interpret subtle acoustic variations, such processing remains
highly challenging for current models. Although these models tend to perform relatively well on
complex reasoning tasks—particularly those involving semantic understanding—they still struggle
with perception tasks requiring sensitivity to fine-grained acoustic information.

MMSU uncovers a unique and previously overlooked weakness of current models in phonol-
ogy-related understanding. While it is increasingly acknowledged that existing models perform
worse on paralinguistic information than on semantic understanding—a trend also confirmed by our
experimental results—prior research has rarely examined their limitations in phonological ability,
such as rhythm, prosody, and pronunciation. Within the perception category, the best-performing
model on phonology-related tasks, Gemini-1.5-Pro, achieves only 53.60% accuracy, despite substan-
tially higher scores on semantic tasks. Similar patterns are also shown in reasoning tasks involving
phonological cues. Enhancing both paralinguistic and phonological abilities is essential, as they
play a foundational role in spoken communication. Yet current models still struggle to process and
interpret the nuanced acoustic signals inherent in speech.
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(a) Perception related tasks (b) Reasoning related tasks
Figure 4: Accuracy distribution of 47 distinct tasks across 6 representative models on MMSU.

5.2 TASK-SPECIFIC ANALYSIS

To gain a deeper understanding of task-specific capabilities, we select six representative models and
visualize their performance across all tasks (Fig. 4).

Despite rapid progress in multimodal modeling, many aspects in speech understanding remain
largely underexplored or overlooked. MMSU includes many innovative tasks that are unique
to this benchmark, which pose particular challenges for current models. Within the perception
category, tasks such as near-homophone perception, consonant and vowel perception, and syllable
perception generally show poor performance across the models. Conversely, more common tasks
like speech grounding and gender prediction demonstrate stronger performance, likely due to the
models’ prior exposure to similar training tasks. In the reasoning category, models tend to perform
better on relatively simpler tasks, such as homophone-based reasoning, continuation writing, and
casual reasoning, where the context is clearer and more structured. However, models struggle with
more complex reasoning tasks, such as sarcasm detection, couplet matching, and background scene
recognition, which require either the integration of nuanced auditory reasoning or the incorporation
of audio-related knowledge. These findings underscore the gap between current capabilities and the
demands of sophisticated speech understanding, particularly for tasks that require the simultaneous
processing of complex perceptual and reasoning components.

(a) Model performance under noisy conditions

Question: What is the intonation of the entire sentence in the audio?
Option: (A) Failing Intonation (B) Rising Intonation (C) Rise-Fall Intonation 
(D) Fall-Rise Intonation
Answer: (A) Failing Intonation 

Qwen2.5-Omni-7B: The most suitable answer is D. Fall-Rise Intonation. 
Analysis: The sentence "It\'s nice to meet you" is a common greeting that 
typically ends with a neutral or slightly falling intonation. The first part 
"It\'s nice to meet you," is spoken in a neutral tone, which is characteristic 
of a greeting. The second part, "you," is spoken with a rising intonation, 
which is common in English to emphasize the person being addressed

Error Analysis: The model correctly recalls the transcript, showing basic 
semantic perception, but it misperceives the final word you as a rising 
tone. This leads to an incorrect prediction, whereas the actual global 
contour terminates with a falling boundary, corresponding to the correct 
label of Failing Intonation.

Perceptual Error

(b) Case study: Perceptual Error

Figure 5: (a) Comparison with noise input on MMSU; (b) Example of perceptual error by Qwen2.5-Omni-7B.

Different models demonstrate distinct strengths and weaknesses across tasks, reflecting their
underlying architectural biases and training exposure. For instance, GPT-4o-Audio shows sig-
nificant underperformance in perception tasks like emotion recognition and intonation perception,

8
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with marked differences compared to other models. In the reasoning category, GPT-4o-Audio also
struggles with certain tasks, such as synthetic speech detection and polysemy reasoning, which are
handled more effectively by models such as Kimi-Audio. At the same time, we observe that different
models excel in specific tasks, such as Qwen2.5-Omni stands out in gender prediction, Gemini-1.5-
Pro performs best in puns interpretation, and Kimi-Audio shows better performance in speech stress
perception compared to other models.

5.3 PERFORMANCE UNDER NOISY CONDITIONS

To assess model robustness in speech understanding under noisy conditions, we inject additive Gaus-
sian noise at two intensity levels into the original MMSU audio inputs. Noise-Level 1 adds noise
at half the amplitude of the original waveform, while Noise-Level 2 introduces noise at equal am-
plitude, resulting in stronger corruption. As shown in Figure 5 (a), all models exhibit only a minor
drop in performance as noise intensity increases. Among them, Gemini-1.5-Pro and Qwen2.5-Omni
demonstrate the highest robustness, maintaining relatively stable accuracy even under strong noise
conditions. These results indicate that models are indeed leveraging the audio signal, rather than
relying solely on textual or statistical biases during inference.

5.4 ERROR ANALYSIS

Table 4: Error analysis for different models
across Perception Errors (PE.), Reasoning Errors
(RE.), Lack of Knowledge (LK.), Reject to An-
swer (RA.) and Answer Extraction Errors (AE.).

Model PE. RE. LK. RA. AE.

GPT-4o-Audio 50.3 19.7 15.3 14.7 0.0
Kimi-Audio 47.3 38.7 11.9 0.0 2.0
Gemini1.5-Pro 51.0 26.5 13.5 3.5 5.5
Qwen2.5-Omni 50.0 31.4 14.3 0.0 4.3
DIVA 59.5 25.4 15.3 0.0 0.7

Table 4 presents a breakdown of error types across
five representative models, based on a random sam-
ple of 300 mispredictions per model. Perceptual Er-
rors (PE) emerge as the dominant source of failure
across all models. We further illustrate this cate-
gory with an example and analysis in Figure 5 (b).
Notably, different models exhibit distinct error pat-
terns. For example, GPT-4o-Audio exhibits a higher
proportion of Answer Extraction Errors (14.7%). It
tends to reject answering speaker traits-related ques-
tions, such as gender prediction and speaker identity
recognition, which may be due to its internal policy.
Overall, our error analysis underscores the challenges posed by MMSU. First, models exhibit per-
sistent limitations in perceiving acoustic features. Second, models still fail in complex reasoning
that requires lengthy reasoning chains or advanced contextual processing capabilities. Third, per-
formance in specialized domains is constrained by insufficient domain-specific knowledge (e.g.,
accent), suggesting the need for more targeted training data. See appendix for error definitions and
examples.

6 CONCLUSION

In this paper, we introduce MMSU, a comprehensive multi-task benchmark designed to address
the complexities of spoken language understanding and reasoning. MMSU encompasses 47 dis-
tinct tasks with 5,000 meticulously curated audio samples, covering a broad spectrum of acoustic
features. Notably, MMSU is the first benchmark to systematically integrate established linguistic
theories across a wide range of subfields, including phonetics, prosody, rhetoric, syntax, semantics,
and paralinguistics. MMSU aims to provide a systematic approach to evaluate the capabilities of
SpeechLLMs in understanding and reasoning across multiple facets of spoken language in practical
contexts. Our evaluation of 22 widely-used open-source and proprietary models reveals that, even
for the best-performing model, accuracy achieves only 60.68%. This underscores the considerable
challenges that persist in achieving robust and generalized spoken language understanding, which is
essential for truly effective human-computer interactions. To facilitate ongoing research and model
comparison, we plan to launch and maintain a leaderboard that will serve as a consistent platform
for the community to access and compare model performance.
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A THE USE OF LARGE LANGUAGE MODELS

We use large language models (LLMs) as assistive tools for data construction and manuscript pol-
ishing. For data construction, we use LLMs to generate task questions and multiple-choice options
(see Section F). All generated data undergo human review to ensure reliability and correctness. For
writing, LLMs are used solely for copyediting and phrasing, with the goal of improving clarity and
fluency

B DATA SOURCES

In this section, we presents the open-source datasets we used during data construction.

MELD (Poria et al., 2019): The Multimodal EmotionLines Dataset (MELD) extends the Emotion-
Lines dataset by adding audio and visual modalities to the original textual data. It includes over
13,000 utterances from 1,433 dialogues in the TV series Friends, annotated with seven emotion
labels: Anger, Disgust, Sadness, Joy, Neutral, Surprise, and Fear.

GigaSpeech (Chen et al., 2021):

CommonVoice (Ardila et al., 2020): CommonVoice is an open-source multilingual speech dataset
developed by Mozilla. It contains over 26,000 hours of validated speech data in 104 languages,
contributed by volunteers worldwide. The dataset includes demographic metadata such as age, sex,
and accent, aiding in the development of inclusive speech recognition systems.
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Emilia (He et al., 2024): Emilia is a multilingual speech generation dataset containing over 101,000
hours of speech data in six languages: English, Chinese, German, French, Japanese, and Korean.
It features diverse speech with varied speaking styles, sourced from in-the-wild data, and includes
annotations for speech generation tasks.

CoVoST 2 (Wang et al., 2020): CoVoST 2 is a large-scale multilingual speech-to-text translation
corpus covering translations from 21 languages into English and from English into 15 languages.
The dataset is created using Mozilla’s open-source Common Voice database of crowdsourced voice
recordings, facilitating research in speech translation.

EDACC (Sanabria et al., 2023): The Edinburgh International Accents of English Corpus (EdAcc)
is an automatic speech recognition (ASR) dataset composed of 40 hours of English dyadic conver-
sations between speakers with diverse accents. It includes a wide range of first and second-language
varieties of English, aiming to improve ASR systems performance across different accents.

VCTK (Veaux et al., 2017): The VCTK corpus includes speech data from 110 English speakers
with various accents. Each speaker reads out about 400 sentences, selected from a newspaper, the
rainbow passage, and an elicitation paragraph used for the speech accent archive. The dataset is
commonly used for building text-to-speech synthesis systems.

CHILDES (MacWhinney & Snow, 2019): The Child Language Data Exchange System (CHILDES)
is a repository for data on first language acquisition. It contains transcripts, audio, and video in 26
languages from 230 different corpora, all publicly available worldwide. The dataset is widely used
for analyzing the language of young children and speech directed to them.

SLURP (Bastianelli et al., 2020): The Spoken Language Understanding Resource Package
(SLURP) is a challenging dataset in English spanning 18 domains. It includes approximately 72,000
audio recordings of single-turn user interactions with a home assistant, annotated for semantic un-
derstanding tasks. The dataset is designed to reduce error propagation and misunderstandings in
end-user applications.

SEAME (Lyu et al., 2010): The SEAME dataset is a 30-hour word-level transcribed speech corpus
with time-aligned language boundary markings. It focuses on Mandarin-English code-switching
speech collected from residents of Malaysia and Singapore, providing valuable data for language
boundary detection and language identification tasks.

Fake-or-Real (FoR) (Abdeldayem, 2019): The Fake-or-Real (FoR) dataset is a collection of more
than 195,000 utterances from real humans and computer-generated speech. It is designed for training
and evaluating models for detecting fake audio, contributing to the development of systems that can
distinguish between authentic and synthetic speech.

RAVDESS (Livingstone & Russo, 2018): The Ryerson Audio-Visual Database of Emotional Speech
and Song (RAVDESS) contains 7,356 files, including both speech and song, performed by 24 pro-
fessional actors. The dataset covers seven emotions in speech (calm, happy, sad, angry, fearful,
surprise, and disgust) and five emotions in song (calm, happy, sad, angry, and fearful), making it
valuable for emotion recognition research.

Switchboard (Godfrey & Holliman, 1992): The Switchboard corpus is a seminal dataset compris-
ing approximately 2,400 telephone conversations among 543 speakers from diverse regions of the
United States. These conversations cover a wide range of topics, including daily life, hobbies, and
social issues. Each conversation lasts about 5 minutes and is meticulously transcribed, providing
rich linguistic data for research in spontaneous speech. A notable aspect of the Switchboard corpus
is its extensive annotation of disfluencies—non-fluent elements such as filled pauses ("uh," "um"),
repetitions, self-repairs, and false starts.

LogicBench (Parmar et al., 2024): LogicBench is a natural language question-answering dataset
designed to systematically evaluate the logical reasoning capabilities of large language models
(LLMs). It comprises 25 distinct reasoning patterns encompassing propositional logic, first-order
logic, and non-monotonic logic. Each task isolates a single inference rule to facilitate focused as-
sessment.
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Figure 6: Data volume distribution of each task.

C MMSU DATA DISTRIBUTION

As shown in Fig. 6, the distribution of data across the 47 tasks in the MMSU benchmark is well-
balanced, with task occurrences ranging from approximately 90 to 120 samples. This balanced
distribution ensures that each task is represented adequately for model evaluation, facilitating a
comprehensive assessment of speech-related tasks spanning various linguistic domains such as se-
mantics, syntax, phonetics, sociolinguistics, and paralinguistics.

For the combination of audio sources, Table 5 summarizes the distribution of audio sources in the
MMSU dataset. The majority of the data, accounting for 76.74% of the total dataset, was col-
lected from open-source audio sources. A smaller portion, 13.44%, was gathered through custom
recordings, and the remaining 9.82% was sourced from synthetic audio generated using the Azure
TTS system. Azure TTS, a component of Microsoft Azure’s Cognitive Services, employs advanced
neural network architectures to produce high-quality, natural-sounding speech from text input. To
enhance the diversity of the dataset, we selected 20 different voices from Azure TTS, ensuring a
broad range of tonal variation. This mix guarantees that the dataset includes a diverse set of audio
sources, providing a comprehensive foundation for evaluation purposes.

Table 5: Audio sources of MMSU.

Audio Sources Number Count

Open-Source 3837 76.74%
Custom Recording 672 13.44%
Synthetic 491 9.82%

D TASKS DETAILS

D.1 TASK DEFINITION

Below are the task definitions and associated tags for each of the 47 tasks in the MMSU benchmark:

Volume Comparison: This task requires the model to analyze a given speech sample, where differ-
ent segments of the same speaker’s speech exhibit varying volume levels, including low, medium,
and high. The model needs compare these segments and identify the appropriate volume pattern
based on the variations within the utterance. ["Category": "Perception", "Sub-category": "Paralin-
guistics", "Sub-sub-category": "Speaker Traits", "Linguistics-subdiscipline": "Paralinguistics"]

Speech Stress Perception: Task focusing on detecting and classifying stress patterns in spoken
language, particularly identifying the stressed word within a sentence. ["Category": "Perception",
"Sub-category": "Linguistics", "Sub-sub-category": "Phonology", "Linguistics-subdiscipline":
"Paralinguistics"]
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Emotion Recognition: Task involving the identification of emotions expressed in speech, emotion
including happy, sad, anger, disgust and fearful. ["Category": "Perception", "Sub-category": "Par-
alinguistics", "Sub-sub-category": "Speaker Traits", "Linguistics-subdiscipline": "Paralinguistics"]

Speaker Identity Recognition: Task of identifying the location of a second audio clip within a
segment where multiple distinct voices are present. Given the position of one clip that belongs
to a particular speaker, the model is required to correctly identify the position of another clip that
also belongs to the same speaker, based on voice characteristics. ["Category": "Perception", "Sub-
category": "Paralinguistics", "Sub-sub-category": "Speaking Style", "Linguistics-subdiscipline":
"Paralinguistics"]

Intonation Perception: Task of accurately determining the intonation type of a given audio clip.
The model is required to identify one of the four classical English intonation patterns—rising
tone, falling tone, rising-falling tone, or falling-rising tone—based on the intonation in the speech.
["Category": "Perception", "Sub-category": "Linguistics", "Sub-sub-category": "Phonology",
"Linguistics-subdiscipline": "Prosody"]

Plosive Sound Identification: Task of determining whether a given word ends with a plosive sound
(such as "p," "b," "t," "d") or not. The model is required to classify whether the word concludes
with a burst of air characteristic of plosive sounds. ["Category": "Perception", "Sub-category":
"Linguistics", "Sub-sub-category": "Phonology", "Linguistics-subdiscipline": "Phonetics"]

Content Grounding: Task focused on selecting the accurate content transcription of speech from
multiple options. ["Category": "Perception", "Sub-category": "Linguistics", "Sub-sub-category":
"Semantics", "Linguistics-subdiscipline": "Semantics"]

Vocal Range Comparison: This task requires the model to analyze a given speech sample,
where different segments of the same speaker’s speech exhibit varying vocal ranges, including low,
medium, and high pitches. The model needs compare these segments and identify the appropriate
vocal range pattern based on the variations within the utterance. ["Category": "Perception", "Sub-
category": "Paralinguistics", "Sub-sub-category": "Speaker Traits", "Linguistics-subdiscipline":
"Paralinguistics"]

Gender Prediction: Task of predicting the gender of a speaker based on the acoustic properties
of their voice. ["Category": "Perception", "Sub-category": "Paralinguistics", "Sub-sub-category":
"Speaking Style", "Linguistics-subdiscipline": "Paralinguistics"]

Speech Duration Estimation: Task of accurately calculating the speaking duration of an audio
clip, which contains both speech and silence. The model is required to determine the total duration
of the speech portion, excluding periods of silence. ["Category": "Perception", "Sub-category":
"Linguistics", "Sub-sub-category": "Semantics", "Linguistics-subdiscipline": "None"]

Non-Verbal Sound Detection: Task of detecting and classifying specific non-verbal sounds in
audio. The model is required to identify one of the ten categories: breathe, laugh, cry, sneeze, burp,
scream, yawn, snore, cough, or sign. ["Category": "Perception", "Sub-category": "Linguistics",
"Sub-sub-category": "Semantics", "Linguistics-subdiscipline": "Semantics"]

Disfluency Detection: This task involves detecting and classifying disfluencies in a given sponta-
neous speech clip. The model is required to identify whether the speech contains any of the following
disfluency types: filled pauses (e.g., "uh" or "um"), which are non-lexical vocalizations used to fill
pauses in speech; discourse markers (e.g., "well" or "you know"), which help organize discourse or
manage the flow of conversation; explicit editing terms (e.g., "I mean" or "you see"), used to correct
or clarify previous speech; restarts, where the speaker interrupts or repeats sentence beginnings; or
"none," indicating that the speech is fluent with no disfluency present. ["Category": "Perception",
"Sub-category": "Linguistics", "Sub-sub-category": "Semantics", "Linguistics-subdiscipline": "Se-
mantics"]

Total Speaker Counting: Task focused on counting the total number of speakers present in a given
audio sample. The model is required to identify distinct speakers based on differences in voice tim-
bre. ["Category": "Perception", "Sub-category": "Paralinguistics", "Sub-sub-category": "Speaking
Style", "Linguistics-subdiscipline": "Paralinguistics"]

Dialogue Turn Counting: This task focuses on identifying and counting the number of dialogue
turns or exchanges between speakers in a conversation, requiring the model to recognize transitions

18



972
973
974
975
976
977
978
979
980
981
982
983
984
985
986
987
988
989
990
991
992
993
994
995
996
997
998
999
1000
1001
1002
1003
1004
1005
1006
1007
1008
1009
1010
1011
1012
1013
1014
1015
1016
1017
1018
1019
1020
1021
1022
1023
1024
1025

Under review as a conference paper at ICLR 2026

between speakers. ["Category": "Perception", "Sub-category": "Linguistics", "Sub-sub-category":
"Semantics", "Linguistics-subdiscipline": "None"]

Prolonged Sound Perception: This task involves identifying the word in a given audio clip that
contains a prolonged sound, such as drawn-out vowels or extended consonants. The model is
required to accurately detect and classify the occurrence of prolonged sounds in speech, based
on prosody, which are often used for emphasis or to convey emotion in spontaneous speech.
["Category": "Perception", "Sub-category": "Linguistics", "Sub-sub-category": "Phonology",
"Linguistics-subdiscipline": "Prosody"]

Stress-Based Reasoning: This task involves identifying the location of stress within a given sen-
tence, determining which word in the sentence carries the primary stress. ["Category": "Reason-
ing", "Sub-category": "Linguistics", "Sub-sub-category": "Phonology", "Linguistics-subdiscipline":
"Prosody"]

Continuation Writing: This task requires the model to listen to a given audio clip and choose the
most contextually appropriate continuation from a set of options. The model need identify which
continuation best follows the flow of the narrative, ensuring coherence and relevance based on the
preceding speech. ["Category": "Reasoning", "Sub-category": "Linguistics", "Sub-sub-category":
"Semantics", "Linguistics-subdiscipline": "Semantics"]

Emotional Context Reasoning: This task requires the model to infer the emotional context of a
given audio clip, where the textual content alone lacks emotional information, and only the speaker’s
tone and expression in the audio provide emotional cues. The model need integrate both the textual
content and the speaker’s emotional tone to select the most contextually appropriate scenario from
a set of options. ["Category": "Reasoning", "Sub-category": "Paralinguistics", "Sub-sub-category":
"Speaker Traits", "Linguistics-subdiscipline": "Paralinguistics"]

Dialogue Reasoning: This task involves reasoning about a dialogue’s content to infer the identity
of a speaker, the relationship between speakers, or the most likely scenario to unfold, based on
the conversational context. ["Category": "Reasoning", "Sub-category": "Linguistics", "Sub-sub-
category": "Semantics", "Linguistics-subdiscipline": "Semantics"]

Background Scene Recognition: This task requires the model to analyze a given speech audio
clip that includes background sounds and infer the most likely environmental setting or location,
such as a church, school, or subway, based on the auditory cues present in the background. ["Cate-
gory": "Reasoning", "Sub-category": "Linguistics", "Sub-sub-category": "Semantics", "Linguistics-
subdiscipline": "None"]

Intonation-Based Reasoning: This task focuses on reasoning based on intonation patterns in
speech, inferring the speaker’s intentions or underlying emotional states from variations in intona-
tion. ["Category": "Reasoning", "Sub-category": "Linguistics", "Sub-sub-category": "Phonology",
"Linguistics-subdiscipline": "Prosody"]

Puns Interpretation: Task of interpreting puns or wordplay in speech, recognizing when words
have dual meanings or when humor is involved in the conversation. ["Category": "Reason-
ing", "Sub-category": "Linguistics", "Sub-sub-category": "Phonology", "Linguistics-subdiscipline":
"Rhetoric"]

Speech Translation: This task requires the model to listen to a given audio clip in one of the
following languages: Russian, Japanese, Italian, French, German, Chinese, or Spanish, and select
the most appropriate English version translation from a set of options. ["Category": "Reasoning",
"Sub-category": "Linguistics", "Sub-sub-category": "Semantics", "Linguistics-subdiscipline": "Se-
mantics"]

Prolonged Sound Reasoning: Task that involves reasoning about the use of prolonged sounds
in speech, determining their emotional or contextual significance. ["Category": "Perception",
"Sub-category": "Linguistics", "Sub-sub-category": "Phonology", "Linguistics-subdiscipline":
"Prosody"]

Intent Detection: Task of identifying the speaker’s intent from spoken language. ["Cate-
gory": "Reasoning", "Sub-category": "Linguistics", "Sub-sub-category": "Semantics", "Linguistics-
subdiscipline": "Semantics"]
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Synthetic Speech Detection: Task focused on detecting whether a given speech sample is generated
by a machine (synthetic speech) or is a natural human voice. ["Category": "Reasoning", "Sub-
category": "Paralinguistics", "Sub-sub-category": "Speaking Style", "Linguistics-subdiscipline":
"Paralinguistics"]

Casual Reasoning: This task involves performing causal analysis based on a given audio clip,
where the model is required to identify the cause or consequence of a particular event or situa-
tion. ["Category": "Reasoning", "Sub-category": "Linguistics", "Sub-sub-category": "Semantics",
"Linguistics-subdiscipline": "Semantics"]

Code-Switch Question Answering: This task involves answering questions where the speaker
switches between Chinese and English within a single utterance. The model is required to under-
stand the speaker’s content, despite the language alternation, and select the most appropriate answer
from the available options. ["Category": "Reasoning", "Sub-category": "Linguistics", "Sub-sub-
category": "Semantics", "Linguistics-subdiscipline": "Semantics"]

Sarcasm Detection: This task involves determining whether a given audio clip contains sar-
castic speech. ["Category": "Reasoning", "Sub-category": "Paralinguistics", "Sub-sub-category":
"Speaker Traits", "Linguistics-subdiscipline": "Paralinguistics"]

Age Prediction: This task involves predicting the age group of a speaker based on vocal character-
istics. The model is required to classify the speaker into one of the following age categories: Elderly
adult, Child, Young adult, and Middle-aged adult. ["Category": "Perception", "Sub-category": "Par-
alinguistics", "Sub-sub-category": "Speaking Style", "Linguistics-subdiscipline": "Paralinguistics"]

Pitch Comparison: This task requires the model to analyze a given speech sample, where different
segments of the same speaker’s speech exhibit varying pitch levels, including low, medium, and high.
The model needs compare these segments and identify the appropriate pitch pattern based on the
pitch variations within the utterance. ["Category": "Perception", "Sub-category": "Paralinguistics",
"Sub-sub-category": "Speaker Traits", "Linguistics-subdiscipline": "Paralinguistics"]

Speed Comparison: This task requires the model to analyze a given speech sample, where different
segments of the same speaker’s speech exhibit varying speech rates, including slow, medium, and
fast. The model needs compare these segments and identify the appropriate speed pattern based on
the rate variations within the utterance. ["Category": "Perception", "Sub-category": "Paralinguis-
tics", "Sub-sub-category": "Speaker Traits", "Linguistics-subdiscipline": "Paralinguistics"]

Accent Identification: This task requires the model to identify the English accent of a speaker
from one of 13 distinct regional accents. These accents include those from Singapore, Hong Kong,
Australia, India, Kenya, Nigeria, the United States, South Africa, the United Kingdom, the Philip-
pines, Ireland, Canada, and New Zealand. ["Category": "Perception", "Sub-category": "Linguis-
tics", "Sub-sub-category": "Phonology", "Linguistics-subdiscipline": "Prosody"]

Long Speech Summarization: Task involving summarizing long-form audio recordings into con-
cise, coherent summaries while preserving key information. ["Category": "Reasoning", "Sub-
category": "Linguistics", "Sub-sub-category": "Semantics", "Linguistics-subdiscipline": "Seman-
tics"]

Speech Act Classification: This task involves classifying the type of speech act performed in a
given utterance. The model is required to categorize the speech act into one of the following types:
Directives, which aim to influence the listener’s behavior, such as requests or commands; Assertives,
which are statements conveying information or describing facts, such as claims or reports; Commis-
sives, which involve commitments to future actions, such as promises or offers; Expressives, which
reflect the speaker’s inner feelings or emotional states, such as apologies or congratulations; and
Declarations, which alter a person’s status or institutional situation upon being spoken, such as
pronouncing someone married or firing an individual. ["Category": "Perception", "Sub-category":
"Linguistics", "Sub-sub-category": "Semantics", "Linguistics-subdiscipline": "Syntactics"]

Logical Reasoning: Task focused on inferring logical connections or drawing conclusions from
a given audio clip, requiring structured thinking and reasoning. ["Category": "Reasoning", "Sub-
category": "Linguistics", "Sub-sub-category": "Semantics", "Linguistics-subdiscipline": "Seman-
tics"]
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Polysemy Reasoning: Task that involves reasoning about polysemous words (words with mul-
tiple meanings) and interpreting them correctly within context. ["Category": "Reasoning",
"Sub-category": "Linguistics", "Sub-sub-category": "Phonology", "Linguistics-subdiscipline":
"Rhetoric"]

Deixis Resolution: This task involves resolving deictic expressions, such as "this" or "that," by
accurately identifying the referent based on the surrounding context. The model is required to reason
about the use of deictic pronouns within the discourse and infer the specific entity or information
being referred to, ensuring that the correct referent is identified in alignment with the contextual
cues. ["Category": "Reasoning", "Sub-category": "Linguistics", "Sub-sub-category": "Semantics",
"Linguistics-subdiscipline": "Syntactics"]

Idiom Reasoning: Task focused on understanding and interpreting idiomatic expressions in
speech, where meanings are not directly derived from the literal words. ["Category": "Reason-
ing", "Sub-category": "Linguistics", "Sub-sub-category": "Phonology", "Linguistics-subdiscipline":
"Rhetoric"]

Couplet Matching: Task that involves matching rhyming or paired lines (couplets) in poetry or
dialogue, based on phonetic and rhythmic patterns. ["Category": "Reasoning", "Sub-category":
"Linguistics", "Sub-sub-category": "Phonology", "Linguistics-subdiscipline": "Rhetoric"]

Near-Homophone Perception: Near homophones are words that share similar pronunciations but
differ in meaning. This task requires the model to identify and distinguish between such words.
Given a spoken input, the model need accurately identify the intended word from a set of options,
where the distractors are near-homophones. ["Category": "Perception", "Sub-category": "Linguis-
tics", "Sub-sub-category": "Phonology", "Linguistics-subdiscipline": "Phonetics"]

Homophone-Based Reasoning: Task focused on reasoning about homophones (words that sound
the same but differ in meaning) in speech, used to disambiguate context. ["Category": "Reason-
ing", "Sub-category": "Linguistics", "Sub-sub-category": "Phonology", "Linguistics-subdiscipline":
"Phonetics"]

Consonant-Vowel Perception: This task requires the model to identify and select words from a
given audio clip that consistently match the same consonant or vowel sound, ensuring accurate clas-
sification of consonants and vowels based on phonetic patterns. ["Category": "Perception", "Sub-
category": "Linguistics", "Sub-sub-category": "Phonology", "Linguistics-subdiscipline": "Phonet-
ics"]

Syntactic Structure Matching: This task requires the model to select the sentence or phrase from
a set of options that most closely matches the syntactic structure of the given audio clip. The model
need analyze the grammatical structure of the spoken input and identify the option with the closest
syntactic alignment. ["Category": "Reasoning", "Sub-category": "Linguistics", "Sub-sub-category":
"Phonology", "Linguistics-subdiscipline": "Syntactics"]

Syllable Perception: This task involves identifying and counting the number of syllables in a given
audio clip. ["Category": "Perception", "Sub-category": "Linguistics", "Sub-sub-category": "Phonol-
ogy", "Linguistics-subdiscipline": "Phonetics"]

Pause-Based Reasoning: This task requires the model to analyze the occurrence and place-
ment of pauses within a given audio clip in order to infer the correct meaning of the speech.
["Category": "Reasoning", "Sub-category": "Linguistics", "Sub-sub-category": "Phonology",
"Linguistics-subdiscipline": "Prosody"]

Pause Perception: This task requires the model to identify the specific word after which a pause
occurs in a given audio clip. ["Category": "Perception", "Sub-category": "Linguistics", "Sub-sub-
category": "Phonology", "Linguistics-subdiscipline": "Prosody"]

D.2 TASK EXAMPLES

Table 6 gives the examples for each task in MMSU.

Domain Task Audio Content Question and Options
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Perception

Volume Com-
parison

The same segment of
speech by the same
speaker with three
different volume in-
tensities.

Which volume pattern best matches the au-
dio?
Choices:
A. low-medium-high
B. medium-low-high
C. high-medium-low
D. medium-high-low

Stress Percep-
tion

Transcription: "You
SHOULD [with
stress] talk to her."

Which word has prominent stress in the au-
dio?
Choices:
A. to
B. should
C. talk
D. you

Emotion
Recognition

Transcription: "This
is what happend."

How does the speaker feel in the record-
ing?
Choices:
A. anger
B. happy
C. disgust
D. fear

Speaker Iden-
tity Recogni-
tion

In the audio seg-
ment, different peo-
ple speak at differ-
ent times, with two
clips coming from
the same person.

Which speaker clip belongs to the same
person as speaker clip 4?
Choices:
A. The first person
B. The second person
C. The third person
D. Unkown

Age Predic-
tion

A voice from a child. What is the most likely age group of the
speaker in the audio?
Choices:
A. Elderly adult
B. Child
C. Young adult
D. Middle-aged adult

Intonation
Perception

coffee [in a rising
tone], tea [in a ris-
ing tone], milk [in
a falling tone], juice
[in a rising tone]

Which word has falling intonation in the
audio?
Choices:
A. coffee
B. tea
C. milk
D. juice

Plosive Sound
Identification

Transcription: "cat" What type of stop release do you hear at
the end of the word?
Choices
A. Fully released
B. Unreleased stop
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Content
Grounding

Transcription: "I
will repeat them in
a very few words,
whether you choose
not rather to go off
with one of your own
sex with your Anna
Howe than with one
of the other with
Mr. Lovelace. and if
not."

Which sentence is the correct transcription
of the audio?
Choices:
A. I will repeat them in only a few words,
whether you’d prefer to leave with one of
your own gender with your Anna Howe
than with someone of the opposite with Mr.
Lovelace. and if not.
B. I will reiterate them in a few words,
whether you choose not rather to set off
with one of your own kind with your Anna
Howe than with one of the different kind
with Mr. Lovelace. and if not.
C. I shall recap in a few words, whether
you would rather go away with a friend of
the same sex, Anna Howe, than with some-
one from the opposite sex, Mr. Lovelace.
and if not.
D. I will repeat them in a very few words,
whether you choose not rather to go off
with one of your own sex with your Anna
Howe than with one of the other with
Mr. Lovelace. and if not.

Pause Percep-
tion

Transcription: "I’m
sorry. I love you."

Which word is most likely followed by a
pause in the audio? If there is no pause,
select ’No pause’.
Choices:
A. sorry
B. you
C. No pause
D. I

Vocal Range
Comparison

The same segment of
speech by the same
speaker with three
different vocal range.

Which vocal range pattern best matches the
audio?
Choices:
A. low-high-medium
B. high-low-medium
C. low-medium-high
D. medium-low-high

Gender
Prediction

A voice from a fe-
male.

What is the speaker’s gender?
Choices:
A. female
B. male

Accent Identi-
fication

An audio recording
of a speaker with an
Indian accent.

What accent does the speaker’s voice most
likely correspond to?
Choices:
A. British
B. India
C. Hong Kong
D. Australia

Speech
Duration
Estimation

In an audio segment,
there is silence at the
beginning and end,
with a portion in
the middle where a
speaker is talking.

What is the total speaking time in the au-
dio?
Choices:
A. 5.72
B. 8.72
C. 11.72
D. 13.85
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Non-Verbal
Sound Detec-
tion

A cry sound. What type of non-verbal sound is in the au-
dio?
Choices:
A. scream
B. yawn
C. burp
D. cry

Pitch Com-
parison

The same segment of
speech by the same
speaker with three
different pitch level.

Which pitch pattern best matches the au-
dio?
Choices:
A. medium-high-low
B. medium-low-high
C. low-high-medium
D. low-medium-high

Disfluency
Detection

Transcription: "And
we go to, uh, places
out in, uh, uh, let’s
see what’s that,
what’s that state
north of us, that state
yeah. that one. That
one."

Which types of disfluencies are present in
the audio? Filled pauses: e.g., uh, um;
Discourse markers: e.g., well, you know;
Restarts: interrupted or repeated sentence
starts; Explicit editing terms: e.g., I mean.
Choices:
A. discourse markers, filled pauses, restarts
B. filled pauses, restarts
C. filled pauses
D. explicit editing terms, filled pauses

Syllable Per-
ception

Transcription: "indi-
visibility"

How many syllables are in the word you
heard?
Choices:
A. four-syllable word
B. one-syllable word
C. two-syllable word
D. five-syllable word

Speech Act
Classification

Transcription: "I’m
so thankful for your
kindness."

Which of the following best describes the
speech act type of the utterance in the au-
dio? Choose the correct type based on
the speaker’s communicative intent. Di-
rectives: attempts to get the listener to
do something. Assertives: statements
that convey information or describe facts.
Commissives: commitments to future ac-
tions. Expressives: expressions of inner
feelings or emotional states. Declarations:
utterances that change a person status or in-
stitutional situation upon being spoken.
Choices:
A. Declarations
B. Expressives
C. Commissives
D. Assertives

Consonant
and Vowel
Perception

Transcription:
"moon, soon, noon,
tune, prune"

Which of the following word contains the
same vowel sound?
Choices:
A. done (/V/)
B. din (/I/)
C. dam (//æ/)
D. dune (/u:/)
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Total Speaker
Counting

An audio clip with 5
different people

How many different speakers are in the au-
dio?
Choices:
A. 3 people
B. 4 people
C. 5 people
D. 6 people

Dialogue
Turn Count-
ing

Person1: Lily, can
you take part in our
picnic this week-
end? Person2: That
sounds great. Where
are you going?
Person1: I think
we can go to the
river, go around and
have supper. Per-
son2: What should
I bring? Person1:
Nothing. Just wear
comfortable clothes
and good shoes for
walking. We’ll bring
everything.

How many turns are there in the dialogue?
A turn is one uninterrupted speech by a sin-
gle speaker. Each speaker change counts as
one turn.
Choices:
A. 5
B. 6
C. 4
D. 3

Speed Com-
parison

The same segment of
speech by the same
speaker with three
different speed rate.

Which speed pattern best matches the au-
dio?
Choices:
A. high-low-medium
B. high-medium-low
C. low-medium-high
D. low-high-medium

Near-
Homophone
Perception

Transcription: "four-
teen, desert, dairy"

What words do you hear in the audio?
Choices:
A. fourteen, desert, dairy
B. fourteen, dessert, diary
C. forty, dessert, diary
D. forty, desert, dairy

Prolonged
Sound Per-
ception

It was sooooo funny,
I couldn’t stop laugh-
ing!

Which word contains noticeable elonga-
tion in the audio?
Choices:
A. so
B. was
C. funny
D. stop

Resoning

Stress-based
Reasoning

Transcription: "I
didn’t say HE (stress
place) stole it."

What is emphasized by the stress in this
sentence?
Choices:
A. Stress is not "I" said
B. Suggesting it might have been borrowed
or other action
C. Implying someone else stole it
D. Denying having "said" it
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Logical Rea-
soning

Transcription: "If
an individual is
suffering from an
infection, it indicates
that their immune
system is compro-
mised. an example of
such a situation can
be seen with john,
who is presently
dealing with an
infection."

Taking into account the audio context pro-
vided, what conclusion would be most ap-
propriate?
Choices:
A. Sarah has a compromised immune sys-
tem.
B. John has a strong immune system.
C. Jane has a weakened immune system.
D. He has a weakened immune system.

Polysemy
Reasoning

Transcription: "She
tripped over the rug
and fell."

"What does "trip" mean in this sentence?
Choices:
A. A mechanical switch
B. A hallucination experience
C. A journey
D. To stumble and fall

Continuation
Writing

Transcription: "And
so what we see is,
you know, for people
who have good
security posture.
You know, they’ll
be more comfortable
running multiple
teams."

Which option best continues the content of
the audio in a coherent and natural way?
Choices:
A. Sugar and Red Bull? Seriously? Mine’s
definitely people being loud in public
spaces. Nothing grates on my nerves more
than trying to enjoy a quiet moment and
someone’s blaring their life story into their
phone.
B. Instead, she fought through the con-
crete jungle, her spirit undimmed, making
her way with grit and a charm that could
turn adversaries into allies. Her story was
one of perseverance, proving success isn’t
handed but forged through fire.
C. They’ll be able to streamline op-
erations effectively, reduce vulnerabili-
ties, and foster a culture of resilience.
This, in turn, encourages innovation as
teams feel secure to experiment and
push boundaries without the looming
fear of security breaches derailing their
projects.
D. Indeed, while popularity plays a signif-
icant role, Mr. Pyne’s observation mer-
its consideration. The heart of Labor’s
strategy should lean towards diversifying
representation, bridging gaps between ur-
ban cores and suburban peripheries. This
strategic shift could fortify the party’s res-
onance across a wider electoral base, en-
suring a more holistic representation.

Deixis Rea-
soning

Transcription: "I vis-
ited a restaurant to-
day. They served
a spicy pasta and a
creamy pizza. The
pizza looked extra
appetizing, so I de-
cided to try that."

In the audio clip, what does “that” refer to?
Choices:
A. The waiter.
B. The creamy pizza.
C. The spicy pasta.
D. The restaurant
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Emotional
Context
Reasoning

Transcription: "I
wonder what this is
about."

Based on the speaker’s emotional voice,
which situation most likely happened?
Choices:
A. Noticing vomit on the sidewalk and hav-
ing to step around it.
B. Receiving a message from the doctor
about urgent test results.
C. Yelling at a coworker who forwarded a
mysterious email about them without con-
text.
D. Realizing it’s their birthday and seeing
lots of messages from loved ones.

Dialogue
Reasoning

Transcription: "Per-
son 1: Place your
bags on the belt,
please. Person 2:
Should I remove
my belt and watch?
Person 1: Yes, and
laptops go in a sep-
arate bin. Person 2:
Got it."

What is the most likely setting of this con-
versation?
Choices:
A. Hotel lobby
B. Airport security checkpoint
C. Subway station
D. Train platform

Intonation-
based Rea-
soning

Transcription: "They
loved it? (In a rising
pitch)"

Given the context of hearing an unexpected
reaction, what does the pitch imply?
Choices:
A. Giving reassurance
B. Asking for permission
C. Expressing doubt
D. Showing confidence

Puns Interpre-
tation

Transcription: "A
cross-eyed teacher
couldn’t control his
pupils."

What is funny about this sentence?
Choices:
A. The students were rebellious
B. The teacher was nervous
C. Cross-eyed people have trouble seeing
D. "Pupils" means both students and the
eye’s pupils

Background
Scene Recog-
nition

An audio clip with a
subway pass by.

Based on the audio clip, which background
sound scene the speaker is most likely to be
speaking in?
Choices:
A. School
B. Park
C. Train or subway
D. Concert

Idiom Rea-
soning

Transcription: "We
should put this
project on ice until
next year."

What does the phrase with idiom actually
mean?
Choices:
A. The speaker dislikes the project.
B. The speaker is talking about refrigera-
tion.
C. Put a project on hold.
D. The speaker is discussing winter sports.
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Speech Trans-
lation

A Russian speech Which option best translates the Russian
audio into English?
Choices:
A. Our government has mobilized all
its resources to save affected people and
provide them with assistance.
B. The administration has gathered only a
few resources to help unaffected individu-
als and offer them support.
C. Our government is mobilizing some of
its assets to rescue people in need and sup-
ply them with aid.
D. The council has deployed its resources
to preserve affected monuments and ensure
proper care.

Prolonged
Sound Rea-
soning

Transcription:
"Maaaaaybe (in a
prolonged sound) we
should try a different
approach."

What does the elongated word suggest
about the speaker’s suggestion?
Choices:
A. Uncertain or tentative recommenda-
tion
B. Confident command
C. Excited celebration
D. Angry refusal

Intent Detec-
tion

Transcription: "Play
the music."

What is the user’s intent in the audio?
Choices:
A. weather query
B. qa factoid
C. general quirky
D. play music

Couplet
Matching

Transcription: "The
waves crash loud
upon the sandy
shore."

Which option best maintains the metrical
structure?
Choices:
A. The night is cold and moonlight’s glow
is bright.
B. The sea breeze drifts and whispers
soft once more.
C. I watch the setting sun with golden hue.
D. Birds sing sweet songs within the
dawn’s embrace.

Synthetic
Speech De-
tection

A synthesized speech
clip

Is the audio spoken by a real person or syn-
thesized (fake)?
Choices:
A. real
B. false
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Casual Rea-
soning

Transcription:
"That’s wowinthe-
world dot com. Our
show is produced by
Jed Anderson. Who
provides the bells,
whistles and silly
characters saying,
hello. Jed Yello.
Yeah, our show is
written by me. Guy
Raz and Thomas
Van Kalken, who
also provides silly
characters, Tom."

What is the reason behind the presence
of "silly characters saying, hello" in the
show?
Choices:
A. Because Jed Anderson produces the
show
B. Because the website is called wowinthe-
world dot com
C. Because Guy Raz writes the show
D. ecause Jed Yello provides them

Long Speech
Summariza-
tion

Transcription:
"We’re almost al-
ways being turned
into pure facticity in
other people’s minds,
for example, have
you ever walk around
in yourself conscious
about the way you
look? maybe you
just got a new pair of
shoes and you think
they look weird and
as you’re walking
around you feel like
every person that
passes you is looking
at you and they’re
thinking."

Which option best summarizes the content
of the audio?
Choices:
A. The text discusses the beauty of new
shoes.
B. People feel self-conscious because
they judge others’ appearance.
C. People always ignore how others judge
their appearance.
D. People often feel self-conscious about
others judging their appearance.

Sarcasm De-
tection

Transcription: "It’s
just a privilege to
watch your mind at
work."

Does the speaker express sarcasm or irony
in the audio?
Choices:
A. False
B. True

Pause-based
Reasoning

Transcription: "The
manager, said the
customer, is always
right."

What does the sentence most likely mean
based on the speaker’s pause?
Choices:
A. The customer said the manager is al-
ways right.
B. The customer was speaking for the man-
ager.
C. The customer is always right according
to the manager.
D. The manager said the customer is al-
ways right.

Homophone-
based Rea-
soning

Transcription: "The
wind was too strong
for the boat to sail."

What is the correct word used in the sen-
tence?
Choices:
A. cell
B. sale
C. seal
D. sail
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Code-Switch
QA

Transcription: "okay
我们可以 move on
to next topic 还有什
么东西要讲"

What does the speaker suggest?
Choices:
A. Taking a break
B. Moving on to the next topic
C. Asking for clarification
D. Ending the discussion

Syntactic
Structure
Matching

Transcription: "As
strange as it may
seem, his theory is
correct."

Which option has the same syntax as the
sentence heard in the audio?
Choices:
A. It sounds unbelievable, but the story is
true.
B. The story is true, even though it seems
unbelievable.
C. As unbelievable as it may sound, the
story is true.
D. Although unbelievable, the story is true.

Table 6: Examples for each task, with the bolded options indicating the correct answer.

E ERROR CASES ANALYSIS

Table 7 shows the types of errors, with examples obtained from the responses of Kimi-
Audio (KimiTeam et al., 2025), GPT-4o-Audio or human evaluators. Among them, perceptual
errors, reasoning errors, lack of knowledge, rejection of answer, and answer extraction errors are
belong to model error reasons, while distraction and difficulty in answering stem from human er-
rors.

Error
Type

Definition Question Prediction Reason

Perceptual
Errors

The model fails to
perceive the audio
correctly, resulting
in inaccurate or
incomplete un-
derstanding of the
input data.

How does the speaker
feel in the recording?
Choices:
A. happy
B. disgust
C. anger
D. fear

D. fear Misinterpreted
the speaker’s
emotion

Reasoning
Errors

The model under-
stands the audio’s
content but strug-
gles with logical
reasoning, leading
to incorrect or
flawed conclusions
based on the input.

Which option best con-
tinues the content of the
audio in a coherent and
natural way?
Choices:
A. But for Mr. Smith,
whose...
B. Adding to their load,
colleg...
C. In reality, employ-
ment is..
D. Guiding it with a
steady hand...

C The model fails
to analyze the
logical context,
thereby providing
an option that
is not logically
consistent with
the continuation
of the audio.
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Error
Type

Definition Question Prediction Reason

Lack of
Knowl-
edge

The model com-
prehends the con-
tent of the audio
to some extent but
lacks the necessary
knowledge or con-
text to provide a
correct or relevant
answer.

What accent does the
speaker’s voice most
likely correspond to?
Choices:
A. Singapore
B. Australia
C. India
D. United Kingdom

D The model lacks
intonation knowl-
edge of different
English accents.

Rejection
of Answer

The model does
not provide an an-
swer or refuses to
respond.

What is the speaker’s
gender?
Choices:
A. female
B. male

I’m sorry,
but I can’t
help with
identify-
ing the
gender.

Model refuses to
answer.

Answer
Extraction
Errors

The model does
not correctly fol-
low the instruction
and give an wrong
format response.

What is the intonation of
the entire sentence in the
audio?
Choices:
A. Rising Intonation
B. Rise-Fall Intonation
C. Fall-Rise Intonation
D. Failing Intonation

E. Rising-
Fall Into-
nation

The instruc-
tion prompt is:
"Choose the most
suitable answer
from options
A, B, C, and D
to respond the
question in next
line, you should
only choose A
or B or C or D.
Do not provide
any additional
explanations
or content."
However, model
does not cor-
rectly follow the
instruction.

Distraction The error occurs
when the individ-
ual is unable to fo-
cus on the task,
leading to incorrect
or incomplete re-
sponses due to dis-
traction or lack of
attention.

Which speed pattern best
matches the audio?
Choices:
A. low-medium-high
B. high-low-medium
C. low-high-medium
D. medium-high-low

B The evaluator
loses concen-
tration when
answering the
question.
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Error
Type

Definition Question Prediction Reason

Difficulty
in An-
swering

This error arises
when the indi-
vidual is unable
to provide a cor-
rect or relevant
response due to the
inherent difficulty
of the question,
coupled with a
lack of sufficient
knowledge or
expertise to ad-
dress the query
appropriately.

Which option best trans-
lates the French audio
into English?
Choices:
A. It can be found in
the urban...
B. Present in the city dis-
trict...
C. Located within the ru-
ral...
D. It was discovered in
the suburban area...

B The evaluator
lacks knowledge
of the French
language.

Table 7: Error cases in model and human answers. The bolded options indicating the correct answer.

F DATA CREATION DETAILS

F.1 CUSTOM RECORDING

In this study, we collected audio recordings from a total of 15 individuals, representing diverse
backgrounds. These participants included both native and non-native speakers, as well as recordings
from both professional and casual settings. The aim was to ensure a rich diversity in the audio
samples, capturing a wide range of accents, speaking styles, and recording environments.

Each participant was asked to record sentences based on specified textual information, with cor-
responding annotation requirements such as stress patterns, intonation of the entire sentence, and
other relevant speech characteristics. These annotations were critical for ensuring that the record-
ings captured the intended linguistic features, including emphasis on specific words and the overall
pitch contour of the sentence.

For tasks requiring higher-quality recordings, particularly those where certain aspects of speech such
as specific stress placement or prolonged sounds were necessary to reflect the underlying meaning
of the sentences, we opted for professional recordings. In these cases, professional voice actors were
recruited to perform the recordings according to the exact specifications provided in the text. These
actors were able to deliver high-fidelity recordings that met the precise requirements for emphasis,
intonation, and sound prolongation.

Once all the recordings were completed, the collected audio files underwent a manual review pro-
cess. The goal of this review was to ensure that only the highest quality recordings were retained
for further testing, with a focus on accuracy and clarity. Any recordings that did not meet the re-
quired standards were excluded from the final dataset, leaving only the most reliable and useful
audio samples for testing purposes.

F.2 HUMAN REVIEW

To ensure the quality and relevance of the data used in the MMSU benchmark, we recruited a team of
10 trained annotators with solid speech and linguistics background to carefully review and validate
the collected benchmark data, which included the questions, options, and answers. The annotators
utilized a dedicated annotation tool (as shown in Fig. 7), designed to streamline the review process
and ensure consistency across annotations.

In general, all annotators followed a standardised guideline covering the following criteria: (1)
Audio Quality and Relevance: Whether the audio is clear and appropriate for the corresponding
question and answer. (2) Question Validity: Whether the question is unambiguous, grammatically
sound, and matches the intended linguistic or acoustic phenomenon of the task. Annotators ver-
ify that the question does not introduce unintended biases or multiple plausible interpretations.(3)
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Figure 7: Screenshot of human annotation platform.

Distractor Quality: Whether the incorrect options are diverse, semantically related, and serve as
effective distractors. Annotators are asked to ensure that distractors are plausible but incorrect. (3)
Answer Accuracy: Whether the correct option is factually accurate and unambiguous.

To ensure high annotation quality and consistency, we employed a multi-stage validation workflow.
We formed five groups of two annotators each. Each pair was independently assigned to review a
batch of 1,000 examples for quality and consistency based on the predefined annotation guidelines.
If any item failed to meet the criteria, annotators were required to mark it and provide comments
explaining the issue. Only when both annotators approved an item would it proceed to the next
stage. Items that were flagged would be revised accordingly, which could involve re-recording the
audio, rewriting the question, or modifying the answer choices. The revised samples were then sent
back to the same annotator pair for re-evaluation. Once all 5,000 items had passed this initial round,
the entire dataset was shuffled and re-distributed such that each batch of 1,000 items was randomly
assigned to a different annotator pair for a second round of review. This process was repeated for
2–3 rounds until no further objections were raised. The resulting datasets were then handed over to a
team of three linguistics experts and members of the research team for final evaluation and revision,
with a focus on task validity, linguistic soundness, and alignment with the intended phenome. This
final review resulted in no more than 20 minor adjustments, reflecting the overall quality of the
preceding annotation rounds. Through this multi-layered and iterative process, we ensured that
every example in the benchmark met rigorous quality standards.

F.3 HUMAN EVALUATION

We recruited 15 students with undergraduate or higher academic qualifications (Bachelor’s, Mas-
ter’s, and PhD students) to participate as human evaluators. Fig. 8 shows the screenshot of the
human review interface. Each participant was required to listen to an audio clip and select the
appropriate answer based on the corresponding question. To alleviate the burden on human evalu-
ators, we randomly sampled 1,000 entries from the MMSU dataset to form the evaluation set (data
evenly distributed across each task). The results from the human evaluators served as a baseline for
assessing the models’ effectiveness on the task.

F.4 GPT PROMPTS

The prompt figures show the GPT prompts used as references for generating questions or options
for different tasks in MMSU.
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Figure 8: Screenshot of human evaluation platform.

Prompt Template (Generating code-switch QA options)

You are an expert in evaluating natural language understanding abilities.  Your task is to generate a multiple-
choice question to assess a large language model’s "Code-Switching Comprehension Ability" based on the given 
text that includes code-switching between two languages.

【Input Text】
{{text}}

【Task Requirements】
1.  Please generate 1 challenging and accurate multiple-choice question based on the code-switching text.
2.  The question should focus on a key detail from the text that requires deep understanding of the context and 
the languages used.
3.  **You must generate 4 options**, where:
- **One option is the correct answer**, based on the given text.
- **The remaining 3 options are incorrect answers**, which must seem plausible but contain explicit errors such 
as:
- Misinterpretation of the main idea.
- Incorrect details (e.g., wrong action, mistaken time, or incorrect cause).
- Misunderstanding the code-switching context or language switch.
4.  The question must be **precise and challenging**, requiring careful reading and comprehension of both the 
code-switched content and the contextual clues in the text.
5.  The options should be:
- **Concise** (no more than 20 words per option).
- **Clear and non-repetitive**, ensuring the reader can easily distinguish the correct answer.
6.  **The output format must be a Python-style list** containing 4 strings:
- The first string is the correct answer.
- The other three strings are incorrect options.
Example:
["Correct Answer", "Incorrect Option 1", "Incorrect Option 2", "Incorrect Option 3"]
7.  Do not include anything other than the list of options in the output.
8.  All content within the list must be in English!

Now, please process the text according to the above rules and generate the question and the list of options.
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Prompt Template (Generating continuation writing response)

You are an expert in natural language generation. Your task is to generate a continuation of the provided text 
that is **coherent, engaging**, and follows the same tone, style, and context.

【Input Text】
{{input_text}}

【Task Requirements】
1. Please generate a **coherent and engaging continuation** of the given text.
2. The continuation must be **no more than 50 words**.
3. The style, tone, and voice of the continuation should match the input text, ensuring a smooth transition.
4. The continuation must be **relevant to the original context** and **logical**.
5. Ensure that the continuation **does not introduce new or unrelated topics**. It should feel like a natural 
extension of the original content.
6. The output must only include the **continuation of the text**—do not repeat the original input text.
7. The continuation must be in **English**.

Now, please process the input text and generate the continuation.

Prompt Template (Generating emotional context reasoning options)

You are an expert in emotional context reasoning.  Your task is to generate four scenario options based on the 
emotional context of a given sentence.  Each scenario should reflect the emotional state implied by the sentence 
and fit one of the four emotional labels.

【Input Text】
{{input_text}}

【Task Requirements】
1.  **Identify the emotional tone** of the given sentence and generate four scenarios that match different 
emotional labels.
2.  The scenarios should be **realistic and coherent** with the sentence and align with the corresponding 
emotional labels.
3.  For each emotional label, generate a **plausible and appropriate situation** that fits the speaker's emotional 
state based on the sentence.
4.  The emotional labels to consider are **[label1, label2, label3, label4]**.
5.  The generated scenarios should correspond to the emotional states indicated by the labels.
6.  Ensure that the emotional scenarios are **distinct from each other** and reflect a variety of emotional 
experiences that can be logically linked to the sentence.
7.  Each scenario should be **concise and clear**, with no more than 25 words per scenario.
8.  The output should be **formatted as a Python-style list**, containing the four scenarios, with each labeled 
appropriately based on the emotional tone they correspond to.

9.  Example Output Format:
["Scenario 1", "Scenario 2", "Scenario 3", "Scenario 4"]

10.  Do not output anything other than the list of scenarios.

Now, based on the provided input text and emotional labels, generate four appropriate scenarios.
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Prompt Template (Generating idiom reasoning options)

You are an expert in natural language understanding, specifically in idiomatic expressions. Your task is to 
generate a multiple-choice question to test the understanding of a given idiomatic sentence.

【Input Text】
{{input_text}}

【Task Requirements】
1. **Identify the idiomatic expression** in the given sentence and understand its figurative meaning.
2. **Generate a question** that tests the understanding of the idiomatic meaning of the sentence.
3. **Generate 4 options** for the multiple-choice question, where:
   - The **first option is the correct interpretation**, which reflects the true figurative meaning of the idiom.
   - The remaining **3 options are incorrect** but plausible and based on **superficial or literal interpretations** 
of the sentence. These errors should involve:
     - Misunderstanding the idiomatic meaning and taking the sentence literally.
     - Confusing the figurative meaning with a similar but incorrect idiom.
     - Providing a surface-level interpretation that misses the idiom's deeper meaning.
4. Ensure that the options are concise and clear, with a noticeable distinction between the correct and incorrect 
answers.
5. The options should challenge the reader to distinguish between the literal and figurative meanings of the 
idiom.

6. **The output format must be a Python-style list** containing 4 strings:
   - The first string is the correct interpretation of the idiom.
   - The remaining three strings are incorrect interpretations.
   
   Example:
   ["Correct Interpretation", "Incorrect Option 1", "Incorrect Option 2", "Incorrect Option 3"]

Now, please process the input text and generate the question along with the list of options.

Prompt Template (Generating speech summarization options)

You are an expert in evaluating natural language understanding abilities. Your task is to generate a multiple-
choice question to assess a large language model's "Summarization Ability" based on the given text.

【Input Text】
{{text}}

【Task Requirements】
1. Please generate 4 concise summary options (each should be within 20 words in English) for a multiple-choice 
question.
2. **The first option must be the most accurate and high-quality English summary**, covering the core points of 
the original text without omitting any key information or adding irrelevant content.
3. The remaining 3 options should be **incorrect summaries**, which must appear reasonable but contain clear 
errors. These options must explicitly include **at least one of the following error types**:
   - Main idea error (incorrect or inverted focus)
   - Detail error (such as time, quantity, location, or character errors)
   - Causal error (fabricated or reversed cause-effect relationships)
   - Sentiment/attitude error (changing the stance of characters)
4. All options should be concise and clear, with no repetition or ambiguity, ensuring that only the first option is 
the correct answer.
5. **The output format must be a Python-style list** containing 4 strings, with the first being the correct option 
and the remaining three being incorrect options. For example:
   ["Correct Option", "Incorrect Option 1", "Incorrect Option 2", "Incorrect Option 3"]
6. Do not output anything other than this list.
7. The contents of the list must all be in English!

Now, please process the text according to the above rules and generate the list of English options.
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Prompt Template (Generating speech translation options)

You are an expert in evaluating natural language understanding, with a focus on speech translation. Your task is 
to generate a multiple-choice question based on the **English translation** of a given speech input, with three 
plausible but incorrect options. These incorrect options should introduce specific errors while maintaining a high 
level of similarity to the correct translation.

【Input Text】
{{correct_translation}}  # The correct English translation of the speech

【Task Requirements】
1. **Generate 3 incorrect options** for the multiple-choice question, where:
   - The three options are **incorrect translations**, which should have **clear, deliberate errors**. These errors 
should be subtle enough to seem plausible but noticeable upon closer inspection.
   
2. The incorrect options should introduce errors in one or more of the following dimensions (choose from the list 
of suggested dimensions below):
   - **Lexical Choice**: Using a synonym or similar word that changes the meaning.
   - **Syntactic Structure**: Reordering the sentence structure or altering grammatical elements.
   - **Negation Error**: Introducing or removing negation in the sentence.
   - **Tense/Aspect Error**: Incorrect use of verb tense or aspect (e.g., past vs. present).
   - **Pronoun Misuse**: Changing the pronouns or referring to the wrong subject.
   - **Omission of Key Information**: Leaving out important information or altering the scope of the translation.
   - **Emotional Tone Shift**: Changing the tone or sentiment of the sentence (e.g., making it more formal, 
casual, negative, etc.).

4. **The output format must be a Python-style list** containing 3 strings:
   
5. Do not output anything other than the list of options.

6. All content within the list must be in English!

Now, please process the input text according to the above rules and generate the list of options.
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