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Abstract

Simplifying text while preserving its meaning001
is a complex yet essential task, especially in002
sensitive domain applications like legal texts.003
When applied to a specialized field, like the004
legal domain, preservation differs significantly005
from its role in regular texts. This paper in-006
troduces FrJUDGE, a new dataset to assess le-007
gal meaning preservation between two legal008
texts. It also introduces JUDGEBERT, a novel009
evaluation metric designed to assess legal mean-010
ing preservation in French legal text simpli-011
fication. JUDGEBERT demonstrates a superior012
correlation with human judgment compared to013
existing metrics. It also passes two crucial san-014
ity checks, while other metrics did not: For two015
identical sentences, it always returns a score of016
100%; on the other hand, it returns 0% for two017
unrelated sentences. Our findings highlight its018
potential to transform legal NLP applications,019
ensuring accuracy and accessibility for text sim-020
plification for legal practitioners and lay users.021

1 Introduction022

Automatic text simplification (ATS) aims to cre-023

ates easier-to-read text while keeping the original024

meaning (Saggion, 2017). Evaluating whether a025

simplified text preserves the meaning of the origi-026

nal complex one is not trivial. Yet, it is critical for027

ATS and many other natural language processing028

(NLP) tasks, such as machine translation (Gatt and029

Krahmer, 2018). Evaluation of ATS is based on030

three dimensions of system generations: “fluency”,031

“simplicity” and “meaning preservation”. Fluency032

measures grammatical correctness, simplicity es-033

timates how easy-to-understand the text is, while034

meaning preservation measures how well the out-035

put text’s meaning corresponds to the original (Sag-036

gion, 2017). It is typical to use automatic metrics to037

assess these evaluations, such as BLEU (Papineni038

et al., 2002) and SARI (Xu et al., 2015), which tend039

to focus on only one of the three dimensions. For040

example, BLEU is commonly used to evaluate flu- 041

ency, while SARI is for simplicity. More recent au- 042

tomatic NLP metrics use Transformer architecture 043

to compute the ATS. For example, MeaningBERT 044

(Beauchemin et al., 2023) is an evaluation metric 045

that uses a fine-tuned BERT Transformer model to 046

assess meaning preservation. 047

When applied to specialized fields, such as the le- 048

gal domain, preservation differs significantly from 049

its role in regular texts and has the potential to sig- 050

nificantly impact all stakeholders. Inaccurate ATS 051

can mislead users, cause legal issues, or represent a 052

risk for the company that deploys the system (Šta- 053

jner, 2021). A user can interpret an automatically- 054

simplified text in a way that would not hold in 055

court, creating a “legal gap” between the texts’ 056

meanings. For example, in 2024, an Air Canada 057

passenger was misled about the airline’s rules for 058

bereavement fares when the company’s AI chat- 059

bot hallucinated an answer inconsistent with their 060

policies. The Tribunal found Air Canada guilty 061

of “negligent misrepresentation” in this situation 062

(Moffatt v. Air Canada, 2024). None of the metrics 063

currently available specifically assess legal mean- 064

ing preservation and have not been benchmarked 065

against human judgment for this sensitive task. De- 066

veloping a metric to assess whether a simplification 067

still conveys the same legal meaning is crucial to 068

minimizing risk in legal NLP applications. To this 069

end, we introduced “legal meaning” as a substitute 070

to “meaning preservation” to evaluate ATS system 071

output for legal text simplification (TS). Our three 072

contributions are: 073

1. We proposed a new dimension to evaluate ATS 074

system output for legal ATS; 075

2. We proposed FrJUDGE1, a French corpus of 076

insurance legal meaning JUDGmEnts to assess 077

legal meaning preservation between an insur- 078

ance contract and its simplified text; and 079

3. JUDGEBERT, a new fine-tuned BERT metric de- 080

1Link removed for double-anonymized anonymity.
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signed to assess the legal meaning preservation081

between two French legal sentences, which we082

have trained to correlate with human judgment083

on French insurance text.084

This paper is outlined as follows: first, we study085

the relevant ATS metrics research and corpora in086

Section 2. Then, we propose a definition of legal087

meaning, and we present our corpus in Section 3,088

along with our new trainable metric, JUDGEBERT089

in Section 4. To demonstrate its quality, we also090

present a set of experiments in Section 5, and, fol-091

lowing Beauchemin et al. (2023), we will also con-092

duct a set of sanity checks. Finally, we will discuss093

our results in Section 6 and conclude in Section 7.094

2 Related Work095

2.1 Human Evaluation and Automatic096

Metrics for Meaning Preservation097

Since automatic metrics are a proxy for human098

judgments for ATS, they should correlate well with099

human ratings. However, Sulem et al. (2018) found100

low to no correlation between BLEU and mean-101

ing preservation dimensions when sentence split-102

ting is involved, a typical simplification operation103

used notably for legal texts (Garimella et al., 2022).104

They also pointed out that BLEU is sensitive to the105

length of the compared texts and does not consider106

semantic variability between sentences that differ107

on synonymous words or in word order.108

Since word-embeddings-based metrics can bet-109

ter account for semantic variability between sen-110

tences (Zhang et al., 2019), Beauchemin et al.111

(2023) have conducted a correlation analysis112

on meaning preservation of 22 ATS metrics.113

These include popular non-Transformer and Trans-114

former ones. Their results show that many non-115

Transformer metrics correlate poorly with human116

judgment, and most Transformer ones correlate117

weakly. In addition, they also conducted bench-118

marking tests to evaluate meaning preservation be-119

tween pairs of identical and unrelated sentences.120

These tests show that many automatics metrics fail121

even in these simple tasks. Furthermore, they pro-122

posed MeaningBERT, a fine-tuned Transformer-123

based metric that correlated better with human judg-124

ment and passed the benchmarking tests. Neverthe-125

less, none of these metrics focus on legal meaning.126

2.2 French Legal Text Simplification Datasets127

Only three TS French datasets are available in128

the literature, and none focus on legal documents129

(Ryan et al., 2023). Indeed, Alector (Gala et al., 130

2020) focuses on literacy and scientific texts, while 131

CLEAR (Grabar and Cardon, 2018) on medical 132

text, and WikiLarge FR (Cardon and Grabar, 2020) 133

on informative text from Wikipedia. None of these 134

available corpora are suited to our needs since legal 135

documents differ from other texts: they are length- 136

ier and use specialized vocabulary (Katz et al., 137

2023). Only two corpora of legal documents are 138

available in French: RISCBAC (Beauchemin and 139

Khoury, 2023), a set of synthetic bilingual automo- 140

bile insurance legal contracts, and EUR-Lex-Sum 141

(Aumiller et al., 2022), a multi- and cross-lingual 142

set of summaries of legal acts from the European 143

Union law platform. However, neither dataset in- 144

cludes simplifications or human annotations. 145

3 FrJUDGE: a French Corpus of 146

Insurance Legal Meaning Judgments 147

In this section, we introduce the French corpus of 148

insurance legal meaning JUDGmEnts (FrJUDGE), 149

which is the first legal meaning judgment dataset 150

in any language. FrJUDGE consists of 297 human- 151

annotated French sentences taken from property 152

damage insurance forms used by two insurance 153

regulators, namely the Bureau d’assurance du 154

Canada (BIC, 2009), and the Autorité des marchés 155

financiers du Québec (AMF, 2014). As illustrated 156

in Table 1, each dataset instance consists of a legal 157

sentence, a simplification, and human annotations 158

(simplicity, characterization and legal meaning). 159

3.1 Legal Meaning 160

We argue that “meaning” and “legal meaning” dif- 161

fer because, for typical ATS, synonyms can be used 162

to convey the same meaning, while for legalese, 163

synonyms do not necessarily convey the same 164

meaning. For example, in the common language, 165

“automobile” and “vehicle” share the same mean- 166

ing. However, for legalese, the first means any 167

vehicle moved by a “mechanical force” and the 168

latter by “mechanical or human force” (Quebec, 169

2022a). Thus, an automobile is a vehicle, but a 170

vehicle is not necessarily a vehicle. For example, 171

a bicycle is a vehicle that fits the description of a 172

vehicle but not an automobile. 173

Given that no previous work nor automatic met- 174

ric focuses on legal meaning and that our goal is 175

to determine whether or not ATS systems can sim- 176

plify texts while maintaining their meaning from a 177

legal standpoint, we must rigorously define what 178
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Legal Sentence Simplified Sentence Simplicity Level Characterization Legal Meaning

L’assuré désigné est le propriétaire réel et le tit-
ulaire de l’immatriculation du véhicule désigné.

L’assuré désigné possède le véhicule désigné.
Il détient aussi son immatriculation.

Aussi simple à lire 2 8

Table 1: Example of an instance from FrJUDGE containing a legal sentence and human annotations (simplification, simplicity
level, characterization and legal meaning).

“legal meaning” is. Only a few articles focus on179

legal TS, and none specifically study the preserva-180

tion of legal meaning between two texts. However,181

Hagan (2023) proposes 22 actionable criteria for182

legal question-answering that any legal AI system183

should be benchmarked on to fully assess its ca-184

pabilities and limitations, and guide policymakers185

and regulators. These criteria are closely related to186

“how a professional lawyer should conduct them-187

selves in their practice”. Two of these criteria are188

particularly interesting for our work: a “response189

is robust and comprehensive, covering details and190

exceptions” and a “response does not misrepresent191

the substantive law”. Using these two criteria, we192

proposed the following definition for “legal mean-193

ing” as a metric to assess the quality of a legal ATS194

system: “Legal meaning measures how well the195

output text conveys the legal details and excep-196

tions and does not misrepresent the law”.197

3.2 FrJUDGE Corpus198

3.2.1 Data Collection199

Sentences in FrJUDGE were collected manually200

from the two insurance forms. Specifically, we201

examined all sentences and extracted 312 text blocs202

based on three criteria: text blocs are203

1. between 1 and 5 sentences long;204

2. not boilerplate texts such as a title; and205

3. college-level reading level grade (≤ 50) on206

the French Flesch-Kincaid grade level (FKGL)207

(Kandel and Moles, 1958) to focus on more208

challenging sentences in an insurance contrat.209

For example, the sentence (translated) “The city210

and province of the address written in this section 1211

constitute the designated vehicle’s principal place212

of use, storage and parking.” passes the first two213

criteria. However, it scored 69.87 on the FKGL, so214

it was not selected.215

3.2.2 Automatic Text Simplification216

Since few ATS systems exist in French and none217

are designed explicitly for legal texts, no pre-218

trained models are available to generate French219

ATS. Thus, all sentences in the corpus were auto-220

matically simplified using the OpenAI GPTs model221

through their API. We selected this approach since222

it has been shown by Feng et al. (2023); Kew et al.223

(2023); Wu and Arase (2024) that foundational 224

large language models (LLMs) generate less erro- 225

neous simplification outputs than state-of-the-art 226

approaches; thus, they are effective ATS systems, 227

even when using zero-shot prompting. Moreover, it 228

also has been shown by Nozza et al. (2023); Madina 229

et al. (2024) that GPTs are effective ATS systems 230

in languages other than English, such as Italian and 231

Spanish. We present the details used for generation 232

in Appendix A and examples in Appendix B. 233

3.2.3 Human Evaluation Methodology 234

Following the arguments of van der Lee et al. 235

(2019), we present our human evaluation method- 236

ology’s in this section. 237

Selected models. We selected GPT4-turbo with 238

zero-shot prompting. 239

Number of outputs. We randomly selected 297 240

instances for annotation and 15 for practice. 241

Presentation and interface. We used a cus- 242

tomized version of the Prodigy annotation tool 243

(Montani and Honnibal, 2018), and we present in 244

Appendix C the interface (in French). Annotators 245

use our annotation procedure to annotate each in- 246

stance randomly. Like the ATS system, annotators 247

were not given the overall legal documents. 248

Annotators. We selected five native French- 249

speaking law students at the Faculty of Law of 250

retracted for double-blind review as our annota- 251

tors. A meeting was held with them to introduce 252

the task, instructions, and annotation guide and in- 253

terface. Instructions included that they must spend 254

at most 5 minutes per sentence pair. Furthermore, 255

15 instances were annotated during a pilot phase 256

to familiarize them with the task. Finally, during 257

a second meeting after evaluating the practice in- 258

stance, annotators received feedback and advice 259

on what phenomena they should be cautious about. 260

Recognizing the significant contribution of our an- 261

notators, they were remunerated fairly according 262

to the University’s hourly salary pay scale. Each 263

annotator completed their work in at most 30 hours. 264

We provide in-depth details of the evaluation setup 265

in our Human Evaluation Datasheet (Shimorina 266

and Belz, 2021) in Appendix F. 267
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Legal Meaning Scale. Given that we have previ-268

ously defined what the term “legal meaning” means,269

we now define “legal meaning metric” as the met-270

ric that measures the legal meaning between the le-271

gal original and the simplified text. We will refer to272

this metric as the legal meaning preservation273

(LMP). To this end, we designed a Likert scale (Lik-274

ert, 1932) ranging from one to ten. A simplified275

text that scores a ten means that the legal meaning276

between the two texts “tends to be preserved”2. On277

the other hand, one receiving a score of 1 does not278

match the original legal meaning at all.279

Annotation Procedure. The annotators must de-280

termine one of TS’s three dimensions, simplicity,281

along with our new fourth dimension to replace the282

“meaning” dimension. We choose not to evaluate283

fluency since Wu and Arase (2024) have shown that284

GPT4 fluency capabilities are near perfect (2.98/3).285

First, the annotators assess the simplicity of286

the simplified text. We have adopted a simpler ver-287

sion of the eight-level ordinal scale proposed by288

Primpied et al. (2022), which uses intuitive per-289

ception levels of text difficulty ranging from chil-290

dren’s stories (lowest) to legal documents (highest).291

Our initial pilot found the scale to be too com-292

plex for our case, which is coherent with Stodden293

(2021) conclusion that “interpretation of the sim-294

plicity scale is consistent when rated by experts295

[...]”. Thus, our version uses four levels (trans-296

lated): “Easier to read”, “Equal to read”, “More297

difficult”, and “No simplification”3. Since our an-298

notators are legal experts, we selected this approach299

because expert annotators tend to “inject their own300

opinions and biases” during annotations (van der301

Lee et al., 2019).302

Second, following the work of Garneau et al.303

(2022), the annotators use a three-step process to304

assess an instance’s LMP. First, they decide the305

characterization of the text. Characterization306

refers to qualifying laws (Fréchette, 2010)4. For307

example, risks that are not covered in an insurance308

contract, such as nuclear damage, are characterized309

as “exclusions or restrictions”. Each annotated sen-310

2Since most of our annotators were reluctant to state that
the two sentences were equivalent, and due to the legal risk
of stating that a sentence is “perfectly preserving is legal
meaning”, we choose to be less assertive in our scale.

3“No simplification” applied to the case where the simpli-
fication is identical to the original text or in another language.

4It is worth mentioning that since the sentence is isolated,
it can be challenging to select the proper characterization and
sometimes more than one can apply. For the latter, annotators
must select the one that seems to apply the most.

tence is characterized into one of our 18 classes 311

detailed in Appendix D. This step helps anno- 312

tators identify the type of legal text the instance 313

refers to; it does not impact the LMP score. With 314

this approach, our annotators can rely on their le- 315

gal background and education to assess whether 316

a simplification respects a class’s characterization 317

elements, such as whether it states a proper defini- 318

tion that respects Quebec legislation. In the second 319

step, the annotators assign a preliminary LMP score. 320

Garneau et al. (2022) observed that legal experts 321

naturally divide their decisions into three regions 322

instead of directly assessing a score between 1 and 323

10. Consequently, following their work, we split 324

our legal accuracy scale into the three score brack- 325

ets listed below. 326

7 - 10 – Accurate. Means the simplification 327

seems to entail the legal details and exceptions 328

properly and does not misrepresent the law; it is 329

considered to “tends to be” accurate. 330

2 - 6 – Seems Imprecise. Means the generation 331

seems to improperly entail the legal details, excep- 332

tions and slightly misrepresents the law. 333

1 – Off-Track. Means the simplification is ob- 334

viously erroneous, does not entail the legal details 335

and exceptions, and misrepresents the law. 336

Once the annotators have chosen the score 337

bracket where the simplification belongs, they 338

move on to the final step: looking for legal errors 339

in the output. We identify four types: 340

• Hallucinations are facts the model generates de- 341

spite not appearing in the original text. For ex- 342

ample, the simplified text might specify that the 343

insured is covered for a particular risk, while the 344

original clause does not mention it. 345

• Omissions occur when essential facts are in the 346

original text but are not in the simplified text 347

generated by the model. For example, the orig- 348

inal clause might specify a maximum coverage 349

amount, but the simplified text does not. 350

• Consistency issues occur when the model sim- 351

plifies a juridical term but does not use the sim- 352

plified term for all occurrences of the juridical 353

term. For example, if the original clause refers to 354

an “automobile” and the simplification replaces 355

it with “vehicle”, we do not consider it a consis- 356

tency error. On the other hand, if the simplifica- 357

tion alternates between using “automobile” and 358

“vehicle”, it would be an error. 359
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• Confusions: factual mistakes characterized by360

mismatches between the source and the gener-361

ation. For example, the source says that the in-362

sured must declare claims as soon as possible,363

but the generation states otherwise.364

Each error reduces the output’s score by one365

point, starting from the bracket’s maximum. The366

output’s score can never drop below the bracket’s367

minimum, no matter how many errors it contains.368

To summarize this process, Figure 1 conceptualizes369

the corresponding Likert scale.370

3.2.4 Annotation Results371

We provide in Figure 2 the breakdown, by annota-372

tor, of all annotation criteria. First, we can see in373

Figure 2a and Figure 2b that simplicity level374

and characterization are distributed similarly375

among all annotators, except for the annotator E.376

Indeed, annotator E finds more frequently simpli-377

fied text easier to read than the other annotators and378

assigns most of its characterization annotations379

into the first class (i.e. description of endorsement).380

Since this class can act as a generic class, this char-381

acterization is adequate but could be more precise.382

However, since this step acts as an intermediary383

one, it does not negatively affect the quality of the384

annotations. Second, we can also see that for LMP,385

we seem to have two clusters of similar annotation386

distributions. Annotators A, B and C generally as-387

sign similar scores to each other, while annotators388

D and E often behave similarly to each other but389

differently from the first group. Furthermore, the390

first group has a higher frequency of perfect scores391

( 10 ). On the other hand, annotators D and E more392

frequently attribute “Off-Track” score ( 1 ), mean-393

ing they were more strict in their initial reading of394

the simplification. This could be due to the annota-395

tors’ domain expertise, which allows them to infer396

the possible context and case law, which was not397

available for the ATS system. Nevertheless, since398

LMP is subject to the legal counsellor’s interpreta-399

tion, this situation is not problematic as it reflects400

the complexity of the task.401

Since we have multiple annotators, we present in402

Table 2 the inter-agreement statistic of our annota-403

tors5, namely the percent agreement, the Krippen-404

dorff’s alpha coefficient (KAC) (Hayes and Krip-405

pendorff, 2007) and the accuracy score to measure406

inter-annotator agreement. We can see that anno-407

tators have a high agreement over the agreement408

5Computed using the Prodigy inter-annotator Agreement
Python package toolkit (Montani and Honnibal, 2018).

Agreement (%) Krippendorff’s alpha Accuracy (%)

Simplicity Level 57.17 0.18 48.11
Characterization 60.24 0.55 58.05
Legal Meaning Preservation 25.96 0.10 18.48

Average 47.74 0.28 42.84

Table 2: Annotators inter-agreements metrics per annotation
task and average.

FrJUDGE CLEAR WikiLarge FR
Complex Simple Complex Simple Complex Simple

# of sentences 297 297 4,596 4,596 297,753 297,753
Vocab size 1,776 1,629 11,008 10,498 175,582 147,266
Avg sent len 18.83 14.24 19.65 19.50 14.57 11.73

Table 3: Aggregate statistics of FrJUDGE, and the French
simplification introduced in Section 2.2.

score and accuracy for the simplicity level and 409

characterization. However, the KAC of the 410

simplicity level and LMP shows a weak agree- 411

ment. This is because annotators D and E regularly 412

disagree with the other three annotators. 413

Final Annotation To select the final annotation, 414

we use a majority vote for simplicity level and 415

characterization, and in case of ties we ran- 416

domly select between the equal options. For the 417

LMP, we compute an average score. 418

3.3 Dataset Analysis 419

Table 3 presents some key statistics of FrJUDGE 420

and the other French simplification and legal cor- 421

pora introduced in Section 2.2. We excluded Alec- 422

tor since that dataset is not available for download. 423

For all corpora, we have used the latest official 424

version on the HuggingFace Datasets Hub. All 425

statistics were computed using SpaCy (Honnibal 426

et al., 2020) and exclude new lines (\n), whites- 427

paces and punctuations. We can see in Table 3 that 428

our FrJUDGE datasets use a smaller vocabulary 429

size, mostly due to the dataset size. However, sen- 430

tences have a similar length size to another corpus. 431

4 JUDGEBERT 432

We propose JUDGEBERT, the first supervised au- 433

tomatic metric for LMP that correlates with hu- 434

man judgment and passes the two sanity checks. 435

JUDGEBERT is built upon the CamemBERT-baseV2 436

model (Antoun et al., 2024), but uses a regres- 437

sion head instead of a classification one and feeds 438

sentences pair into the network by concatenating 439

them with a [SEP] token. CamemBERTV2-base is 440

the smallest CamemBERTV2 model, built on the 441

RoBERTa architecture with 112 million parameters. 442

It comprises 12 768-transformer layers and atten- 443

tion heads. JUDGEBERT is trained by fine-tuning 444

the pretrained model for at most 100 epochs with 445

5
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1 6 10
Off-track Various juridical errors Minor juridical errors Tends to be preserved

Figure 1: The four-section Likert legal meaning scale used for annotation. The annotators first decide where the generation sits
between the four regions. Then they remove points for every error encountered.
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meaning preservation annotation and the av-
erage score and one standard deviation.

Figure 2: Distribution, per annotator, of the annotation for all three aspects.

an initial learning rate of 5e − 5, a patience of 5446

epochs, a batch size of 16, and a linear learning447

rate decay as suggested by Mosbach et al. (2021)448

using a 10-fold approach with a different random449

seed ([42, · · · , 51]) to split the dataset in a 60-10-450

30 % train-validation-test split and initialize the451

new regression attention head weights.452

5 Experimental Setup453

In this section, we discuss our experimental setup.454

First, we discuss the automatic metrics we studied455

and the two sanity checks used in our experiments456

and finish with the training details of JUDGEBERT.457

5.1 Selected Metrics458

Our study builds upon previous studies on meaning459

preservation; namely, we rely on the findings of460

Beauchemin et al. (2023) that Transformer-based461

metrics correlate better with human judgments.462

Thus, for our experiments, we limited ourselves463

to Transformer-based metrics. We selected the fol-464

lowing ones:465

• BERTScore (Zhang et al., 2019) uses contextual466

word embeddings and computes the cosine sim-467

ilarity between the tokens of two sentences. It468

can compute precision, recall, and F1 Score over469

two sentences. We selected only the F1 Score470

since Beauchemin et al. (2023) have shown that471

BERTScore precision and recall scores are rela-472

tively similar for meaning preservation, and our473

initial experiments have shown similar results.474

• Sentence Transformer (Reimers and Gurevych,475

2019) uses a siamese network to compare two-476

sentence embeddings using the cosine similar-477

ity. We selected the best pretrained model478

(sentence-t5-xxl) (SBERT) from the official 479

Python library. 480

• Coverage was introduced by Laban et al. (2020) 481

to assess the meaning preservation between two 482

texts. It uses a cloze test (Taylor, 1953) to as- 483

sess whether a LM can fill the masked source 484

document using a summary generated from it. 485

• QuestEval (Rebuffel et al., 2021) is a metric de- 486

signed to evaluate ATS output quality using syn- 487

thetic questions and a QnA model to respond to 488

the generated questions using the simplification. 489

The intuition is that if a simplified text conveys 490

the same information as the source, a QnA model 491

should be able to respond appropriately to a set 492

of questions based on the source text. 493

• LENS (Maddela et al., 2022) is a trained metric 494

for ATS quality assessment built upon BERT. 495

• MeaningBERT (Beauchemin et al., 2023) is a 496

trained metric built upon a BERT-like model for 497

meaning preservation between two sentences, but 498

it does not focus on legal meaning. 499

Finally, we normalize the outputs of the different 500

systems by decimal scaling, so those whose outputs 501

are in [0, 100] or [0, 1] all line up in a [0, 10] range. 502

5.2 Sanity Checks 503

As per Beauchemin et al. (2023), we also conduct 504

two automated sanity checks as an alternative eval- 505

uation of the metrics. The checks evaluate LMP 506

between identical and unrelated sentence pairs. In 507

these checks, the legal meaning preservation is a 508

non-subjective measure that does not require hu- 509

man annotation for its assessment. They are trivial 510

and minimal thresholds that a good automatic LMP 511

metric should be able to achieve. For our experi- 512

6

https://sbert.net/index.html
https://sbert.net/index.html
https://sbert.net/index.html


ments, we compute the ratio of identical sentence513

pairs that score equal or greater to 99%, and the514

ratio of unrelated sentence pairs that score equal515

or below 1%. We allow a 1% margin in each case516

to account for computer floating-point inaccuracy.517

To generate unrelated sentences, the authors of518

Beauchemin et al. (2023) used GPT-2 to generate519

a random sentence and pair it with an unannotated520

sentence taken from the ASSET (Alva-Manchego521

et al., 2020) corpus. This approach works well for522

sentences that use common language. However,523

our legal corpus uses less common vocabulary than524

standard NLP corpus. Pairing sentences from le-525

gal documents with unrelated randomly generated526

sentences could make the sanity checks too trivial.527

Instead, we sampled a sentence from the Québec528

Automobile Insurance Act (Quebec, 2022b) and529

matched it with a sentence taken from the Québec530

Road Safety Code (Quebec, 2022a) that reached531

a maximum ROUGE-[1, 2,L] and BLEU score of532

0.25 and 25, respectively. Table 4 illustrates an ex-533

ample of two matched sentences to illustrate how534

the two sentences use similar lexical vocabulary535

yet are unrelated.536

5.3 Training and Evaluation Datasets537

Since JUDGEBERT is a trainable metric, we specify538

the datasets used to benchmark all metrics.539

5.3.1 JUDGEBERT Training Datasets540

To train JUDGEBERT, we use FrJUDGE legal mean-541

ing human annotations, and the complex and LLM-542

generated simplification sentences to form a triple.543

During training, we use two datasets: one using Fr-544

JUDGE 297 sentence triplets and a second that uses545

594 sanity-check data augmented (DA) sentence546

triplets along with the FrJUDGE corpus, for a total547

of 891 sentence triplets. We will refer to them as548

JUDGEBERT and JUDGEBERT-DA, respectively. We549

hypothesize that our data augmentation approach550

will improve JUDGEBERT’s performance on our two551

sanity checks, thus creating a more logical response552

by the metric for such cases.553

5.3.2 Evaluation Datasets554

We evaluate all selected metrics and JUDGEBERT on555

the same FrJUDGE test split during the test phase.556

5.3.3 Evaluation Metrics557

To investigate how well metrics correspond with558

human judgments of LMP, we evaluate them as ma-559

chine learning models. We use the Pearson corre-560

lation (Zar, 2005) and RMSE (James et al., 2013) 561

between each metric’s scores and human judgment. 562

5.3.4 Sanity Checks Hold-out Datasets 563

To benchmark all metrics and JUDGEBERT on our 564

sanity checks, we use a hold-out dataset composed 565

of unseen sentences taken from the unused sen- 566

tences in our two legal-related corpora to create an 567

unrelated match and generate 297 related and unre- 568

lated sentences as a hold-out evaluation corpus. 569

6 Metrics Ratings Analysis 570

In this section, we analyze the selected metrics and 571

JUDGEBERT for their ability to evaluate LMP. Table 5 572

presents the evaluation results of all metrics and our 573

two sanity checks. For JUDGEBERT, we display the 574

average score and one standard deviation. Bolded 575

values are the best results per column. We also 576

display in Appendix E the training and evaluation 577

loss for JUDGEBERT and discuss overfitting risk. 578

6.1 Metrics Ratings and Human Judgments 579

First, we can see in Table 5 that Pearson corre- 580

lation scores vary greatly between metrics, with 581

an average correlation between [−0.05, 0.74] and 582

[0.56, 0.97], with and without DA, respectively. 583

This shows that not all metrics are suitable for our 584

task. Indeed, we can see that most selected met- 585

rics have a low to moderate degree of correlation 586

with human judgment, with BERTScore reaching 587

the second-highest score. We can also see that all 588

metrics achieve a higher correlation with human 589

judgment when DA is introduced, meaning they 590

can, to a certain degree, be compliant with our two 591

sanity checks. Furthermore, JUDGEBERT achieves 592

the highest correlation with human judgment, with 593

a near-perfect correlation when trained with DA. 594

On the other hand, we can see that all se- 595

lected metrics achieve poor performance on RMSE, 596

higher than JUDGEBERT with and without DA. Since 597

our labels are on a 10-point Likert scale, the RMSE 598

corresponds to the number of levels of difference 599

between the model’s output and human judgement. 600

Our results thus demonstrate that the selected met- 601

rics are, on average, very different from human 602

judgments. Furthermore, since we want to assess 603

LMP, the impact of a “close enough” score differs 604

depending on whether the score is higher or lower 605

than the human evaluation. Indeed, in practice, a 606

system that undershoots human judgment is simply 607

strict in the simplifications it accepts, but one that 608
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The persons referred to in sections 97, 99 and 100 must, at the request of a peace officer, surrender their permit for examination.

The Minister of Revenue may, without the consent of the person concerned, communicate to the Company any information
necessary for the administration of the International Registration System.

Table 4: Example of two matched unrelated sentences (translated) randomly sampled from two legal sources. The pair reach at
most a ROUGE-[1, 2, L] and BLEU scores of 0.25 and 25, respectively.

DA Metric Pearson (↑) RMSE (↓) % > 99% % > 1%

BERTScore 0.46 3.61 100.00 0.00
Coverage 0.19 2.82 0.00 0.00
LENS 0.38 2.57 0.00 0.67

False MeaningBERT 0.17 3.51 100.00 0.67
QuestEval -0.05 2.99 0.00 0.00
SBERT 0.13 3.25 100.00 0.00
JUDGEBERT 0.74 ± 0.02 1.72 ± 0.10 0.00 0.00

BERTScore 0.94 5.09 100.00 0.00
Coverage 0.90 2.20 0.00 0.00
LENS 0.56 3.87 0.00 0.67

True MeaningBERT 0.81 3.98 100.00 0.67
QuestEval 0.68 3.82 0.00 0.00
SBERT 0.92 2.84 100.00 0.00
JUDGEBERT-DA 0.97 ± 0.00 1.01 ± 0.07 100.00 100.00

Table 5: Results of the selected metrics and JUDGEBERT
trained without or without data augmentation (DA). We also
present one standard deviation for trained models. Bolded
values are the best results.

overshoots human judgment is unacceptably per-609

missive of bad simplifications. Thus, we present in610

Table 6 the percentage of predictions with a higher611

output than the human judgment on the corpus612

without DA. For all metrics, except our JUDGBERT613

models, the output score is regularly higher than614

human judgments. It shows that other metrics are615

inadequate for LMP.616

Metric % > labels (↓)

BERTScore 82.22
Coverage 27.78
LENS 30.00
MeaningBERT 82.22
QuestEval 27.78
SBERT 76.67
JUDGEBERT 0.00 ± 0.00
JUDGEBERT-DA 0.00 ± 0.00

Table 6: Percentage of predictions with a higher rating than
the human judgments of the selected metrics and JUDGEBERT
on the test set without DA. Bolded values are the best results.

6.2 Metrics Sanity Checks617

We can see in Table 5 that only three metrics al-618

ways return the expected value of 100% (e.g., 99%619

to account for rounding error) when comparing620

two identical sentences: BERTScore, SBERT and621

MeaningBERT. These results are expected for all622

metrics since BERTScore uses an algorithm that623

returns a perfect score if the two texts are equal.624

MeaningBERT was trained to do so, and SBERT625

uses cosine similarity between embeddings to com-626

pute the similarity. Thus, two similar sentences 627

will return the same vectors. 628

On the other hand, none of the metrics achieve 629

a perfect performance on the second check. This 630

poor performance is similar to the results observed 631

by Beauchemin et al. (2023). These authors hy- 632

pothesize that BERT-like metrics that use contex- 633

tualized embeddings can hallucinate connections 634

and common meaning between the two sentence 635

vectors even when none exist, thus returning a non- 636

zero rating. This is likely our case since we use 637

unrelated sentences with a similar legal lexicon but 638

from two different sources. It shows that without 639

proper legal knowledge, unrelated sentences can 640

seem similar. This is a significant limitation of ex- 641

isting metrics in our case: since we evaluate LMP, 642

generating a score different from zero for two com- 643

pletely unrelated sentences significantly reduces a 644

metric’s credibility for a legal counsellor. 645

Finally, we can see that with DA, JUDGEBERT-DA 646

can pass both sanity checks. It shows that an LM 647

cannot capture the coherent logic embedded in our 648

sanity checks without being given proper examples. 649

7 Conclusion and Future Work 650

This paper proposes a new metric to assess le- 651

gal meaning preservation between two legal sen- 652

tences, specifically in the context of text simplifi- 653

cation. However, our metric could also be used 654

for other tasks. We also proposed FrJUDGE, a 655

new legal meaning judgment dataset consisting of 656

297 human-annotated sentences taken from French 657

insurance legal documents. To demonstrate its qual- 658

ity and versatility, we compared our work against 659

a set of Transformer-based metrics in the litera- 660

ture applied to FrJUDGE. Further, we applied two 661

automatic sanity checks to evaluate meaning preser- 662

vation between identical and unrelated sentences. 663

In future work, we aim to study how JUDGEBERT 664

generalizes to other languages and tasks. We also 665

aim to increase FrJUDGE’s size by including other 666

insurance products, such as group insurance. 667
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Limitations668

All the sentences included in FrJUDGE have been669

extracted from para-governmental official sources.670

Therefore, they are guaranteed to be meaningful,671

making FrJUDGE a challenging dataset. However,672

text instances are relatively short and are analyzed673

by legal experts outside their context; thus, this674

differs from how contracts are typically analyzed675

(i.e. as a whole) and the application of a contract676

depends to a large extent on the facts (Cardon and677

Grabar, 2020). Such an approach that contextual-678

izes the overall document for text simplification is679

more coherent with recent work of Agrawal and680

Carpuat (2024). However, doing such an evalua-681

tion would be more costly and complex to orches-682

trate. Nevertheless, such approaches have been683

conducted with corpus such as CUAD (Hendrycks684

et al., 2021). In order to generate such a complex685

dataset, the cost of CUAD is estimated to be mil-686

lions of dollars, while our annotation cost was less687

than 5,000 USD.688

JUDGEBERT has been trained on a relatively small689

dataset (i.e. FrJUDGE) for such a large model,690

and it has only seen a subset of all types of le-691

gal documents (namely insurance text). Moreover,692

our trained models were not tested with an out-693

of-domain (OOD) split to assert any overfitting694

risk. Thus, JUDGEBERT may have overfitted our695

training splits. However, we hope that the NLP696

community’s interest in this work will lead to the697

development of robust metrics to assess the legal698

aspect of deep learning models.699

As shown in Section 3.2.4, assessing the legal700

meaning precision of text is complex and is sub-701

ject to interpretation. Interpreting whether or not702

a reformulation of a text conveys the same legal703

meaning will always be an approximation, and the704

only real complete test would be to discuss it in705

tribunals. However, such assessments are nearly706

impossible on a large scale. Thus, we argue that707

our approach can give insightful information to any708

legal practitioner on the overall legal meaning709

precision of a legal TS rather than a complete710

juridical analysis. However, our approach cannot711

be considered legal advice, and JUDGEBERT cannot712

be considered a complete legal expert.713

Ethical Considerations714

FrJUDGE may serve as training data for French715

legal classifiers (Batra et al., 2021), as an expert716

source for text to structure legal expert systems (Ja-717

natian et al., 2023), or for training specialized LLM 718

in French (Douka et al., 2021; Garneau et al., 2021), 719

which may benefit the quality of generated texts 720

in the legal field (Tan et al., 2023; Kapoor et al., 721

2024). Our corpus can be used to increase online 722

legal resources to help laypeople have access to ju- 723

ridical services (Hagan, 2023; Kapoor et al., 2024). 724

We acknowledge that such text generation progress 725

could lead to misusing LLMs for malicious pur- 726

poses, such as legal disinformation or harmful text 727

generation (Weidinger et al., 2021; Bender et al., 728

2021; Hagan, 2023; Kapoor et al., 2024). However, 729

our corpus can also be used for training adversarial 730

defence systems against such misuses and to train 731

artificial text detection models, (Lewis and White, 732

2023; Kumar et al., 2023). 733

JUDGEBERT may serve as a metric for evaluating 734

LLMs in the legal and insurance domains. Legal 735

documents are more challenging to read than typ- 736

ical documents; simplifying these documents can 737

prove to be costly, so assessing legal document 738

quality is costly (Hendrycks et al., 2021). We ac- 739

knowledge that using trained metrics could lead 740

to misuse and blind faith in users who trust such 741

metrics. Nevertheless, our metric can be further 742

improved to increase laypersons’ access to proper 743

legal expertise. 744
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A Automatic Text Simplification Prompt 1057

and Generation Parameters 1058

The Figure 3a presents the French prompt used for 1059

generating the TS, along with the automatic trans- 1060

lation in English using DeepL machine translator6 1061

(Figure 3b for the non-French reader); {input} is 1062

the placeholder for the complex sentence. It is 1063

based on Kew et al. (2023) basic zero-shot prompt, 1064

but we made the following two modifications: 1065

1. Manual translation from English to French; 1066

2. Add specification in uppercase to respond in 1067

French since uppercase capitalization has in- 1068

creased importance to an instruction (Ozdemir, 1069

2023; Törnberg, 2024; Hu et al., 2024). 1070

Table 7 present the OpenAI generation parame- 1071

ters used for generating the simplification. We have 1072

used the same parameters as per Kew et al. (2023). 1073

The cost of generating all 312 simplifications was 1074

less than 5 USD. 1075

B Generation Examples 1076

The Figure 4 presents examples of original text in 1077

French (cyan) along with the simplification (pink) 1078

made from the GPT4 model using the zero-shot 1079

simplification prompt and generation parameters as 1080

presented in Appendix A, and their respective auto- 1081

matic translation in English using DeepL machine 1082

translator (purple, brown respectively). 1083

6https://www.deepl.com/translator
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Réécris la phrase complexe à l’aide d’une ou
plusieurs phrases simples. Conserve le même sens,
mais simplifie-le. RÉPONDS EN FRANÇAIS!

Complexe: {input}.

(a) Basic zero-shot prompt adapted from Kew et al. (2023) followed by the
input sentence to be simplified.

Rewrite the complex sentence with sim-
ple sentence(s). Keep the meaning the
same, but make it simpler. ANSWER IN
FRENCH!

Complex: {input}.

(b) Translation of the prompt presented in Figure 3a.

Figure 3: Prompts used for LLM text simplification. Bleu
boxes contain the task instructions. Yellow boxes contain the
prefix for the model to continue.

Parameter Value

Model name gpt-4-turbo-2024-04-09
Max new tokens 100
Temperature 1.0
Top K 0.9
Frequency penalty 0.0
Presence penalty 0.0

Table 7: OpenAI generation parameters used for generating
the simplification

C Annotation Interface1084

The Figure 5 presents the evaluation interface used1085

by our annotators (in French). It is a custom adap-1086

tation of the Prodigy annotation tool (Montani and1087

Honnibal, 2018).1088

D Characterization Class1089

In this section, we detail the characterization class1090

used by our annotator. For each, we present the1091

characterization in French, an automatic English1092

translation, and a brief description in English. All1093

description were taken from Caron (2024).1094

1. Description of endorsement (Description de1095

l’avenant): These are appendices that modify1096

the basic insurance contract, such as the “re-1097

placement cost” coverage endorsement. The1098

text of the endorsement takes precedence over1099

the general text of the insurance policy.1100

2. Conditions of application (Conditions1101

d’applications): Refers to the general con-1102

ditions of application of either an insurance1103

Franchise, Il s’agit d’un montant restant à votre
charge en cas de sinistre. Ce montant est stipulé
aux Conditions particulières.

Franchise est le montant que vous payez en cas de
sinistre. Ce montant est indiqué dans les Conditions
particulières.

Deductible: This is the amount you must pay in the
event of a claim. This amount is stipulated in the
Declarations.

Deductible is the amount you pay in the event of a
claim. This amount is indicated in the Declarations.

(a) Example of a generation based on the deductible definition from the Quebec
automotive insurance form.

Aux conditions ci-après, l’alinéa de
l’exclusion no 15 est supprimé en ce qui
concerne la garantie A de la première par-
tie - Assurance de vos biens, de votre con-
trat.

L’alinea de l’exclusion no 15 est supprimé
de la garantie A de la première partie -
Assurance de vos biens, de votre contrat,
sous certaines conditions.

Under the following conditions, the para-
graph of exclusion no. 15 is deleted with
respect to Coverage A of Part I - Property
Insurance of your contract.

Under certain conditions, the paragraph of
exclusion no. 15 is deleted from coverage
A of the first part of your contract - Insur-
ance of your property.

(b) Example of a generation based on the deductible definition from the Quebec
principal residency insurance form.

Figure 4: Examples of a generation using GPT4. Cyan boxes
contain the original French text, and purple boxes contain
the automatic translation of the original text in English. Pink
boxes contain the simplification generation in French, and
brown boxes contain the automatic translation of the simplified
generation in English.

contract or endorsements. For example, 1104

“subject to risk acceptance”. 1105

3. Exclusions or restrictions (Exclusions ou re- 1106

strictions): Refers to the general exclusions or 1107

restrictions that can apply to the insurance con- 1108

tract or the endorsements. For example, “exclu- 1109

sions of replacement value” or “exclusions of 1110

nuclear damage”. 1111

4. Damage (value of, calculation of and descrip- 1112

13



Figure 5: The Prodigy annotation interface (in French) used by the annotators to evaluate the instance generated by an ATS
system.
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tion of) (Dommages (valeur des, calcul des et1113

description des)): Refers to the mechanism and1114

principles to assess the value of the damage after1115

an incident.1116

5. Indemnities (indemnities payable, indem-1117

nity per replacement, calculation of value1118

of, amount of insurance and indemnity1119

process) (Indemnités (indemnités payables,1120

indemnité par remplacement, calcul de la1121

valeur des, montant d’assurance et processus1122

d’indemnisation)): Refers to the mechanism1123

and principles to assess the indemnities amount1124

payable to an insuree, the principles of a replace-1125

ment of the damaged property, the methodology1126

to evaluate the value of the damage properties1127

and indemnisation process along with the reso-1128

lution in case of disagreement.1129

6. Definition (Définition): Refers to definitions of1130

specific terms in the contract, endorsements or1131

other legal elements. For example, “definition1132

of deductible”.1133

7. Expenses (reimbursement and assumption1134

of costs) (Frais (remboursement et prise en1135

charge des)): Refers to the principles of expense1136

reimbursement in case of an insured incident,1137

such as towing the insured car or expenses to1138

minimize damage.1139

8. Premium (payment and reimbursement of)1140

(Prime (paiement de et remboursement de)):1141

Refers to premium details such as the amount,1142

how and when to pay it, and the reimbursement1143

terms.1144

9. Obligations of the insured (obligation and1145

formal commitment) (Obligations de l’assuré1146

(obligation et engagement formel)): Refers to1147

the insuree’s obligations to be executed during1148

the duration of the contract. For example, “Risk1149

aggravation declaration”.1150

10. Consequences of non-compliance (Con-1151

séquences du non-respect des obligations):1152

Refers to the consequences of non-compliance1153

to the insuree or insurer engagements, such as1154

indemnity reduction or legal actions of the in-1155

surer against its insuree (e.g. false declaration).1156

11. Insurer’s obligations (Obligations de1157

l’assureur): Refers to the insurer’s obligations1158

to be executed during the contract duration. For1159

example, “insurer’s obligation to inform and1160

advise the insured”.1161

12. Insured’s rights (including waiver of rights)1162

(Droits de l’assuré (incluant la renonciation1163

aux droits)): Refers to the rights of the insured 1164

regarding the insurance contract, such as the 1165

right of renewal and representation. 1166

13. Insurer’s rights (including waiver of rights) 1167

(Droits de l’assureur (incluant la renonciation 1168

aux droits)): Refers to the insurer’s right regard- 1169

ing the insurance contract, such as the right to 1170

refuse coverage. 1171

14. Subrogation (and exceptions to subrogation) 1172

(Subrogation (et exceptions à la subrogation)): 1173

Refers to a specific right of the insuree and in- 1174

sured called subrogation right that defines the 1175

right of the insuree to transfer all its rights over 1176

an incident to the insurer. The insurer will rep- 1177

resent the right of the insuree and protect the 1178

insuree and insurer interest. 1179

15. Effective date and renewal (Prise d’effet et 1180

renouvellement): Refers to the effective date 1181

and renewal of the insurance contract. 1182

16. End of contract and termination (Fin du con- 1183

trat et résiliation): Refers to the effective end 1184

date and the termination conditions of the insur- 1185

ance contract. 1186

17. Legal recourse (dispute resolution, action, 1187

representation mandate, arbitration, etc.) 1188

(Recours (règlement de différend, action, man- 1189

dat de représentation, arbitrage, etc.)): Refers 1190

to the mechanisms for resolving legal disputes 1191

and institutions to which policyholders can refer. 1192

For example, to the regulatory body (i.e. AMF 1193

in Quebec). 1194

18. Others (Autres): Class use when the sentence 1195

does not apply to any of the 17 previous classes. 1196

When annotators use these cases, we ask them 1197

to elaborate on why none of the earlier classes 1198

were appropriate. 1199

E Training Loss 1200

In this section, we present the training and evalua- 1201

tion loss for trained metrics in Figure 6. We can see 1202

in Figure 6a that the loss reaches a plateau after 60 1203

epochs, resulting in a wide gap between the training 1204

and evaluation loss. It indicates potential overfit- 1205

ting for the JUDGEBERT model. However, as shown 1206

in Figure 6b, JUDGEBERT-DA training and evalua- 1207

tion gap is smaller and tends to slowly decrease 1208

over time, meaning a lower risk of overfitting. 1209
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(a) Training and evaluation loss for JUDGEBERT over the 100 epochs. (b) Training and evaluation loss for JUDGEBERT-DA over the 100 epochs.

Figure 6: Training and evaluation loss

F Human Evaluation Datasheet1210

F.1 Paper and Supplementary Resources1211

(Questions 1.1–1.3)1212

Question 1.1: Link to paper reporting the
evaluation experiment. If the paper reports
more than one experiment, state which ex-
periment you’re completing this sheet for.
Or, if applicable, enter ‘for preregistration.’

1213

For preregistration.1214

1215

Question 1.2: Link to website providing re-
sources used in the evaluation experiment
(e.g. system outputs, evaluation tools, etc.).
If there isn’t one, enter ‘N/A’.

1216

N/A.1217

1218

Question 1.3: Name, affiliation and email
address of person completing this sheet, and
of contact author if different.

1219

Retracted for double-anonymized anonymity.1220

F.2 System (Questions 2.1–2.5)1221

Question 2.1: What type of input do the eval-
uated system(s) take? Select all that apply.
If none match, select ‘Other’ and describe.

1222

Check-box options (select all that apply): 1223

✓ raw/structured data: numerical, symbolic, and 1224

other data, possibly structured into trees, graphs, 1225

graphical models, etc. May be the input e.g. to 1226

Referring Expression Generation (REG), end- 1227

to-end text generation, etc. NB: excludes lin- 1228

guistic structures. 1229

□ deep linguistic representation (DLR): any of a 1230

variety of deep, underspecified, semantic repre- 1231

sentations, such as abstract meaning represen- 1232

tations (AMRs; Banarescu et al., 2013) or dis- 1233

course representation structures (DRSs; Kamp 1234

and Reyle, 2013). 1235

□ shallow linguistic representation (SLR): any of 1236

a variety of shallow, syntactic representations, 1237

e.g. Universal Dependency (UD) structures; typ- 1238

ically the input to surface realisation. 1239

□ text: subsentential unit of text: a unit of text 1240

shorter than a sentence, e.g. Referring Expres- 1241

sions (REs), verb phrase, text fragment of any 1242

length; includes titles/headlines. 1243

□ text: sentence: a single sentence (or set of sen- 1244

tences). 1245

✓ text: multiple sentences: a sequence of multiple 1246

sentences, without any document structure (or a 1247

set of such sequences). 1248

□ text: document: a text with document structure, 1249

such as a title, paragraph breaks or sections, e.g. 1250

a set of news reports for summarisation. 1251

□ text: dialogue: a dialogue of any length, exclud- 1252

ing a single turn which would come under one 1253
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of the other text types.1254

□ text: other: input is text but doesn’t match any1255

of the above text:* categories.1256

□ speech: a recording of speech.1257

□ visual: an image or video.1258

□ multi-modal: catch-all value for any combi-1259

nation of data and/or linguistic representation1260

and/or visual data etc.1261

□ control feature: a feature or parameter specifi-1262

cally present to control a property of the output1263

text, e.g. positive stance, formality, author style.1264

□ no input (human generation): human genera-1265

tion7, therefore no system inputs.1266

□ other (please specify): if input is none of the1267

above, choose this option and describe it.1268

1269

Question 2.2: What type of output do the
evaluated system(s) generate? Select all that
apply. If none match, select ‘Other’ and
describe.

1270

Check-box options (select all that apply):1271

□ raw/structured data: numerical, symbolic, and1272

other data, possibly structured into trees, graphs,1273

graphical models, etc. May be the input e.g. to1274

Referring Expression Generation (REG), end-1275

to-end text generation, etc. NB: excludes lin-1276

guistic structures.1277

□ deep linguistic representation (DLR): any of a1278

variety of deep, underspecified, semantic repre-1279

sentations, such as abstract meaning represen-1280

tations (AMRs; Banarescu et al., 2013) or dis-1281

course representation structures (DRSs; Kamp1282

and Reyle, 2013).1283

□ shallow linguistic representation (SLR): any of1284

a variety of shallow, syntactic representations,1285

e.g. Universal Dependency (UD) structures; typ-1286

ically the input to surface realisation.1287

□ text: subsentential unit of text: a unit of text1288

shorter than a sentence, e.g. Referring Expres-1289

sions (REs), verb phrase, text fragment of any1290

length; includes titles/headlines.1291

7We use the term ‘human generation’ where the items
being evaluated have been created manually, rather than gen-
erated by an automatic system.

□ text: sentence: a single sentence (or set of sen- 1292

tences). 1293

✓ text: multiple sentences: a sequence of multiple 1294

sentences, without any document structure (or a 1295

set of such sequences). 1296

□ text: document: a text with document structure, 1297

such as a title, paragraph breaks or sections, e.g. 1298

a set of news reports for summarisation. 1299

□ text: dialogue: a dialogue of any length, exclud- 1300

ing a single turn which would come under one 1301

of the other text types. 1302

□ text: other: select if output is text but doesn’t 1303

match any of the above text:* categories. 1304

□ speech: a recording of speech. 1305

□ visual: an image or video. 1306

□ multi-modal: catch-all value for any combi- 1307

nation of data and/or linguistic representation 1308

and/or visual data etc. 1309

□ human-generated ‘outputs’: manually created 1310

stand-ins exemplifying outputs. 1311

□ other (please specify): if output is none of the 1312

above, choose this option and describe it. 1313

1314

Question 2.3: How would you describe the
task that the evaluated system(s) perform in
mapping the inputs in Q2.1 to the outputs
in Q2.2? Occasionally, more than one of the
options below may apply. If none match,
select ‘Other’ and describe.

1315

Check-box options (select all that apply): 1316

□ content selection/determination: selecting the 1317

specific content that will be expressed in the 1318

generated text from a representation of possible 1319

content. This could be attribute selection for 1320

REG (without the surface realisation step). Note 1321

that the output here is not text. 1322

□ content ordering/structuring: assigning an or- 1323

der and/or structure to content to be included in 1324

generated text. Note that the output here is not 1325

text. 1326

□ aggregation: converting inputs (typically deep 1327

linguistic representations or shallow linguistic 1328

representations) in some way in order to reduce 1329

redundancy (e.g. representations for ‘they like 1330
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swimming’, ‘they like running’ → representa-1331

tion for ‘they like swimming and running’).1332

□ referring expression generation: generating1333

text to refer to a given referent, typically rep-1334

resented in the input as a set of attributes or a1335

linguistic representation.1336

□ lexicalisation: associating (parts of) an input1337

representation with specific lexical items to be1338

used in their realisation.1339

✓ deep generation: one-step text generation from1340

raw/structured data or deep linguistic represen-1341

tations. One-step means that no intermediate1342

representations are passed from one indepen-1343

dently run module to another.1344

□ surface realisation (SLR to text): one-step text1345

generation from shallow linguistic representa-1346

tions. One-step means that no intermediate rep-1347

resentations are passed from one independently1348

run module to another.1349

□ feature-controlled text generation: generation1350

of text that varies along specific dimensions1351

where the variation is controlled via control1352

features specified as part of the input. In-1353

put is a non-textual representation (for feature-1354

controlled text-to-text generation select the1355

matching text-to-text task).1356

□ data-to-text generation: generation from1357

raw/structured data which may or may not in-1358

clude some amount of content selection as part1359

of the generation process. Output is likely to be1360

text:* or multi-modal.1361

□ dialogue turn generation: generating a dia-1362

logue turn (can be a greeting or closing) from1363

a representation of dialogue state and/or last1364

turn(s), etc.1365

□ question generation: generation of questions1366

from given input text and/or knowledge base1367

such that the question can be answered from the1368

input.1369

□ question answering: input is a question plus1370

optionally a set of reference texts and/or knowl-1371

edge base, and the output is the answer to the1372

question.1373

✓ paraphrasing/lossless simplification: text-to-1374

text generation where the aim is to preserve1375

the meaning of the input while changing its1376

wording. This can include the aim of chang-1377

ing the text on a given dimension, e.g. mak-1378

ing it simpler, changing its stance or sentiment,1379

etc., which may be controllable via input fea- 1380

tures. Note that this task type includes meaning- 1381

preserving text simplification (non-meaning pre- 1382

serving simplification comes under compres- 1383

sion/lossy simplification below). 1384

□ compression/lossy simplification: text-to-text 1385

generation that has the aim to generate a shorter, 1386

or shorter and simpler, version of the input text. 1387

This will normally affect meaning to some ex- 1388

tent, but as a side effect, rather than the primary 1389

aim, as is the case in summarisation. 1390

□ machine translation: translating text in a 1391

source language to text in a target language 1392

while maximally preserving the meaning. 1393

□ summarisation (text-to-text): output is an ex- 1394

tractive or abstractive summary of the impor- 1395

tant/relevant/salient content of the input docu- 1396

ment(s). 1397

□ end-to-end text generation: use this option if 1398

the single system task corresponds to more than 1399

one of tasks above, implemented either as sepa- 1400

rate modules pipelined together, or as one-step 1401

generation, other than deep generation and sur- 1402

face realisation. 1403

□ image/video description: input includes visual, 1404

and the output describes it in some way. 1405

□ post-editing/correction: system edits and/or 1406

corrects the input text (typically itself the tex- 1407

tual output from another system) to yield an 1408

improved version of the text. 1409

□ other (please specify): if task is none of the 1410

above, choose this option and describe it. 1411

1412

Question 2.4: Input Language(s), or ‘N/A’.
1413

French. 1414

1415

Question 2.5: Output Language(s), or ‘N/A’.
1416

French. 1417
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F.3 Output Sample, Evaluators, Experimental1418

Design1419

F.3.1 Sample of system outputs (or1420

human-authored stand-ins) evaluated1421

(Questions 3.1.1–3.1.3)1422

Question 3.1.1: How many system outputs
(or other evaluation items) are evaluated per
system in the evaluation experiment? An-
swer should be an integer.

1423

297.1424

1425

Question 3.1.2: How are system outputs (or
other evaluation items) selected for inclusion
in the evaluation experiment? If none match,
select ‘Other’ and describe.

1426

Multiple-choice options (select one):1427

◦ by an automatic random process from a larger1428

set: outputs were selected for inclusion in the1429

experiment by a script using a pseudo-random1430

number generator; don’t use this option if the1431

script selects every nth output (which is not1432

random).1433

◦ by an automatic random process but using1434

stratified sampling over given properties: use1435

this option if selection was by a random script as1436

above, but with added constraints ensuring that1437

the sample is representative of the set of outputs1438

it was selected from, in terms of given proper-1439

ties, such as sentence length, positive/negative1440

stance, etc.1441

◦ by manual, arbitrary selection: output sample1442

was selected by hand, or automatically from a1443

manually compiled list, without a specific selec-1444

tion criterion.1445

✓ by manual selection aimed at achieving bal-1446

ance or variety relative to given properties: se-1447

lection by hand as above, but with specific selec-1448

tion criteria, e.g. same number of outputs from1449

each time period.1450

◦ Other (please specify): if selection method is1451

none of the above, choose this option and de-1452

scribe it.1453

1454

Question 3.1.3: What is the statistical power
of the sample size?

1455

Following the methodology of Card et al. (2020), 1456

we obtained a statistical power of X on the output 1457

sample w.r.t the automatic evaluation metrics, the 1458

two best-performing models (X and Y). We used 1459

their online script to estimate the statistical power. 1460

F.3.2 Evaluators (Questions 3.2.1–3.2.4) 1461

Question 3.2.1: How many evaluators are
there in this experiment? Answer should be
an integer.

1462

Five. 1463

1464

Question 3.2.2: What kind of evaluators are
in this experiment? Select all that apply.
If none match, select ‘Other’ and describe.
In all cases, provide details in the text box
under ‘Other’.

1465

Check-box options (select all that apply): 1466

✓ experts: participants are considered domain ex- 1467

perts, e.g. meteorologists evaluating a weather 1468

forecast generator, or nurses evaluating an ICU 1469

report generator. 1470

□ non-experts: participants are not domain ex- 1471

perts. 1472

✓ paid (including non-monetary compensation 1473

such as course credits): participants were given 1474

some form of compensation for their participa- 1475

tion, including vouchers, course credits, and 1476

reimbursement for travel unless based on re- 1477

ceipts. 1478

□ not paid: participants were not given compen- 1479

sation of any kind. 1480

□ previously known to authors: (one of the) re- 1481

searchers running the experiment knew some or 1482

all of the participants before recruiting them for 1483

the experiment. 1484

✓ not previously known to authors: none of the 1485

researchers running the experiment knew any of 1486

the participants before recruiting them for the 1487

experiment. 1488
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□ evaluators include one or more of the authors:1489

one or more researchers running the experiment1490

was among the participants.1491

✓ evaluators do not include any of the authors:1492

none of the researchers running the experiment1493

were among the participants.1494

□ Other (fewer than 4 of the above apply): we1495

believe you should be able to tick 4 options of1496

the above. If that’s not the case, use this box to1497

explain.1498

1499

Question 3.2.3: How are evaluators re-
cruited?

1500

Evaluators were recruited through a job offer on1501

the University job board and interviewed prior to1502

conducting the experiment.1503

1504

Question 3.2.4: What training and/or prac-
tice are evaluators given before starting on
the evaluation itself?

1505

First, the evaluators have been introduced to the1506

task of text simplification generation. They were1507

then introduced to the dataset under study. They1508

learned from an annotation guideline and practiced1509

on 15 examples before conducting the whole exper-1510

iment. Evaluators did not need legal training since1511

they all had domain background knowledge.1512

1513

Question 3.2.5: What other characteristics
do the evaluators have, known either be-
cause these were qualifying criteria, or from
information gathered as part of the evalua-
tion?

1514

Evaluators have been selected based on their edu-1515

cational level, i.e. at least in their second year in1516

law school, and interest in insurance law.1517

F.3.3 Experimental design (Questions1518

3.3.1–3.3.8)1519

Question 3.3.1: Has the experimental design
been preregistered? If yes, on which reg-
istry?

1520

No. 1521

1522

Question 3.3.2: How are responses col-
lected? E.g. paper forms, online survey tool,
etc.

1523

The answers were collected using a customized ver- 1524

sion of Prodigy8, hosted on Amazon Web Services. 1525

1526

Question 3.3.3: What quality assurance
methods are used? Select all that apply. If
none match, select ‘Other’ and describe. In
all cases, provide details in the text box un-
der ‘Other’.

1527

Check-box options (select all that apply): 1528

✓ evaluators are required to be native speakers 1529

of the language they evaluate: mechanisms 1530

are in place to ensure all participants are native 1531

speakers of the language they evaluate. 1532

□ automatic quality checking methods are 1533

used during/post evaluation: evaluations are 1534

checked for quality by automatic scripts during 1535

or after evaluations, e.g. evaluators are given 1536

known bad/good outputs to check they’re given 1537

bad/good scores on MTurk. 1538

✓ manual quality checking methods are used 1539

during/post evaluation: evaluations are 1540

checked for quality by a manual process during 1541

or after evaluations, e.g. scores assigned by eval- 1542

uators are monitored by researchers conducting 1543

the experiment. 1544

□ evaluators are excluded if they fail quality 1545

checks (often or badly enough): there are con- 1546

ditions under which evaluations produced by 1547

participants are not included in the final results 1548

due to quality issues. 1549

□ some evaluations are excluded because of 1550

failed quality checks: there are conditions un- 1551

der which some (but not all) of the evaluations 1552

produced by some participants are not included 1553

in the final results due to quality issues. 1554

□ none of the above: tick this box if none of the 1555

above apply. 1556

8https://prodi.gy/
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□ Other (please specify): use this box to describe1557

any other quality assurance methods used dur-1558

ing or after evaluations, and to provide addi-1559

tional details for any of the options selected1560

above.1561

1562

Question 3.3.4: What do evaluators see
when carrying out evaluations? Link to
screenshot(s) and/or describe the evaluation
interface(s).

1563

When evaluating, evaluators see the input data (e.g.,1564

a complex sentence) and the simplification gener-1565

ated by the model. To reduce any bias toward pub-1566

lic LLM (e.g., GPT4), they do not know the model1567

name. They then independently provide a score for1568

each generation.1569

1570

3.3.5: How free are evaluators regarding
when and how quickly to carry out evalua-
tions? Select all that apply. In all cases, pro-
vide details in the text box under ‘Other’.

1571

Check-box options (select all that apply):1572

□ evaluators have to complete each individual1573

assessment within a set time: evaluators are1574

timed while carrying out each assessment and1575

cannot complete the assessment once time has1576

run out.1577

□ evaluators have to complete the whole evalu-1578

ation in one sitting: partial progress cannot be1579

saved and the evaluation returned to on a later1580

occasion.1581

✓ neither of the above: Choose this option if nei-1582

ther of the above are the case in the experiment.1583

□ Other (please specify): Use this space to de-1584

scribe any other way in which time taken or1585

number of sessions used by evaluators is con-1586

trolled in the experiment, and to provide ad-1587

ditional details for any of the options selected1588

above.1589

1590

3.3.6: Are evaluators told they can ask ques-
tions about the evaluation and/or provide
feedback? Select all that apply. In all cases,
provide details in the text box under ‘Other’.

1591

Check-box options (select all that apply): 1592

✓ evaluators are told they can ask any ques- 1593

tions during/after receiving initial train- 1594

ing/instructions, and before the start of the 1595

evaluation: evaluators are told explicitly that 1596

they can ask questions about the evaluation ex- 1597

periment before starting on their assessments, 1598

either during or after training. 1599

□ evaluators are told they can ask any questions 1600

during the evaluation: evaluators are told ex- 1601

plicitly that they can ask questions about the 1602

evaluation experiment during their assessments. 1603

□ evaluators are asked for feedback and/or com- 1604

ments after the evaluation, e.g. via an exit 1605

questionnaire or a comment box: evaluators 1606

are explicitly asked to provide feedback and/or 1607

comments about the experiment after their as- 1608

sessments, either verbally or in written form. 1609

□ None of the above: Choose this option if none 1610

of the above are the case in the experiment. 1611

□ Other (please specify): use this space to de- 1612

scribe any other ways you provide for evaluators 1613

to ask questions or provide feedback. 1614

1615

3.3.7: What are the experimental conditions
in which evaluators carry out the evalua-
tions? If none match, select ‘Other’ and
describe.

1616

Multiple-choice options (select one): 1617

✓ evaluation carried out by evaluators at a place 1618

of their own choosing, e.g. online, using a 1619

paper form, etc.: evaluators are given access to 1620

the tool or form specified in Question 3.3.2, and 1621

subsequently choose where to carry out their 1622

evaluations. 1623

◦ evaluation carried out in a lab, and conditions 1624

are the same for each evaluator: evaluations 1625

are carried out in a lab, and conditions in which 1626

evaluations are carried out are controlled to be 1627

the same, i.e. the different evaluators all carry 1628
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out the evaluations in identical conditions of1629

quietness, same type of computer, same room,1630

etc. Note we’re not after very fine-grained dif-1631

ferences here, such as time of day or tempera-1632

ture, but the line is difficult to draw, so some1633

judgment is involved here.1634

◦ evaluation carried out in a lab, and conditions1635

vary for different evaluators: choose this op-1636

tion if evaluations are carried out in a lab, but1637

the preceding option does not apply, i.e. condi-1638

tions in which evaluations are carried out are1639

not controlled to be the same.1640

◦ evaluation carried out in a real-life situation,1641

and conditions are the same for each evalu-1642

ator: evaluations are carried out in a real-life1643

situation, i.e. one that would occur whether or1644

not the evaluation was carried out (e.g. evalu-1645

ating a dialogue system deployed in a live chat1646

function on a website), and conditions in which1647

evaluations are carried out are controlled to be1648

the same.1649

◦ evaluation carried out in a real-life situation,1650

and conditions vary for different evaluators:1651

choose this option if evaluations are carried out1652

in a real-life situation, but the preceding option1653

does not apply, i.e. conditions in which evalua-1654

tions are carried out are not controlled to be the1655

same.1656

◦ evaluation carried out outside of the lab, in a1657

situation designed to resemble a real-life sit-1658

uation, and conditions are the same for each1659

evaluator: evaluations are carried out outside1660

of the lab, in a situation intentionally similar to1661

a real-life situation (but not actually a real-life1662

situation), e.g. user-testing a navigation system1663

where the destination is part of the evaluation1664

design, rather than chosen by the user. Condi-1665

tions in which evaluations are carried out are1666

controlled to be the same.1667

◦ evaluation carried out outside of the lab, in a1668

situation designed to resemble a real-life situ-1669

ation, and conditions vary for different eval-1670

uators: choose this option if evaluations are1671

carried out outside of the lab, in a situation in-1672

tentionally similar to a real-life situation, but1673

the preceding option does not apply, i.e. condi-1674

tions in which evaluations are carried out are1675

not controlled to be the same.1676

◦ Other (please specify): Use this space to1677

provide additional, or alternative, information1678

about the conditions in which evaluators carry 1679

out assessments, not covered by the options 1680

above. 1681

1682

3.3.8: Unless the evaluation is carried out
at a place of the evaluators’ own choosing,
briefly describe the (range of different) con-
ditions in which evaluators carry out the
evaluations.

1683

N/A. 1684

F.4 Quality Criterion n – Definition and 1685

Operationalisation 1686

F.4.1 Quality criterion properties (Questions 1687

4.1.1–4.1.3) 1688

Question 4.1.1: What type of quality is as-
sessed by the quality criterion?

1689

Multiple-choice options (select one): 1690

✓ Correctness: select this option if it is possi- 1691

ble to state, generally for all outputs, the condi- 1692

tions under which outputs are maximally correct 1693

(hence of maximal quality). E.g. for Grammat- 1694

icality, outputs are (maximally) correct if they 1695

contain no grammatical errors; for Semantic 1696

Completeness, outputs are correct if they ex- 1697

press all the content in the input. 1698

◦ Goodness: select this option if, in contrast to 1699

correctness criteria, there is no single, general 1700

mechanism for deciding when outputs are max- 1701

imally good, only for deciding for two outputs 1702

which is better and which is worse. E.g. for 1703

Fluency, even if outputs contain no disfluencies, 1704

there may be other ways in which any given 1705

output could be more fluent. 1706

◦ Features: choose this option if, in terms of prop- 1707

erty X captured by the criterion, outputs are not 1708

generally better if they are more X , but instead, 1709

depending on evaluation context, more X may 1710

be better or less X may be better. E.g. outputs 1711

can be more specific or less specific, but it’s not 1712

the case that outputs are, in the general case, 1713

better when they are more specific. 1714

1715
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Question 4.1.2: Which aspect of system out-
puts is assessed by the quality criterion?

1716

Multiple-choice options (select one):1717

◦ Form of output: choose this option if the cri-1718

terion assesses the form of outputs alone, e.g.1719

Grammaticality is only about the form, a sen-1720

tence can be grammatical yet be wrong or non-1721

sensical in terms of content.1722

✓ Content of output: choose this option if the1723

criterion assesses the content/meaning of the1724

output alone, e.g. Meaning Preservation only1725

assesses output content; two sentences can be1726

considered to have the same meaning, but differ1727

in form.1728

◦ Both form and content of output: choose this1729

option if the criterion assesses outputs as a1730

whole, not just form or just content. E.g. Coher-1731

ence is a property of outputs as a whole, either1732

form or meaning can detract from it.1733

1734

Question 4.1.3: Is each output assessed for
quality in its own right, or with reference
to a system-internal or external frame of
reference?

1735

Multiple-choice options (select one):1736

◦ Quality of output in its own right: choose this1737

option if output quality is assessed without re-1738

ferring to anything other than the output itself,1739

i.e. no system-internal or external frame of refer-1740

ence. E.g. Poeticness is assessed by considering1741

(just) the output and how poetic it is.1742

✓ Quality of output relative to the input: choose1743

this option if output quality is assessed relative1744

to the input. E.g. Answerability is the degree1745

to which the output question can be answered1746

from information in the input.1747

◦ Quality of output relative to a system-external1748

frame of reference: choose this option if output1749

quality is assessed with reference to system-1750

external information, such as a knowledge base,1751

a person’s individual writing style, or the per-1752

formance of an embedding system. E.g. Factual1753

Accuracy assesses outputs relative to a source1754

of real-world knowledge.1755

F.4.2 Evaluation mode properties (Questions 1756

4.2.1–4.2.3) 1757

Questions 4.2.1–4.2.3 record properties that are 1758

orthogonal to quality criteria, i.e. any given quality 1759

criterion can in principle be combined with any of 1760

the modes (although some combinations are more 1761

common than others). 1762

1763

Question 4.2.1: Does an individual assess-
ment involve an objective or a subjective
judgment?

1764

Multiple-choice options (select one): 1765

✓ Objective: Examples of objective assessment 1766

include any automatically counted or other- 1767

wise quantified measurements such as mouse- 1768

clicks, occurrences in text, etc. Repeated as- 1769

sessments of the same output with an objective- 1770

mode evaluation method always yield the same 1771

score/result. 1772

◦ Subjective: Subjective assessments involve rat- 1773

ings, opinions and preferences by evaluators. 1774

Some criteria lend themselves more readily to 1775

subjective assessments, e.g. Friendliness of a 1776

conversational agent, but an objective measure 1777

e.g. based on lexical markers is also conceiv- 1778

able. 1779

1780

Question 4.2.2: Are outputs assessed in ab-
solute or relative terms?

1781

Multiple-choice options (select one): 1782

✓ Absolute: choose this option if evaluators are 1783

shown outputs from a single system during each 1784

individual assessment. 1785

◦ Relative: choose this option if evaluators are 1786

shown outputs from multiple systems at the 1787

same time during assessments, typically ranking 1788

or preference-judging them. 1789

1790

Question 4.2.3: Is the evaluation intrinsic or
extrinsic?

1791

Multiple-choice options (select one): 1792
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◦ Intrinsic: Choose this option if quality of out-1793

puts is assessed without considering their effect1794

on something external to the system, e.g. the1795

performance of an embedding system or of a1796

user at a task.1797

✓ Extrinsic: Choose this option if quality of out-1798

puts is assessed in terms of their effect on some-1799

thing external to the system such as the perfor-1800

mance of an embedding system or of a user at a1801

task.1802

F.4.3 Response elicitation (Questions1803

4.3.1–4.3.11)1804

Question 4.3.1: What do you call the quality
criterion in explanations/interfaces to evalu-
ators? Enter ‘N/A’ if criterion not named.

1805

Legal meaning.1806

1807

Question 4.3.2: What definition do you
give for the quality criterion in explana-
tions/interfaces to evaluators? Enter ‘N/A’
if no definition given.

1808

We define legal meaning as “[the] measures [of]1809

how well the output text conveys the legal details1810

and exceptions and does not misrepresent the law”.1811

1812

Question 4.3.3: Size of scale or other rating
instrument (i.e. how many different possi-
ble values there are). Answer should be an
integer or ‘continuous’ (if it’s not possible
to state how many possible responses there
are). Enter ‘N/A’ if there is no rating instru-
ment.

1813

10.1814

1815

Question 4.3.4: List or range of possible val-
ues of the scale or other rating instrument.
Enter ‘N/A’, if there is no rating instrument.

1816

1, 2, 3, 4, 5, 6, 7, 8, 9, 10.1817

1818

Question 4.3.5: How is the scale or other
rating instrument presented to evaluators?
If none match, select ‘Other’ and describe.

1819

Multiple-choice options (select one): 1820

◦ Multiple-choice options: choose this option if 1821

evaluators select exactly one of multiple op- 1822

tions. 1823

◦ Check-boxes: choose this option if evaluators 1824

select any number of options from multiple 1825

given options. 1826

◦ Slider: choose this option if evaluators move a 1827

pointer on a slider scale to the position corre- 1828

sponding to their assessment. 1829

◦ N/A (there is no rating instrument): choose 1830

this option if there is no rating instrument. 1831

✓ Other (please specify): choose this option if 1832

there is a rating instrument, but none of the 1833

above adequately describe the way you present 1834

it to evaluators. Use the text box to describe the 1835

rating instrument and link to a screenshot. 1836

Due to Prodigy’s limitations regarding their 1837

slider component (only one per page), we used 1838

a free-form text box. Since we have few highly 1839

skilled evaluators, collecting data was not a prob- 1840

lem. 1841

1842

Question 4.3.6: If there is no rating instru-
ment, describe briefly what task the evalua-
tors perform (e.g. ranking multiple outputs,
finding information, playing a game, etc.),
and what information is recorded. Enter
‘N/A’ if there is a rating instrument.

1843

N/A. 1844

1845

Question 4.3.7: What is the verbatim ques-
tion, prompt or instruction given to evalua-
tors (visible to them during each individual
assessment)?

1846

Here is the verbatim question and instruction in 1847

French to evaluators (in the following list), we also 1848
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present an automatic translation of these instruction1849

in the second list.1850

Étape 1 de l’évaluation: Comment évaluez-vous1851

le niveau de difficulté du texte généré par le mod-1852

èle?1853

Étape 2 de l’évaluation: Selon vous, quelle est1854

la qualification du texte?1855

Étape 3 de l’évaluation: Selon vous, quel est le1856

niveau de précision légale du texte généré par le1857

modèle sur une échelle de 1 à 10?1858

Commentaires (si applicable):1859

Here is the automatic English translation of the1860

verbatim question and instructions for evaluators.1861

Evaluation step 1: How would you rate the level1862

of difficulty of the text generated by the template?1863

Evaluation step 2: How do you rate the text?1864

Evaluation step 3: What do you think is the legal1865

accuracy level of the text generated by the model1866

on a scale of 1 to 10?1867

Comments (if applicable):1868

1869

Question 4.3.8: Form of response elicitation.
If none match, select ‘Other’ and describe.

1870

Multiple-choice options (select one):91871

◦ (dis)agreement with quality statement: Partici-1872

pants specify the degree to which they agree1873

with a given quality statement by indicating1874

their agreement on a rating instrument. The1875

rating instrument is labelled with degrees of1876

agreement and can additionally have numerical1877

labels. E.g. This text is fluent — 1=strongly1878

disagree...5=strongly agree.1879

◦ direct quality estimation: Participants are asked1880

to provide a rating using a rating instrument,1881

which typically (but not always) mentions the1882

quality criterion explicitly. E.g. How fluent is1883

this text? — 1=not at all fluent...5=very fluent.1884

◦ relative quality estimation (including ranking):1885

Participants evaluate two or more items in terms1886

of which is better. E.g. Rank these texts in terms1887

of fluency; Which of these texts is more fluent?;1888

Which of these items do you prefer?.1889

9Explanations adapted from Howcroft and Bergvall-
Kåreborn (2019).

✓ counting occurrences in text: Evaluators are 1890

asked to count how many times some type of 1891

phenomenon occurs, e.g. the number of facts 1892

contained in the output that are inconsistent with 1893

the input. 1894

◦ qualitative feedback (e.g. via comments en- 1895

tered in a text box): Typically, these are re- 1896

sponses to open-ended questions in a survey or 1897

interview. 1898

◦ evaluation through post-editing/annotation: 1899

Choose this option if the evaluators’ task con- 1900

sists of editing or inserting annotations in text. 1901

E.g. evaluators may perform error correction 1902

and edits are then automatically measured to 1903

yield a numerical score. 1904

◦ output classification or labelling: Choose this 1905

option if evaluators assign outputs to categories. 1906

E.g. What is the overall sentiment of this piece 1907

of text? — Positive/neutral/negative. 1908

◦ user-text interaction measurements: choose 1909

this option if participants in the evaluation ex- 1910

periment interact with a text in some way, and 1911

measurements are taken of their interaction. E.g. 1912

reading speed, eye movement tracking, com- 1913

prehension questions, etc. Excludes situations 1914

where participants are given a task to solve and 1915

their performance is measured which comes un- 1916

der the next option. 1917

◦ task performance measurements: choose this 1918

option if participants in the evaluation experi- 1919

ment are given a task to perform, and measure- 1920

ments are taken of their performance at the task. 1921

E.g. task is finding information, and task perfor- 1922

mance measurement is task completion speed 1923

and success rate. 1924

◦ user-system interaction measurements: choose 1925

this option if participants in the evaluation ex- 1926

periment interact with a system in some way, 1927

while measurements are taken of their interac- 1928

tion. E.g. duration of interaction, hyperlinks 1929

followed, number of likes, or completed sales. 1930

◦ Other (please specify): Use the text box to de- 1931

scribe the form of response elicitation used in 1932

assessing the quality criterion if it doesn’t fall 1933

in any of the above categories. 1934

1935
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Question 4.3.9: How are raw responses from
participants aggregated or otherwise pro-
cessed to obtain reported scores for this qual-
ity criterion? State if no scores reported.

1936

Macro averages are computed from numerical1937

scores to provide a summary.1938

1939

Question 4.3.10: Method(s) used for deter-
mining effect size and significance of find-
ings for this quality criterion.

1940

What to enter in the text box: A list of methods1941

used for calculating the effect size and significance1942

of any results, both as reported in the paper given1943

in Question 1.1, for this quality criterion. If none1944

calculated, state ‘None’.1945

None.1946

1947

Question 4.3.11: Has the inter-annotator
and intra-annotator agreement between
evaluators for this quality criterion been
measured? If yes, what method was used,
and what are the agreement scores?

1948

Krippendorff’s alpha (Hayes and Krippendorff,1949

2007) is used to measure inter-annotator agreement.1950

Krippendorff’s alpha are detailled in Table 2.1951
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in GDPR Art. 4, §1: https://gdpr.eu/article-
4-definitions/)? If yes, describe data and
state how addressed.

1956

No. 1957
1958

Question 5.3: Do any of the system outputs
(or human-authored stand-ins) evaluated,
or do any of the responses collected, in
the experiment contain special category
information (as defined in GDPR Art. 9, §1:
https://gdpr.eu/article-9-processing-special-
categories-of-personal-data-prohibited/)? If
yes, describe data and state how addressed.

1959

No. 1960
1961

Question 5.4: Have any impact assessments
been carried out for the evaluation experi-
ment, and/or any data collected/evaluated
in connection with it? If yes, summarise ap-
proach(es) and outcomes.

1962

No. 1963
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