Mint: A Simple Test-Time Adaptation of Vision-
Language Models against Common Corruptions

Wenxuan Bao'*, Ruxi Deng'*, Jingrui He'
'University of Illinois Urbana-Champaign
{wbao4,ruxid2, jingrui}@illinois.edu

Abstract

Pretrained vision-language models such as CLIP achieve strong zero-shot gener-
alization but remain vulnerable to distribution shifts caused by input corruptions.
In this work, we investigate how corruptions affect CLIP’s image embeddings
and uncover a consistent phenomenon we term as embedding variance collapse,
where both intra-class and inter-class variances shrink as corruption severity in-
creases. We find that this collapse is closely tied to performance degradation,
with inter-class variance strongly correlated with classification accuracy. To ex-
plain this phenomenon, we analyze how corruptions alter the structure of the
embedding space. Our theoretical results suggest that the visual encoder tends
to encode corruption-related signals, which dilute class-discriminative features
and compress the representation geometry. We further show that maximizing
inter-class variance, even when estimated from pseudo-labels, can provably en-
hance embedding quality. Based on this insight, we propose Mint, a simple
test-time adaptation method that maximizes pseudo-label-based inter-class vari-
ance on the fly using cumulative prototypes and gradient estimates. Mint operates
effectively with small batch sizes and consistently improves performance across
multiple corruption benchmarks and CLIP architectures. Our code is available at
https://github.com/baowenxuan/Mint|

1 Introduction

Pretrained vision-language models (VLMs) such as CLIP [32] have demonstrated strong zero-
shot generalization across a wide range of vision tasks [47, 33 29]]. However, their performance
can degrade significantly under distribution shifts, such as common image corruptions [[16]. Test-
time adaptation (TTA) has emerged as a promising strategy for improving model robustness under
distribution shifts, by adapting the model during test-time without accessing source data or target
labels [24} 140, 138]]. This property makes TTA particularly suitable for the adaptation of pretrained
VLMs, where the source training data is often large-scale, proprietary, or unavailable at deployment.

Most existing TTA methods for VLMs focus on modifying the text prompt or embedding to improve
image-text alignment [35} [12, [1} 31} 25 136]], or leveraging similarities between different image
embeddings to adapt the model prediction [45, 19, 42]. While these approaches achieve strong
performance on standard benchmark datasets, they often overlook a key issue: the quality of image
embeddings themselves can significantly degrade under corruption. Some recent methods [[15} 28]
attempt to address this by adjusting the image encoder’s normalization layers to align image-to-image
or text-to-text similarities. However, such techniques typically require large batches to perform
effective adaptation, making them unsuitable for many online TTA scenarios where only a few test
samples are available at a time. Furthermore, these methods offer limited insight into why common
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corruptions cause accuracy degradation, and most lack theoretical analysis, making it difficult to
understand when and why they succeed or fail.

In this work, we take a step back and ask: how exactly does corruption affect CLIP’s image
embeddings? To answer this, we evaluate the intra-class and inter-class variances of the embeddings
using ground-truth labels, referred to as GT-intra and GT-inter, respectively. This analysis reveals
a consistent and intriguing pattern: as corruption severity increases, both GT-intra and GT-inter
variances consistently decrease. We term this phenomenon variance collapse, which implies that
under corruptions, embeddings of images tend to become more similar, regardless of whether they
belong to the same class or different classes. The phenomenon is illustrated in Figure[T} Moreover,
we observe a strong correlation between inter-class variance and classification accuracy, suggesting
that variance collapse is a key factor contributing to performance degradation.

To better understand and counteract variance -
collapse, we conduct a theoretical analysis of X : E
image embeddings’ variances under distribution L) b
shifts. Our analysis shows that the simultane- =
ous reduction of GT-intra and GT-inter variances

can be attributed to the visual encoder project-

ing corruption-related patterns into the embed-

ding space, which dilutes class-discriminative Clean Comupted
information. Our theoretical analysis further Wi e
shows that even in the absence of ground-truth
labels during adaptation, maximizing the inter-
class variance computed from pseudo-labels
(PL-inter) by updating the LayerNorm parame-
ters can provably improve the quality of image
embeddings and lead to more accurate classifi-
cation.

Figure 1: Variance collapse. Under corruptions,
embeddings of images tend to become similar, re-
gardless of whether they belong to the same class
or different classes.

Motivated by this result, we design Mint, a simple test-time adaptation method that Maximizes
the PL-inter variance on the fly. Mint is designed to operate reliably even when the batch size
is extremely small, which is common in online adaptation settings. To enable stable adaptation
under such constraints, Mint incorporates two key components: a mean accumulator and a gradient
accumulator. The mean accumulator maintains cumulative averages of image embeddings for
each pseudo-class and for the entire set of samples observed so far. This allows the estimation of
PL-inter variance within each batch without requiring access to the full test set. In parallel, the
gradient accumulator keeps track of the average update direction across batches, which reduces
noise in parameter updates and improves adaptation stability. These two components together allow
Mint to enhance class-discriminative signals and suppress corruption-related patterns in the image
embedding space. We evaluate our method across a wide range of corruption benchmark datasets and
CLIP architectures to demonstrate its robustness and generality. In all settings, Mint consistently
outperforms existing TTA methods for VLMs, while also offering significant efficiency advantages.
Our contributions are summarized as follows:

* We identify a phenomenon we refer to as variance collapse in CLIP image embeddings,
where both intra-class and inter-class variances decrease as corruption severity increases.

* We provide a theoretical analysis that attributes this collapse to the visual encoder embedding
corruption-related patterns, and show that maximizing PL-inter can improve embedding
quality.

* We propose Mint, a simple TTA method that maximizes PL-inter on the fly using a mean
accumulator and a gradient accumulator, enabling effective adaptation even with extremely
small batch sizes.

* We demonstrate that Mint consistently improves the performance of CLIP models across
multiple corruption benchmarks and architectures, outperforming existing TTA methods in
both accuracy and efficiency.



2 Related works

Test-time adaptation (TTA) adapts a source model to an unlabeled target domain during testing,
without access to source data, making it suitable for pre-trained VLMs like CLIP. Early TTA methods
for CLIP focus on modifying the text encoder or embedding, via prompt tuning [35} 12} 134], prompt
weighting [[1]], or ensembling [44,[31]. Memory-based approaches [19, 45| 142} 3] store embeddings of
high-confidence samples and use image similarity to guide predictions. Other training-free methods
[8,[L1] apply augmentations and confidence selection to enhance robustness without updating any
model parameters. Although effective, most methods overlook a key issue: the quality of image
embeddings degrades under corruptions. Recent approaches [15] 28] attempt to mitigate this by
adjusting normalization layers, aligning the image-image and text-text similarities. However, they are
very sensitive to batch size and introduce high computational overhead, limiting their use in online
TTA settings.

Inter-class separability has been widely explored in supervised learning, where a common goal is
to increase the distance between classes while reducing the variance within each class. A classic
example is the Fisher score [10]], which measures this separation and has been used for feature
selection [[14]] and to improve domain adaptation by applying the Fisher criterion on the labeled
source domains [46]. However, computing such metrics typically requires access to ground-truth
labels, which are unavailable in test-time adaptation. More recently, Matcha [5] extended similar
ideas to graph-based TTA by leveraging soft pseudo-labels. While effective, this method assumes
simultaneous access to all nodes in the test graph, making it unsuitable for online adaptation scenarios
where only small batches are available.

We provide a broader discussion of related works in Appendix [A.T]

3 Analysis

Preliminary CLIP [32] is a VLM consisting of an image encoder and a text encoder, which aligns
images with their corresponding textual descriptions. Pretraining on a large-scale image-text dataset
enables CLIP to perform zero-shot prediction. Specifically, for a classification task with C classes,
the text encoder embeds class descriptions (e.g., “a photo of a {class}”) into normalized text
embeddings T' = [t1,--- ,tc]" € REX4, where d is the embedding dimension. Given a test image,
the i image encoder produces a normahze image embedding z; € R%, and prediction is made via the
maximum similarity score arg max, z; t However, CLIP’s performance degrades noticeably under
common image corruptions [15} 28] as 1ts image encoder was not explicitly trained for robustness.

3.1 Variance collapse

In this subsection, we investigate how common corruptions affect the image embeddings extracted
by CLIP’s visual encoder, and how these changes influence classification accuracy. Motivated by
Fisher score [10, 46l 14] and contrastive learning [|32}37/] objectives, we posit that high-quality image
embeddings should exhibit low intra-class variance (i.e., samples from the same class are close) and
high inter-class variance (i.e., samples from different classes are well separated). To formalize this
intuition, given a target dataset with C classes and N images, we define the following variances:
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where z = > .", z; is the average embedding for all images, z. = ZNiy is the average
N vic
embedding of class ¢, and y; = [y;1,-- ,yic] | € {0,1}¢ is the one-hot ground-truth label of image

1, where y;. = 1 if image ¢ corresponds to class ¢, and y;. = 0 otherwise. Note that these variances
are computed using the ground-truth labels. To distinguish them from the pseudo-label-based
counterparts introduced later, we denote these metrics with a GT- prefix (e.g., GT-intra, GT-inter).
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Figure 2: All types of variances decrease as the = Figure 3: GT-inter variance is highly correlated
severity of corruption increases (severity=0 indi-  with accuracy, with correlation 0.98. In compari-
cates original CIFAR-100 datasets without cor-  son, the correlations between accuracy and GT-
ruptions). intra, GT-total are 0.86 and 0.94, respectively.

We compute the GT-total, GT-inter, and GT-intra variances on the corruption benchmark [16], which
includes 15 types of common corruptions, each evaluated at 5 severity levels. Figure [2] presents
the results on four representative corruptions. Additional results across all corruption types and
datasets are included in Appendix [C.I} We observe that for all types of corruptions, both GT-intra
and GT-inter variances consistently decrease as the severity increases. This indicates that the pairwise
similarity between image embeddings increases under corruptions, regardless of whether the images
belong to the same class or not. We refer to this phenomenon as variance collapse, where the image
embeddings become increasingly indistinguishable under stronger corruptions. Furthermore, we find
that variance collapse is closely linked to the drop in accuracy. We computed all three variance metrics
along with the corresponding classification accuracy under 76 corruption settings (15 corruption types
x 5 severity levels, plus the clean setting) on CIFAR-100-C. As shown in Figure 3] the inter-class
variance exhibits an extremely strong correlation with accuracy, indicating that this collapse could be
a key factor driving the performance decline.

3.2 Theoretical explanation

In this subsection, we provide a theoretical explanation for the emergence of variance collapse.
For clarity, we consider a balanced binary classification problem with y; € {0,1}. Motivated
by [39], we assume that each image can be mapped to a disentangled latent representation v; =
[vgls, i, pshift ynoise] ¢ RE, composed of four components:

1. Task-relevant features v$: Semantic features that are directly predictive of the class label,
cls

v = pify; = land v = —pify; = 0.
2. Task-irrelevant features v;“: Features unrelated to classification, such as background. It is

preserved during pretraining due to CLIP’s general representation learning objective. We
assume v} ~ Rademacher®, i.e., uniformly distributed in {—1, l}di".

3. Structured distribution shift vM: Features representing systematic distribution changes in
the target domain, such as weather conditions or digital transforms. We assume vt = 5. §,
where s indicates the severity of corruptions or distribution shifts.

4. Unstructured noise v?**: Random noise introduced by the corruption process. We assume
v ~ 5. Rademacher®™=, i.e., uniformly distributed in {—1, 1} %o,

Notice that by controlling the ratio of s, ||||2, || 8|2, we can freely adjust the ratio for each component.
Following the structure of CLIP’s visual encoder, we assume that the latent representation v first
passes through a LayerNorm layer [2] with a linear transformation, followed by normalization to unit
length. For analytical simplicity, we omit the demeaning step in LayerNorm and ignore the bias term
in its parametersp_-] under which the image embedding can be formulated as

z; = normalize L Ow |, €))]
Var[v,]

'This simplification is also known as RMSNorm [41].



where ® represents element-wise multiplication of vectors, w € R? is the learnable weight of the
LayerNorm layer, normalize(-) denotes ¢ normalization. For simplicity, we assume w = 1 at
initialization. w is updated during the adaptation.

Theorem 3.1 (Variance collapse). When the sample size N — +oo,
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where s denotes the corruption severity. As s increases, VL strictly decreases. In addition, VI,
also decreases when ||6)|2 > \/dpoise/dirr - || 12]|2-

Theorem [3.1|characterizes how the GT-inter and GT-intra variances change with increasing corruption
severity. Combined with the empirical trends observed in Figure 2] this suggests that common
corruptions often induce significant structured distribution shifts, reflected as large 4 in the latent space.
As aresult, the image encoder tends to embed corruption-related patterns into the representation itself.
This dilutes class-discriminative features and introduces bias into the resulting image embeddings.

3.3 Maximization of inter variance

Theorem [3.1] also supports that GT-inter variance has strong relevance to classification accuracy,
as it reflects the proportion of task-relevant features within the overall feature representation. This
insight motivates the idea that maximizing GT-inter variance should lead to improved classification
accuracy under distribution shifts. However, several challenges arise in the context of TTA. First, the
ground-truth labels are unavailable, so we must rely on pseudo-labels, i.e., the model’s own prediction,
which are noisy due to distribution shifts. Second, model updates in TTA are typically restricted to a
small subset of parameters, such as LayerNorm weights, for better efficiency. In this part, we show
that even under these constraints, using only pseudo-labels and updating only LayerNorm parameters,
maximizing inter-class variance remains an effective and theoretically justified strategy for improving
robustness to distribution shifts.

Theorem 3.2 (Maximization of PL-inter variance). When the sample size N — oo,
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This implies that when we perform a single gradient ascent step to maximize the PL-inter variance
by updating the parameters of LayerNorm, the parameters associated with structured distribution
shifts (i.e., wghir) are necessarily suppressed. Furthermore, as long as the current prediction is
reasonably accurate, meaning it depends more on task-relevant features than on task-irrelevant
components or unstructured noise, maximizing PL-inter variance will increase the weights associated
with task-relevant features (i.e., wes). As a result, this process reweighs the components in the final
image embedding, enhancing the influence of task-relevant features while suppressing the effects of
distribution shifts.

4 Proposed method: Mint

In this section, we introduce our proposed algorithm Mint, which maximizes the PL-inter variance on
the fly. While the previous section provides theoretical justification that maximizing PL-inter variance
can improve test-time robustness, directly computing PL-inter variance requires access to the entire
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Figure 4: Overview of Mint. Left: Adaptation phase. Given a test image batch, we compute
the PL-inter variance with the help of a mean accumulator and maximize it via gradient ascent. A
gradient accumulator aggregates update directions across batches to robustly update the LayerNorm
parameters. Right: Inference phase. The mean accumulator is used to adjust the text embeddings,
and final predictions are made based on the similarity between image and text embeddings.

test dataset. However, in the online TTA setting, the model typically adapts using only a small batch
or even a single sample at a time. This leads to noisy and potentially biased gradient directions that
deviate from the true optimization target. To address this, we reparameterize the PL-inter variance
and employ both a mean accumulator and a gradient accumulator to aggregate information across
batches, enabling a more accurate approximation of the gradient in a streaming setting. Figure [4]
gives an overview of our method.

4.1 Mean accumulator

The most straightforward way to estimate PL-inter variance is to assume that the current batch fully
represents the test data distribution and compute PL-inter using only samples in that batch. Under
this approach, objectives across batches are computed independently. However, this naive strategy
introduces significant noise, and even bias, into the PL-inter estimate. For instance, ImageNet-C
contains 1,000 classes, but due to deployment and memory constraints, the test-time batch size
is typically limited to just a few dozen samples. As a result, most classes present in a batch are
represented by only a single sample, causing their estimated class means to degenerate into the
samples themselves. In such cases, the distance between a sample and its class mean becomes zero,
preventing us from estimating PL-intra variance. As a consequence, the computed objective ends
up approximating PL-total variance rather than true PL-inter variance, which degrades adaptation
performance under small batch sizes.

To address this issue, we first reparameterize PL-inter variance as the difference between PL-total
and PL-intra variance. With detailed proof in Appendix this decomposition can be written as:

Z 1 Yie ||z1*z||2 1 Z 1ychzz 20”3
2. — 2[5 = = - - = ; (6)
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where z; is the embedding for i-th image, 2 = % Zf\; z; is the global average embedding,
N o s
and 2z, = % is the average embedding of all images predicted as class ¢ by CLIP. This
i=1 Yic

reformulation reveals that maximizing PL-inter is equivalent to jointly maximizing PL-total variance
and minimizing PL-intra variance, encouraging each embedding z; to move away from the global
mean z and toward its corresponding class mean 2., with the gradient direction approximately given
by z.— z when the sample size is sufficiently large. This insight suggests that more accurate estimates
of z and 2. can lead to better gradient directions. Therefore, instead of estimating these means
using only the current batch, we use a mean accumulator to maintain cumulative averages 2 and
{2.}<_,. Every time when we observe a new image with embedding z; and CLIP’s prediction g; as
pseudo-label,
K 1 K 1

~ ~ = Yi >
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where K is the total number of seen samples, and K, is the number of seen samples with pseudo-
label ;. After replacing the class and global means in Equation (6) with the cumulative averages, the



final objective for the b-th batch B}, becomes
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where (), is the number of unique classes present in batch B.

4.2 Gradient accumulator

While the mean accumulator mitigates systematic bias in the objective by stabilizing the estimates of
class and global means, it does not eliminate the noise in the individual gradient contributions from
z;, which are still computed over the current batch. To further reduce gradient estimation error, we
introduce a simple gradient accumulator that mimics adaptation with a larger effective batch size.
Specifically, for the b-th batch, if the gradient computed on the current batch is g, we maintain a
cumulative average of gradients g over the seen b batches:
b—-1 1

g ——g—+— 9

g ;9 t 9 (€))
and update the LayerNorm parameters in the direction of g. We perform only a single step of update
on each batch.

4.3 Adjust text embedding

In addition to estimating PL-inter variance, the cumulative class means can also be leveraged to adjust
the text embeddings, thereby improving alignment between the image and text modalities. Motivated
by prior works in TTA [18]] and Bayesian estimation, we adopt a simple, training-free approach
to refine the text embeddings using accumulative embedding means. Specifically, we maintain a
separate mean accumulator to store the image embeddings produced by the adapted image encoder.
The refinement of text embeddings is given by

- Koy K
t. + normalize Pt + -2), c=1,---,C 10
¢ (Kprior +K ¢ Kprior + K ¢ T ( )
where Ko is a hyperparameter controlling the strength of prior. This design enables dynamic
adjustment of the text embedding. In the early stage of adaptation, the image embedding means may
be less reliable, so we assign more weight to the original text embedding ¢.. As adaptation progresses
and the quality of the estimated class-wise means Z. improves, we gradually place more weight on
Zc.
The final prediction is given by arg max, z] fy. After making prediction on each batch, we reset
both the image encoder and the optimizer state to their initial values. However, the mean accumulator

and gradient accumulator are preserved and carried over to the next batch, allowing information
aggregated from previous samples to guide the adaptation on subsequent inputs.

S Experiments

In this section, we use experiments to answer the following research questions

* RQ1: Can Mint effectively improve the performance of CLIP models under common
corruptions, especially in low batch size scenarios?

* RQ2: Does Mint effectively mitigate the variance collapse?

* RQ3: How efficient is Mint in terms of computational time?

Setup and baselines We test Mint with different combination of model architectures and corruption
datasets [16]: ViT-B/32 [9] on CIFAR-10-C [21], ViT-B/16 on CIFAR-100-C, and ViT-L/14 on
ImageNet-C [[7], all with corruption severity of 5. We consider a standard TTA setting, where the
model is adapted to each type of corruption independently. We compare Mint with a wide range of
existing TTA methods designed for VLMs. VTE [8] and Zero [11] aggregate image embeddings
from multiple augmentations. TPT [35] and TPS [36] minimize the marginal entropy to encourage



Table 1: Mean accuracy (%) on corruption benchmarks. Error bars are deferred to Appendix [C.3]

ViT-B/32 on CIFAR-10-C

Method Venue Noise Blur Weather Digital A
Gauss. Shot Impul. Defoc. Glass Motion Zoom Snow Frost Fog Brit. Contr. Elastic Pixel JPEG Ve
CLIP [32] ICML21 355 40.0 432 700 414 o645 702 70.8 723 66.7 814 645 59.6 482 56.7 59.0
Ensemble - 388 427 428 726 439 668 717 739 758 689 837 672 619 518 586 614
TPT [35] NeurIPS’22 429 462 47.1 715 464 68.1 727 737 759 689 837 739 625 503 582 62.8
TDA [19] CVPR’24 412 441 433 739 451 68.1 73.6 740 76.7 69.6 84.0 66.6 623 547 584 624
DMN-ZS [45] CVPR’24 37.6 415 425 694 438 659 705 702 712 640 80.7 58.6 594 549 581 59.2
VTE [8] ECCV-W’24 476 505 49.8 704 498 702 734 744 773 714 836 812 655 553 58.8 653
Zero [11] NeurIPS’24 479 50.5 500 703 503 69.7 736 745 77.1 715 835 80.6 660 552 589 653
WATT-S [28] NeurIPS’24 532 549 50.7 750 554 71.1 748 754 77.0 727 842 73.1 654 61.1 623 67.1
TPS [36] WACV’25 455 494 492 738 507 714 760 77.0 79.2 733 853 795 672 566 618 664

CLIPACTT [15] WACV’25 452 487 47.1 734 499 690 730 741 762 70.1 843 714 641 585 60.5 644

Mint 59.0 624 542 758 618 771 789 79.0 789 752 863 769 70.1 66.6 63.4 71.0
ViT-B/16 on CIFAR-100-C
Method Venue Noise Blur Weather Digital A
Gauss. Shot Impul. Defoc. Glass Motion Zoom Snow Frost Fog Brit. Contr. Elastic Pixel JPEG Ve
CLIP [32] ICML21 19.7 214 253 425 202 431 48.0 484 49.7 41.7 570 345 292 239 324 358
Ensemble - 229 243 296 43.6 20.1 437 487 489 503 41.8 58.1 352 292 263 33.6 37.1
TPT [35] NeurIPS’22 173 192 256 424 200 422 479 49.0 500 427 575 380 303 255 325 36.0
TDA [19] CVPR’24 23.8 260 325 457 215 444 505 496 515 428 592 368 29.7 28.1 343 384
DMN-ZS [45] CVPR’24 239 256 317 455 21.6 450 51.1 496 520 43.0 603 360 305 275 347 385
VTE [8] ECCV-W’24 202 212 284 399 185 39.0 447 476 488 432 557 499 304 303 30.6 36.6
Zero [11] NeurIPS’24 199 215 29.6 404 185 39.6 448 478 483 433 558 50.0 30.6 304 30.7 368
WATT-S [28]  NeurIPS’24 275 298 364 475 268 468 51.6 51.6 523 46.6 61.0 435 343 359 373 419
TPS [36] WACV’25 226 244 31.0 440 20.1 436 49.0 505 513 443 59.1 451 306 288 33.8 38.6

CLIPAITT [15] WACV’25 249 27.1 325 474 234 472 520 516 525 465 612 412 337 326 370 407

Mint 294 30.8 38.6 507 271 499 555 53.0 51.8 50.6 65.6 48.1 36.8 344 387 44.1
ViT-L/14 on ImageNet-C
Method Venue Noise Blur Weather Digital A
Gauss. Shot Impul. Defoc. Glass Motion Zoom Snow Frost Fog Brit. Contr. Elastic Pixel JPEG Ve
CLIP [32] ICML’21 274 294 287 346 253 41.0 367 498 44.1 49.7 654 351 303 535 422 39.6
Ensemble - 29.1 304 30.1 375 272 442 392 524 464 527 678 345 324 562 443 41.6
TPT [35] NeurIPS’22 272 29.1 293 357 266 41.1 381 514 463 51.6 67.7 394 321 559 455 41.1
TDA [19] CVPR’24 29.1 305 31.0 377 28.0 445 395 534 478 53.6 683 368 333 567 444 423
DMN-ZS [45] CVPR’24 29.0 304 304 375 273 443 393 525 467 527 678 349 324 562 443 417
VTE [8] ECCV-W’24 232 265 249 345 258 397 382 49.0 457 49.8 67.0 444 321 558 465 402
Zero [11] NeurIPS’24  24.1 269 258 358 269 403 394 495 462 50.7 66.8 449 326 564 474 409
WATT-S [28]  NeurIPS’24  31.7 335 346 387 313 452 412 527 478 545 675 429 348 563 459 439
TPS [36] WACV’25 289 31.0 307 378 28.0 434 40.8 533 479 535 692 438 333 573 47.0 43.1

CLIPAITT [15] WACV’25 29.2 31.0 308 345 281 419 38.0 499 447 50.1 645 392 324 53.0 424 40.7

Mint 330 343 373 39.6 372 466 451 552 466 57.5 67.7 489 439 582 546 47.0
Table 2: Accuracy (mean =+ s.d. %) of Mint with various batch size.
Mint
Architecture  Dataset CLIP

BS=1 BS=2 BS=5 BS =10 BS =20 BS=50 BS=100 BS =200

ViT-B/32 CIFAR-10-C 59.0 705+0.1 705401 71.0+£00 71.0+0.1 71.0+£01 71.0+0.1 709401 70.6=+0.1
ViT-B/16 CIFAR-100-C 358 43.1£0.1 43.14+0.1 433+£0.1 43.6+0.1 441+£0.1 445+01 445+0.1 446+0.1
ViT-L/14 ImageNet-C 39.6 458+0.1 462+0.1 467401 468+0.1 4704+02 47.14+0.1 470+02 46.8+0.1

consistency across augmented views. TDA [[19] and DMN-ZS [45] leverage sample-wise similarity
to adjust predictions. WATT-S [28]] and CLIPArTT [15] improve modality alignment by aligning
image-to-image and text-to-text similarities. Unless otherwise specified, we use a default batch size
of 20 during adaptation. Mint uses Adam [20] optimizer with learning rate 0.007 for ViT-B models
and 0.015 for ViT-L/14, and Ko = 10,000. Hyperparameter settings for baselines are provided in

the Appendix [C.2}

Main results (RQ1) The experimental results are summarized in Tablem We observe that training-
free methods generally perform worse, as they do not update the model during adaptation. Among
them, TPS achieves relatively strong performance by adjusting the text embeddings. CLIPArTT and
WATT-S, which allow updates to the image encoder, perform best among the baselines. However,
these methods do not share information across batches, which limits their overall effectiveness. Across
all settings, Mint consistently improves accuracy and achieves the best performance. Compared to
the strongest baselines, Mint yields absolute gains of 3.9%, 2.2%, and 3.1%, respectively.

Robustness to batch size (RQ1) To evaluate the robustness of Mint under different test-time
conditions, we run it with batch sizes ranging from 1 to 200, using the same set of hyperparameters
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across all settings. As shown in Table[2] Mint consistently maintains strong performance across this
range. Even in the extreme case of batch size 1, it achieves significant accuracy gains, demonstrating
its effectiveness in highly constrained online adaptation scenarios.

Variance collapse (RQ2) We investigate the underlying mechanism of Mint by analyzing its effect
on the image embeddings. Specifically, we evaluate the PL-inter variance, GT-inter variance, and
classification accuracy on CIFAR-100-C before and after adaptation, under four representative types
of corruption (same as Figure[2). As shown in Figure[5] Mint successfully increases PL-inter variance
by design, and this also leads to a clear improvement in GT-inter variance. The increased GT-inter
variance is accompanied by a rise in accuracy, indicating that Mint effectively mitigates variance
collapse. Additional results across all corruption types and datasets are provided in Appendix [C.4]

Efficiency (RQ3) We compare the testing time of Table 3: Comparison of testing time.
Mint with baseline algorithms on CIFAR-100-C by

measuring the time required to process one corruption Method  Testing Time Accuracy (%) Gain (%)
type (10,000 images). As shown in Table[3] Mint runs CLIP 21s 35.8 -
substantially faster than other training-based TTA g mals 0 o2
methods. This efficiency primarily stems from its Zero 9m50s 36.8 +1.0
simple design and the fact that it performs only a TDA 33s 384 +2.6
single model update per batch, unlike methods that %\gN’ZS 931(;8& gg:g EZ
require multiple iterative updates during adaptation. CLIPAFTT  7m40s 40.7 +4.9
Notably, Mint is only slower than CLIP and other WATT-S 50m20s 41.9 +0.1
Mint 1m07s 441 +8.3

training-free and augmentation-free baselines.

Ablation study To understand the individual contributions of the two accumulators in Mint, we
perform an ablation study on CIFAR-10-C comparing the full method with the following variants: (1)
Mean accumulator only, which removes the gradient accumulator; (2) Gradient accumulator only,
which removes the mean accumulator; and (3) No accumulators, which disables both components.
We observe in Figure [f] that both accumulators contribute to the performance of Mint, especially
under small batch sizes. The mean accumulator is essential for estimating PL-inter variance in
extremely small batches, including the batch size of 1. Without it, gradients cannot be computed
when the batch contains only a single class instance, rendering adaptation ineffective. Meanwhile, the
gradient accumulator improves adaptation quality by reducing the noise in gradient estimates across
batches. Overall, Mint exhibits the strongest robustness and performance when both accumulators
are used, validating the necessity of their complementary roles in the online test-time adaptation
setting. Additionally, we explore adapting different layers in the visual encoder and find that updating
all LayerNorm layers yields the best performance (see Appendix [C.3).



Hyperparameter sensitivity We study the sensitivity of Mint to its two hyperparameters: the
learning rate and the prior strength Kior, across three datasets. Results on ImageNet-C are shown in
Figure[7] with results on CIFAR-10-C and CIFAR-100-C included in Appendix [C.6] We observe that
Mint remains stable across a broad range of hyperparameter values, without requiring precise tuning.
In particular, we find that a learning rate of 0.009 and a prior size of Ko = 10,000 consistently
perform well across different datasets and architectures, demonstrating the robustness and generality
of the method.

Additional experiments We further evaluate Mint on clean datasets (uncorrupted CIFAR-10,
CIFAR-100, and ImageNet), ImageNet variants (ImageNet-A, -V2, -R, and -Sketch), and corruption
benchmarks under the mixture-of-domain setting [27]. The corresponding results are provided
in Appendix [C.8] and[C.9] Mint demonstrates consistently strong performance across these
scenarios, confirming its broad applicability.

6 Conclusion

In this work, we identify variance collapse in image embeddings as a key factor behind CLIP’s per-
formance degradation under corruptions. Through theoretical analysis, we attribute this phenomenon
to the image encoder encoding corruption-related patterns, which dilutes class-discriminative signals.
We further show that maximizing inter-class variance, even when computed using pseudo labels,
can provably enhance performance. Based on this insight, we propose Mint, a simple yet effective
test-time adaptation method. Mint leverages cumulative mean and gradient accumulators to oper-
ate robustly in low-batch-size, online settings. Extensive experiments on corruption benchmarks
demonstrate its strong performance and efficiency.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: In the abstract and introduction, we claim that this paper focuses on test-time
adaptation of vision-language models. Contributions are clearly listed at the end of the
introduction and in the abstract.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Please refer to Appendix [A.2]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: We clearly state the main assumptions in Section [3] Formal statements and
proofs are given in Appendix [B]

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

¢ Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: In the paper, we clearly specified the methods we used to obtain the experi-
mental results and all the hyperparameters used in the process, which can fully support the
reproducibility of the experiment. More details are provided in Appendix [C.2]

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We use open-source datasets, and provide the code in the supplemental
material.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We provide key information in Section [5] and other details in Appendix [C.2]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report results with mean and standard deviation from five independent runs
with different random seeds. Notice that for space limits, we provide the error bar of Table[T]
in Appendix [C.3]instead.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Please refer to Appendix
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: We strictly adhere to the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Please refer to Appendix
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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11.

12.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our paper does not release new data or models.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All assets used in the paper are properly credited, and their licenses and terms
of use have been explicitly mentioned and respected if provided in the original paper.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

18



13.

14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: Our paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

19


paperswithcode.com/datasets

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: LLM is used only for writing, editing, or formatting purposes in this paper.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Discussion

A.1 Additional related works

In this subsection, we discuss additional related work on general test-time adaptation. Many of these
methods have inspired recent advances in TTA algorithms for VLMs.

Generic test-time adaptation (TTA) Most TTA methods aim to improve model accuracy by
optimizing a carefully designed unsupervised loss on unlabeled test data. A prominent line of work
minimizes the entropy of model predictions, based on the intuition that entropy quantifies prediction
uncertainty. Pioneered by Tent [38]], these methods typically update the running statistics and affine
parameters of batch normalization [17] layers. However, entropy minimization is often unstable, and
many subsequent works [26} 27, |22]] focus on improving its robustness. One important variant is
marginal entropy [43]], which captures a model’s uncertainty across different augmentations of the
same input. This idea has inspired several follow-up TTA approaches [35,36] for VLMs.

Another line of potential approaches focuses on restoring uncorrupted images from corrupted ones,
using generative techniques such as diffusion models [[13] or super-resolution [30, |6]. These methods
do not require adapting the model at test time. However, as noted in [27], they often perform well on
certain types of corruption but poorly on others, indicating limited generalization across corruption

types.

A.2 Limitations

While our analysis reveals a consistent variance collapse pattern across multiple datasets and cor-
ruption types, it primarily focuses on natural distribution shifts and classification tasks. Extending
our analysis and algorithm to broader types of distribution shifts (e.g., adversarial perturbations) and
more diverse tasks (e.g., object detection, semantic segmentation) represents an important direction
for future work.

A.3 Broader impacts

Our work focuses on understanding and mitigating the degradation of vision-language models under
distribution shift, particularly in the context of image corruption. On the positive side, improving
model robustness can enhance the reliability of real-world applications such as accessibility tools,
autonomous systems, and content moderation, especially under suboptimal conditions. By providing
theoretical insights and simple, efficient test-time adaptation methods, our work contributes toward
safer and more dependable Al deployments.

We do not anticipate significant negative societal impacts. Our method is unsupervised, operates
solely at test time, and does not require access to sensitive data or any form of user interaction.
Nonetheless, as with all performance-enhancing techniques, there is potential for misuse in contexts
where robustness could amplify existing biases or be deployed without appropriate oversight. We
encourage future work to consider fairness and accountability as these methods are applied more
broadly.
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B Theoretical analysis

B.1 Variance decomposition

In this section we give formal proof of variance decomposition.

Lemma B.1.

GT GT PL PL
Vtotal thra them Vtoral thra ther ( 11 )

Proof. We define “prior” for each classc=1,--- ,C"

The class means are

The global mean is

Notice that for all class ¢ =1, --- , C, we have
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By replacing each y;. with 9;., 2. with 2., and z with 2, and repeating the above steps, it is

straightforward to prove VP& = VPL 4 PPL |
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B.2 Theoretical setup

This section introduces the setup and assumptions of our theoretical analysis. For simplicity, we
focus on a binary classification setting where C' = 2. While the standard notation of label for image
118 ¥; = [0, yiﬂT € R2, we write y; = ;1 for brevity, with a mild abuse of notation. We also
assume there is no label imbalance, i.e., Pr(y; = 0) = Pr(y; = 1) = 1.

Image latent representation Motivated by [39], we assume that each image can be mapped to a

disentangled latent representation v; = [v{!S; viT; v$hift; p1oise] € R, composed of four components:

1. Class-relevant feature v
label, v" = p for y; = 1 and v

€ Ré%s: Semantic feature that are directly predictive of the class

¢ = —p fory; = 0.

2. Class-irrelevant feature v € R%w: Features that are unrelated to the classification task,
such as background information. It is preserved during pretraining due to CLIP’s general rep-
resentation learning objective. We assume vi™ ~ Rademacher?, i.e., uniformly distributed

in {—1, 1},

3. Structured distribution shift v{Mit € Rt Features representing systematic distribution
changes in the target domain, such as weather conditions or digital transforms. We assume
v$hift = 5. §, where s indicates the severity of corruption or distribution shift.

4. Unstructured noise v;**°: Random noise introduced by the corruption process. We assume

v ~ 5. Rademacher®™=, i.e., uniformly distributed in {—1, 1} %o,

Notice that by controlling the ratio of s, ||t|2, ||0]
nents.

2, we can freely adjust the ratio for four compo-

LayerNorm and image embedding Following the structure of CLIP’s visual encoder, we assume
that the latent representation v; first passes through a LayerNorm layer [2] with linear transformation,
and then normalized to unit length. For analytical simplicity, we omit the demeaning step LayerNorm
and ignore the bias term in its parameters. This simplification is also known as RMSNorm [41].
Under this simplification, the image embedding can be expressed as

Var|v;]

z; = normalize (vi ® w) , (15)

where © represents element-wise multiplication of vectors, w = [w*!; w'™; w™MM; wis] € RY is
the LayerNorm weights, and normalize(-) denotes /5 normalization. For simplicity, we assume

w = 1 at initialization. w is updated during TTA. Since / Var[v;] is just a scalar, the equation above
can be further reduced to

v, ©Ow

z; = normalize (v; ® w) = Toiowls
i 2

(16)

Text embedding and prediction Let £y, t; denotes the text embedding for class 0 and 1, respec-
tively. The model prediction is given by

hen z tg > 2t
yi{O, when z,' tg > 2z t; (17)

1, when z:to < z:tl
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B.3 Change of variances under corruption

This section studies the behavior of various types of variance with increasing corruption severity s.
Theorem 3.1 (Variance collapse). When the sample size N — +o0,

VGT p H/'LH% VGT ﬂ> dirr + 82 . dm)ise (2)
M I3+ dire + 52 (18113 + 5 - dnoise” " (|5 A i+ 5% - 1015 + 57 - duoise”
where s denotes the corruption severity. As s increases, VoL strictly decreases. In addition, VST

nter
also decreases when ||6||2 > \/dnoise/dirr + || 12]|2-

Proof. We first compute the normalizing factor for each image:

o © w3 = 5" © w3 + ol © w3+ ol © w3 4 ol & w3
= |1 © w3 + w3 + 5" |6 © w4+ 57 - [lw" |3
= |||z + die + 52 - (||0]13 + duoise) (at initialization w = 1)

Notice that this normalizing factor is the same for each image, and is a function of w and severity s.
Let

Z(w,s) = \/Ilu © w3 + [w']|3 + 57 - (|6 © whE[F 4 52 - [Jwmie]|3

denote the normalizing factor. Under infinite sample size, the total mean z and class means 2, 21
can be expressed as:

1 N
z P shift
8 o Z(w, s) [ $:00w ]
1 )
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1 X -
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The GT-total variance:
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1 . . -
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1 2
Ve & B Z [E[z:|y: = c] — Ezill;

(at initialization w = 1)

c=1
1
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oW B+ W B+ 57 6 © w57 w3
13

= (at initialization w = 1)
[1ll3 + dir + 52 - ([I6]13 + dnoise)

And the GT-intra variance:
Vig;ll:a Vtolal Vi(n}g‘:r
», w3+ 52 -
12 © W + w3 + 57 18 0w [ + 57 - ™[}
_ dir + 52 noise
[l + diee + 52 - (/16113 + dnoise)

noise || %

(at initialization w = 1)

O
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B.4 Adaptation

In this section, we derive how maximizing the pseudo-label inter-class (PL-inter) variance influences
the learned representation, when only the LayerNorm parameters are updated during test-time
adaptation.

Lemma B.2. When the sample size N — +00,

1 1 1 N
Vtﬁ%er £ 2 (( ~ + _]Ezj)2> ! ||COV(Zz7y'L)||§
%

Eg)? (1
Proof.
. Elg; - zi)  Eg; - Ez; + Cov(zi, 9;) Cov(zi, i)
Elz;|y; = 1] = — = - =Ez; + ——————
Lzl ] Eg; Eg; z Eg;
N COV Zi;gi
mm%—m—E%—lgm?
2
1 1 1 1
PL P, 2 RPN
Vinter — 5 ; IE[2:]9: = c] —Ez; = by ((E@Z)Q + (1- Ez)i)Q) -[[Cov(zi, 9:)l5

O

Remark B.3.
COV(Zi, ?jz) ~ COV(Zi, Z;r(tl — to)) = Zzi (tl — to)
where X, is the covariance matrix of z; and 2y, t; are the text embedding of class O and 1. This

implies that maximizing PL-inter will enhance those features that (1) have high variance, and (2) are
more relevant to the classification task described by the text embedding.

Theorem 3.2 (Maximization of PL-inter variance). When the sample size N — oo,
YPL Py C(Eg;) 4023/ Jpoe wClsH% + |loinr © w”’ll% + |G noise © wmmH%
T2 Tuowt o w R + s 80 wiE+ 57 - w3

3

where C(E@l) = (]Eyl )? + W’ Ogy = Cov(ybvyz)r Oirr = Cov(virr’gi)’ and O noise —

2
notse - 2 > ”O'IrrHQ > llonoise|l 2
Cov(v 9i). Furthermore, when o3, > 72t and O'yy > qies 2, we have

(4U@ydirr - ||0'irr|| ) + 40 52“6“2 (40§ydnoise - ||O'noiseH%) )

Vs VIE = C(Eg;) - 2>0
wViner = O(Ei) TAIZ + dor + 3 - ([OTE F duone)? w0,
“)

PL ~ VtZtLer 2 2
V wiit Vior = —C(Eg;) - -6 <0. &)

HN”% + dipr + 52 - (||5||§ + dhoise)

Proof. Similar to the procedure of deriving GT-inter, we start by computing the total mean z and
pseudo-class means 2z, 27.

_p 1 Shift
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where Z(w, s) = /||t © w2 + [[wi™]|3 + 52 - [[§ © whilt||Z 4 s2 . [[wmoi|2 is the normalizing
factor we defined in the proof of Theorem [3.1] For four components of the feature:
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And similarly,
E[(1- ) - v © w)
E[(1 - ) - 0" © w'"

]
]

E[(1—g)- (2y¢ — 1) 1w = —2Cov (i, ) - b © W
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Therefore, we have
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As a simple correctness check, when the pseudo-label j; = v;, Vi, substituting Efj; = Ey; = %
o4y = Var(y;) =
Theorem [3.11
Finally, we compute the gradients w.r.t. four components of w at initialization. Note that although the
pseudo-labels ¢; depend on the model parameters, this dependence involves an arg max operation

and is thus non-differentiable. Therefore, during optimization, we treat the pseudo-labels as fixed
constants and do not backpropagate through them. Let C(Eg;) = ﬁ + m,

2°

oy = 0, and oo = 0 recovers the result of GT-inter variance VST in

1
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o .y _ CER) (doj, lw™]3 = lloie © w™3) + (407,5°[10 © w™3) + (407, [lw™*[|3 — [lonsise © w™|3)
wels — . .

nter 2 Z(w7 S)
2/1'2 ®,wcls
(102 i — |10 3) + 102,52 613 + (102 o — |oel3)
(le2ll3 + dise + % - (18113 + dnoise))?
C(Eg;) ) 405@/ e © w3 + [loie © w13 + [|onoise © w3
2 Z(w, s)*
VPL

—C EAi ) inter 5 82 A 52
Ee) T T o 52 - (1OTZ T o)

2

= C(]Eﬁz) :

vwshiﬁvil;];er = . 82 . 252 ® wshlft

27



C Experiments

C.1 Effect of corruptions
C.1.1 CIFAR-10-C
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Figure 8: Effect of different levels of corruptions on ViT-B/32 on CIFAR-10-C.
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Figure 9: Correlation of GT-inter variance and classification accuracy of ViT-B/32 on CIFAR-10-C.

Table 4: Pearson correlation coefficients between accuracy and variances on ViT-B/32 on CIFAR-10-
C.

GT GT GT
Vlolal Vinlra Vimer

Accuracy 09104 0.8286 0.9483
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C.1.2 CIFAR-100-C
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Figure 10: Effect of different levels of corruptions on ViT-B/16 on CIFAR-100-C.
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Figure 11: Correlation of GT-inter variance and classification accuracy of ViT-B/16 on CIFAR-100-C.

Table 5: Pearson correlation coefficients between accuracy and variances on ViT-B/16 on CIFAR-

100-C.

GT
Vlolal

GT GT
Vinlra Vimer

Accuracy 0.9364

0.8560 0.9752
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C.1.3 ImageNet-C
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Figure 12: Effect of different levels of corruptions on ViT-L/14 on ImageNet-C.
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Figure 13: Correlation of GT-inter variance and classification accuracy of ViT-L/14 on ImageNet-C.

Table 6: Pearson correlation coefficients between accuracy and variances on ViT-L/14 on ImageNet-

C.

GT
Vlolal

VGT

intra

GT
Vinter

Accuracy  0.8937

0.7753

0.9332
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C.2 Experiment details
C.2.1 Baselines

For all methods, expect from TPT [35]] and CLIPArTT [15] which modifies the prompts, we use the 7
template in [44]:

* “itap of a {class}”

* “a bad photo of the {class}”

* “a origami {class}”

* “a photo of the large {class}”

* “a {class} in a video game”

* “art of the {class}”

* “a photo of the small {class}”

The text embedding for each class y is computed by

k
t, = normalize <Z ty)m> , where t,, ,, = normalize(text_encoder({template,, classname, }))

r=1

The following is our detailed handling method for other baselines and the usage of hyperparameters.
The above hyperparameters are derived from those used in experiments reported in previous papers.

* For all augmentation-based baselines (TPT [35]], TPS [36], Zero [[11], VTE [8]]), we use
AugMix to augment each test image 63 times to obtain a batch of 64 images, which includes
the original image. We select 10% of samples in the batch with lowest entropy to aggregate.

* In TPT [35], the number of prompt tokens is 4, the prompt is initialized with “a photo of a”,
and class-specific contexts are disabled. We use the AdamW optimizer and adopt a learning
rate of 0.005, consistent with the setting used for ImageNet in the original papers.

» In TDA [19], positive cache is enabled with a shot capacity of 3, an adaptation strength («)
of 2.0, and a sharpness ratio (3) of 5.0. The negative cache is enabled with a shot capacity of
2, an adaptation strength (a) of 0.117, and a sharpness ratio () of 1.0, an entropy threshold
between 0.2 and 0.5, and a mask threshold between 0.03 and 1.0.

* In DMN-ZS [45], the positive cache is enabled with a shot capacity of 50, an adaptation
strength («) of 0.3, and a sharpness ratio (3) of 5.5.

 In TPS [36]], we also use the AdamW optimizer and adopt a learning rate of 0.005, consistent
with the setting used for ImageNet in the original papers.

* In WATT-S [28], the learning rate is 0.001, the weight averaging is performed in a sequential
manner, with 2 iterations per template and 5 total rounds of averaging.

o In CLIPACTT [15], the learning rate is 0.001, the adaptation process runs for 10 steps, and
the top 3 predicted classes are used to construct the pseudo-label prompt.

C.2.2 Compute resources

All of our experiments are conducted on single NVIDIA Tesla V100 with 32GB memory, except for
experiments on large batch size are conducted on single NVIDIA Tesla A100 with 80GB memory.

C.2.3 Licenses

The corruption benchmark is licensed under the Apache-2.0 License, as indicated at https://
github.com/hendrycks/robustness. CLIP is licensed under the MIT License, as stated at
https://github.com/openai/CLIP,
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C.3 Full results for RQ1

Table 7: Accuracy (mean (s.d.) %) on corruption benchmarks with different batch sizes.

ViT-B/32 on CIFAR-10-C

Batch Size Noise Blur ‘Weather Digital A
Gauss. Shot Impul. Defoc. Glass Motion Zoom  Snow Frost Fog Brit. Contr.  Elastic  Pixel JPEG Ve
1 57905 61304 52303 76202 60.002 76901 79202 79.101n 78903 75202 86401 76.601 70302 63408 63303 70.50.1)
2 58005 61303 52304 76203 60.002 76901 79302 79.101n 78903 75202 86401 76.60.1 70302 63408 63202 70501
5 60.60.1) 62902 53303 76202 60802 77.002 79202 79.10n 78903 75.102 86401 76801 70403 64.605 63201 71.000

10 59.804) 62.803 54003 76003 61303 77.102 79.103 79.002 78803 75.10n 86402 76801 70302 65705 63201 71.001)
50 59.005 62404 54203 75802 61803 77.102 78902 79001 78902 75201 86301 76901 70.103 66.603 63402 71.00.1
100 58807 62004 54203 75603 62404 77002 78703 78901 78703 75.102 86401 T7.10n 69.702 67202 63402 71.00.1
200 58000 61305 54705 75002 62206 77.002 78403 78502 78.603 74901 86201 77.001H 68003 67.005 62.002 70.60.1

ViT-B/16 on CIFAR-100-C

Batch Size Noise Blur Weather Digital A
Vg,
Gauss. Shot Impul. Defoc. Glass Motion Zoom  Snow Frost Fog Brit. Contr.  Elastic  Pixel JPEG &
1 23904 26.104 37202 50501 27.002 49.603 55302 53.002 51602 50.102 65501 46.603 36702 34405 38706 43.10.1)
2 23904 26204 37202 50501 27.002 49.703 55302 53.002 51601 50.102 65502 46.703 36702 34505 38706 43.10.1)
5 24803 27.1w06 37502 50.601) 27.102 49.703 55401 53.002 51.702 50302 65502 47.003 36.702 34406 38705 43.30.1

10 26407 28908 38.002 50.601 27.102 49.702 55401 53.002 51.702 50401 65501 47503 36802 34406 38706 43.6(00.1)
20 29405 30.807 38.602 50.702 27.102 49902 55501 53.002 51.801 50.602 65601 48.102 36.802 34407 38705 44.101)
50 31403 33.005 39403 50901 26802 50.003 55502 53.102 51901 50801 65802 49.201) 36902 34.601.0 38305 44501
100 31.102 33404 40003 51.002 27.103 50.103 55501 53.102 51901 51.001 65801 49.502 36.702 34.609 37404 44501
200 30.804) 33.505 40202 51202 27505 50302 55602 53302 52002 51201 65903 49.602 36801 34907 36803 44.60.1)

ViT-L/14 on ImageNet-C

Batch Size Noise Blur Weather Digital A
\J: 5
Gauss. Shot Impul. Defoc. Glass Motion Zoom  Snow Frost Fog Brit. Contr.  Elastic  Pixel JPEG &
1 31.60s5 33201 36302 41.002 37.603 46504 41304 54001 43401 57403 67701 45703 41501 55705 54802 45801
2 31904 33.003 37202 40.102 37.602 46.703 42.104 54503 43802 57.702 67.701 47705 41503 57.103 55.101nH 46200
5 32404 33403 37103 39704 37603 46705 43403 55604 44404 57702 67801 49407 42004 57802 55301 46.70.1

10 32,603 33.602 36801 39.704 37.605 46804 44104 55302 45207 57502 67.701 49408 42803 58301 55203 46.80.1
20 33.003 34303 37302 39.604 37204 46.603 45105 55201 46.607 57501 67.702 48908 43904 58202 54607 47.002
50 33204 35102 37.605 38803 36904 47.102 45406 55003 48307 57502 67402 47001 45.10n 57903 54806 47.10.1
100 33805 34903 37.602 38.604 37205 47405 45704 55003 48902 57504 67202 44204 46003 57402 54004 47.002)
200 33902 34705 37701 38701 37205 47204 45305 54703 49.102 57503 67302 42.009 46305 57.003 53807 46.80.1)

C.4 Full results for RQ2
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Figure 14: Variance collapse mitigation on CIFAR-10-C.
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Figure 15: Variance collapse mitigation on CIFAR-1
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Figure 16: Variance collapse mitigation on ImageNet-C.
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C.5 Ablation on layers to adapt

Mint adapts all LayerNorm layers in the vision encoder. Alternative choices include updating only
the last block, the last MLP layer, or the first patching layer. Our comparison shows that updating
all LayerNorm layers yields the best performance. For further discussions on which layers are most
effective to adapt, we refer readers to related studies [23] 4]).

Table 8: Comparison of different parts of the image encoder to update at test-time on CIFAR-10-C
with ViT-B/32.

Layers to adapt Accuracy (%)
Last block 63.4
Last MLP 62.9
Patching layer 63.6
All LayerNorm (Mint) 71.0

C.6 Hyperparameter sensitivity

In this subsection, we provide the results of hyperparameter sensitivity experiments on CIFAR-10-C
and CIFAR-100-C.
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Figure 17: Hyperparameter sensitivity on CIFAR-10-C.
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Figure 18: Hyperparameter sensitivity on CIFAR-100-C.
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C.7 Experiments on clean datasets

In this subsection, we offer the comparison between Mint and currently outstanding baselines,
CLIPACTT [15], WATT-S [28]], TDA [19], DMN-ZS [45]], Tent [38], and ETA [26]], on clean
(non-corruption) datasets with ViT-B/32 on CIFAR-10, ViT-B/16 on CIFAR-100, and ViT-L/14
on ImageNet.

Table 9: Accuracy (%) on clean datasets.

Method ViT-B/32 on CIFAR-10  ViT-B/16 on CIFAR-100  ViT-L/14 on ImageNet

CLIP 88.3 68.4 73.0
CLIPAITT 89.1 70.2 72.1
WATT-S 89.8 72.3 74.5
TDA 89.6 70.1 73.4
DMN-ZS 90.2 69.4 73.1
Tent 91.1 72.2 73.4
ETA 914 73.0 73.6
Mint 91.6 74.1 75.6

C.8 Experiments on ImageNet variants

In this subsection, we provide the comparison between Mint and currently outstanding baselines,
CLIPACTT [15], WATT-S [28]], TDA [19], DMN-ZS [45]], Tent [38]], and ETA [26] in ImageNet
variants (-A, -V2, -R, -Sketch) datasets with ViT-B/16.

Table 10: Accuracy (%) on ImageNet variants with ViT-B/16.

Method ImageNet-A  ImageNet-V2  ImageNet-R  ImageNet-Sketch

CLIP 49.2 60.4 72.7 44.9
CLIPAITT 49.6 60.5 72.8 45.0
WATT-S 51.7 61.2 75.7 47.0
TDA 51.0 61.2 73.9 46.4
DMN-ZS 49.7 60.5 73.0 45.4
Tent 51.9 61.0 71.0 454
ETA 52.0 61.0 774 46.8
Mint 54.7 62.6 78.1 484

C.9 Mixture corruption datasets

In this subsection, we compare between Mint and currently outstanding baselines, CLIPArTT [15],
WATT-S [28]], TDA [19], and DMN-ZS [45]], on mixture of 15 types of corruption datasets on
CIFAR-10-C with ViT-B/32, CIFAR-100-C with ViT-B/16, and ImageNet-C with ViT-L/14. While
the results in the main text are obtained by testing on each corruption type separately, here we first
mix the data from all 15 corruptions together and then perform evaluation on this mixed-domain
setting, following the setup in [27].

Table 11: Accuracy on Mixture of 15 Types of Corruptions.

Method CIFAR-10-C  CIFAR-100-C  ImageNet-C

CLIP 59.0 35.8 39.6
TDA 62.1 383 423
DMN-ZS 60.2 36.0 39.9
WATT-S 63.6 39.0 43.9
CLIPACTT 56.9 38.7 40.5
Mint 65.9 39.8 45.2
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