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Abstract

Graph Contrastive Learning (GCL) has emerged to learn generalizable representa-
tions from contrastive views. However, it is still in its infancy with two concerns:
1) changing the graph structure through data augmentation to generate contrastive
views may mislead the message passing scheme, as such graph changing action de-
prives the intrinsic graph structural information, especially the directional structure
in directed graphs; 2) since GCL usually uses predefined contrastive views with
hand-picking parameters, it does not take full advantage of the contrastive informa-
tion provided by data augmentation, resulting in incomplete structure information
for models learning. In this paper, we design a directed graph data augmentation
method called Laplacian perturbation and theoretically analyze how it provides
contrastive information without changing the directed graph structure. Moreover,
we present a directed graph contrastive learning framework, which dynamically
learns from all possible contrastive views generated by Laplacian perturbation.
Then we train it using multi-task curriculum learning to progressively learn from
multiple easy-to-difficult contrastive views. We empirically show that our model
can retain more structural features of directed graphs than other GCL models
because of its ability to provide complete contrastive information. Experiments on
various benchmarks reveal our dominance over the state-of-the-art approaches.

1 Introduction

There is a growing interest in learning from directed graphs using Graph Neural Networks (GNNs)
[17, 12, 18, 50] to tackle practical problems, such as time-series problems [1, 4, 49], fine-grained
traffic prediction [29, 21] and recommendation system [35, 7, 40]. Current GNNs designed for
learning from directed graphs [23, 43, 44] are trained end-to-end under supervision. This training
scheme shows excellent performance by virtue of enough labeled data. Correspondingly, to make use
of rich unlabeled data, several Graph Contrastive Learning (GCL) [39, 63, 69, 34, 13, 67] works are
proposed based on GNNs and Contrastive Learning (CL) [5, 45, 14]. They utilize data augmentation
methods to generate contrastive views from the original graphs, then force views generated from the
same instance (node or graph) closer while views from different instances apart using InfoNCE-like
[28] objective function. However, current GCL methods encounter some issues in processing directed
graphs, mainly in data augmentation method and contrastive learning framework.

Firstly, most data augmentation methods used in GCL [63, 69, 68] do not take the directed graph
structure into account and may discard distinctive direction information. For example, the idea of
dropping nodes/edges [68, 63, 52] is borrowed from random erasing used in images [66] , which
overlooks the discrepancy of nodes and edges in different graph structures. Moreover, by grasping
contrastive information through changing graph structure, part of the distinctive direction information,
e.g., irreversible time-series relationships, will inevitably be lost. The message passing scheme will
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also be mislead, making it difficult for GNN-based encoders to learn from directed graphs. There is
a lack of data augmentation methods that are specifically designed for directed graphs to retain the
original directed graph structure while providing enough contrastive information.

Besides, common contrastive learning frameworks are not optimized for directed graphs, they can
only learn from a limited number of contrastive views [63, 69, 13]. However, due to the complex
structure of directed graphs, it is insufficient to use a small number of contrastive views to fully
understand their structural characteristics [43]. Furthermore, since the contrastive views have to be
determined before training, it becomes another problem to select the ideal views for the downstream
task during pre-processing, about which we actually have no knowledge in advance [42, 59]. Hand-
picking contrastive views also cause a decrease in generalization. Several works [41, 61] try to
obtain more information by increasing the number of contrastive views. However, they still have to
pre-define the views and trade off between the number of views and the training difficulty.

To address these two issues, we first propose a directed graph data augmentation method called
Laplacian perturbation. Since the contrastive views are passed to the encoder in the form of
Laplacian matrix, a desirable data augmentation method is to perturb the Laplacian matrix without
changing the directed graph structure. To achieve this, we adopt the approximate directed graph
Laplacian [43] where a teleport probability is introduced to control the degree of approximation.
Thus, by adding a perturbation term to this probability, we can simply augment the Laplacian matrix
without altering the directed graph structure. As it is time-consuming to calculate the Laplacian
matrix, we then speed it up using the power method [24]. In addition, from the theoretical analysis,
we find that the Laplacian perturbation is essentially a perturbation to the directed graph entropy.
The perturbation term essentially determines the magnitude of the entropy perturbation error, which
affects the magnitude of the contrastive information.

To learn the complete structural characteristics of directed graphs, we design a directed graph
contrastive learning framework to learn from contrastive views generated by Laplacian perturba-
tion. First, we introduce a generalized dynamic-view contrastive objective which maximizes the
sum of the mutual information between the representations of all contrastive views. This objective
allows the contrastive views to change dynamically during training and motivates the encoder to
learn a generalized representation from all views provided by data augmentation. However, this
dynamic-view objective function is hard to optimize. Thus, we leverage the multi-task curriculum
learning strategy [33, 36, 10, 26] to divide multiple contrastive views into sub-tasks with various
difficulties and progressively learn from easy-to-difficult sub-tasks. In this way, we can learn all views
step-by-step to reach the final objective. Moreover, learning from all contrastive views eliminates the
need to adjust the data augmentation parameters anymore.

We empirically show that our Directed Graph Contrastive Learning (DiGCL) outperforms the
competitive baselines in the settings of unsupervised and supervised learning. Systematic analysis is
also carried out to analyze the performance of various augmentations on the mainstream benchmarks
and the impact of different pacing functions on the performance of directed graph contrastive learning.

2 Directed Graph Data Augmentation

In this section, we first design a directed graph data augmentation scheme named Laplacian perturba-
tion. As it is time-consuming to calculate the Laplacian matrix, we then speed it up using the power
method [24]. Finally, we analyze the proposed data augmentation scheme theoretically.

2.1 Directed Graph Laplacian and its Approximation

Formally, let a directed graph G = (V,E), its adjacency matrix can be denoted as A = {0,1}n×n,
where n = ∣V ∣. The nodes are described by the feature matrix X ∈ Rn×c, with the number of features
c per node. Intuitively, the data augmentation can be performed at the topological- and feature-level,
operating on A and X, respectively [63, 69]. The distinctive attribute of directed graphs is the
directionality of the edges, which leads us to focus on topological node-level data augmentation.

The augmented directed graph is fed to the GNN-based encoder in the form of Laplacian matrix to
learn the representation. Since G may contain isolated nodes or could be formed into bipartite graph,
it is not appropriate to trivially use directed graph Laplacian [6]. To relax this constraint, we use its
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approximate form: the approximate directed graph Laplacian matrix [43], which is defined as
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1

2
(Π

1
2
apprP̃Π

− 1
2

appr +Π
− 1

2
apprP̃

TΠ
1
2
appr) , (1)

where Πappr =
1

∣∣πappr∣∣1
Diag(πappr). The approximate eigenvector πappr is defined as

(1 − α)πapprP̃ +
1

n

α

1 + α
11×n
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where P̃ = D̃−1Ã, Ã = A+In×n denotes the transition matrix with added self-loops and the diagonal
degree matrix D̃(u,u) = ∑v∈V Ã(u, v). Tong et al. [43] add self-loops to the original directed graph
to ensure G to be aperiodic and redefine the transition matrix based on personalized PageRank with
the teleport probability α ∈ (0,1) to guarantee the redefined matrix to be irreducible. Note that we
follow the [43] and set α = 0.1 in this paper.

According to Eq. (1), existing data augmentation methods [63, 69], e.g., node/edge dropping, sub-
graph sampling, need to obtain the contrastive information by changing P̃. Their use of sampling-
based methods inevitably corrupts the directed graph structure and thus misleads the message passing
in the GNN-based encoder. A desirable data augmentation method on Lappr is to perturb πappr

reasonably without altering the directed graph structure P̃1.

2.2 Directed Draph Data Augmentation with Laplacian Perturbation

From Eq. (2), it is easy to find that the eigenvector πappr depends on the P̃ and α. In other words, we
can shift the teleport probability α without changing the directed graph structure P̃, thus altering the
eigenvector πappr and finally perturbing the Laplacian matrix Lappr.

DEFINITION 1 Laplacian perturbation. Given a directed graph G = (V,E) and the teleport proba-
bility α, we define the Laplacian perturbation opertation Φ(⋅) on the Lappr(P̃, α) as

Φ∆α(G, α) = Lappr(G, α +∆α), (3)

where ∆α is a perturbation term that satisfies ∆α ⩾ 0 and α +∆α ∈ (0,1).

Through this operation, the directed graph structure and the sparsity of the Laplacian matrix are
maintained, which means there is no training burden to the subsequent GNN-based encoder. However,
using this operation for data augmentation is very time-consuming, since the time complexity of
computing Eq. (2) is O (n2). To deal with it, we design an accelerating algorithm for computing this
approximate eigenvector based on the power method [24].

We take advantage of the sparsity of the transition matrix P̃ to compute the approximate eigenvector
πappr and rewrite Eq. (2) to the form of discrete-time Markiv chain at time t as

πt+1
appr = (1 − α)πtapprP̃ +

1

n

α

1 + α
11×n. (4)

As stated in Tong et al. [43], πtappr has a special property that πtappr1
n×1 = 1

1+α . We then multiply
the last term of Eq. (4) with (1 + α)πtappr1

n×1 to
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α

n
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n×n. (5)

We can solve Eq. (5) iteratively using the power method [24]. Therefore, the complexity decreases to
O (nk), where k is the number of iteration times. Due to page limit, we do not discuss the number
of iterations and convergence rate here. Please refer to [22] for more details. We take k = 100 and
the tolerance as 1e−6 throughout. It can be seen easily that for large-scale graphs, our method can
significantly improve the speed and makes it possible to do Laplacian perturbation during the training,
which is the basis for the framework proposed in Section 3. In addition, we compare the running time
of our fast Laplacian perturbation with different data augmentation methods in Section 5.2.

1Note that adding self-loops to transform P into P̃ is a common trick [17, 56], and we ignore the effect of
this operation on the directed graph structure.
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<latexit sha1_base64="/HE1yW2R7fMBm6iT3SMSxl0WAKY=">AAACA3icbVC7SgNBFJ2NrxhfUUubwSBYhV1RtAzaWEYwD8gu4e7sbDJkdnaYmRXCktJfsNXeTmz9EFu/xEmyhUk8cOFwzr2cywklZ9q47rdTWlvf2Nwqb1d2dvf2D6qHR22dZorQFkl5qrohaMqZoC3DDKddqSgkIaedcHQ39TtPVGmWikczljRIYCBYzAgYK/m+YTyiPnA5hH615tbdGfAq8QpSQwWa/eqPH6UkS6gwhIPWPc+VJshBGUY4nVT8TFMJZAQD2rNUQEJ1kM9+nuAzq0Q4TpUdYfBM/XuRQ6L1OAntZgJmqJe9qfif18tMfBPkTMjMUEHmQXHGsUnxtAAcMUWJ4WNLgChmf8VkCAqIsTUtpITJpGJL8ZYrWCXti7p3VXcfLmuN26KeMjpBp+gceegaNdA9aqIWIkiiF/SK3pxn5935cD7nqyWnuDlGC3C+fgGiq5hs</latexit>
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<latexit sha1_base64="/HE1yW2R7fMBm6iT3SMSxl0WAKY=">AAACA3icbVC7SgNBFJ2NrxhfUUubwSBYhV1RtAzaWEYwD8gu4e7sbDJkdnaYmRXCktJfsNXeTmz9EFu/xEmyhUk8cOFwzr2cywklZ9q47rdTWlvf2Nwqb1d2dvf2D6qHR22dZorQFkl5qrohaMqZoC3DDKddqSgkIaedcHQ39TtPVGmWikczljRIYCBYzAgYK/m+YTyiPnA5hH615tbdGfAq8QpSQwWa/eqPH6UkS6gwhIPWPc+VJshBGUY4nVT8TFMJZAQD2rNUQEJ1kM9+nuAzq0Q4TpUdYfBM/XuRQ6L1OAntZgJmqJe9qfif18tMfBPkTMjMUEHmQXHGsUnxtAAcMUWJ4WNLgChmf8VkCAqIsTUtpITJpGJL8ZYrWCXti7p3VXcfLmuN26KeMjpBp+gceegaNdA9aqIWIkiiF/SK3pxn5935cD7nqyWnuDlGC3C+fgGiq5hs</latexit>

↵̃

<latexit sha1_base64="/HE1yW2R7fMBm6iT3SMSxl0WAKY=">AAACA3icbVC7SgNBFJ2NrxhfUUubwSBYhV1RtAzaWEYwD8gu4e7sbDJkdnaYmRXCktJfsNXeTmz9EFu/xEmyhUk8cOFwzr2cywklZ9q47rdTWlvf2Nwqb1d2dvf2D6qHR22dZorQFkl5qrohaMqZoC3DDKddqSgkIaedcHQ39TtPVGmWikczljRIYCBYzAgYK/m+YTyiPnA5hH615tbdGfAq8QpSQwWa/eqPH6UkS6gwhIPWPc+VJshBGUY4nVT8TFMJZAQD2rNUQEJ1kM9+nuAzq0Q4TpUdYfBM/XuRQ6L1OAntZgJmqJe9qfif18tMfBPkTMjMUEHmQXHGsUnxtAAcMUWJ4WNLgChmf8VkCAqIsTUtpITJpGJL8ZYrWCXti7p3VXcfLmuN26KeMjpBp+gceegaNdA9aqIWIkiiF/SK3pxn5935cD7nqyWnuDlGC3C+fgGiq5hs</latexit>

↵̃
<latexit sha1_base64="/HE1yW2R7fMBm6iT3SMSxl0WAKY=">AAACA3icbVC7SgNBFJ2NrxhfUUubwSBYhV1RtAzaWEYwD8gu4e7sbDJkdnaYmRXCktJfsNXeTmz9EFu/xEmyhUk8cOFwzr2cywklZ9q47rdTWlvf2Nwqb1d2dvf2D6qHR22dZorQFkl5qrohaMqZoC3DDKddqSgkIaedcHQ39TtPVGmWikczljRIYCBYzAgYK/m+YTyiPnA5hH615tbdGfAq8QpSQwWa/eqPH6UkS6gwhIPWPc+VJshBGUY4nVT8TFMJZAQD2rNUQEJ1kM9+nuAzq0Q4TpUdYfBM/XuRQ6L1OAntZgJmqJe9qfif18tMfBPkTMjMUEHmQXHGsUnxtAAcMUWJ4WNLgChmf8VkCAqIsTUtpITJpGJL8ZYrWCXti7p3VXcfLmuN26KeMjpBp+gceegaNdA9aqIWIkiiF/SK3pxn5935cD7nqyWnuDlGC3C+fgGiq5hs</latexit>

↵̃Add teleport 
probability              

Laplacian Perturbation
<latexit sha1_base64="6t7gXyqsOgC49LjEvZyR36jbv4U=">AAACHXicbZDLSgMxFIYz3q23qks3wSoIQpkRRTeCqAuXFewFOqWcSU/b0MyF5IxQSl/Al/AV3OrenbgVtz6JaTsLq/4Q+PKfczjJHyRKGnLdT2dmdm5+YXFpObeyura+kd/cqpg41QLLIlaxrgVgUMkIyyRJYS3RCGGgsBr0rkb16j1qI+PojvoJNkLoRLItBZC1mvk9n6RqIfdBJV3g5xkc+teoCLJbM19wi+5Y/C94GRRYplIz/+W3YpGGGJFQYEzdcxNqDECTFAqHOT81mIDoQQfrFiMI0TQG498M+b51Wrwda3si4mP358QAQmP6YWA7Q6Cu+V0bmf/V6im1zxoDGSUpYSQmi9qp4hTzUTS8JTUKUn0LILS0b+WiCxoE2QCntgThMGdD8X5H8BcqR0XvpOjeHhcuLrN4ltgO22UHzGOn7ILdsBIrM8Ee2BN7Zi/Oo/PqvDnvk9YZJ5vZZlNyPr4B6R2hfw==</latexit>

↵̃ = ↵ + �↵

<latexit sha1_base64="DA//PZoe4feV3DX1BGs35/lTdD0=">AAACJXicbVDLSgNBEJz1GeMr6tHLYhAiSNgVRY9BD3rwEME8IBtC72TWDM7uDjO9Ylj2J/wJf8Gr3r2J4EnwS5w8DiaxoKGo6qa7y5eCa3ScL2tufmFxaTm3kl9dW9/YLGxt13WcKMpqNBaxavqgmeARqyFHwZpSMQh9wRr+/cXAbzwwpXkc3WJfsnYIdxEPOAU0Uqdw6IWAPT9Ir7NO6iF7xBSkVFlWGhoURHqZHXogZA8OOoWiU3aGsGeJOyZFMka1U/jxujFNQhYhFaB1y3UktlNQyKlgWd5LNJNA7+GOtQyNIGS6nQ6/yux9o3TtIFamIrSH6t+JFEKt+6FvOgen6mlvIP7ntRIMztopj2SCLKKjRUEibIztQUR2lytGUfQNAaq4udWmPVBA0QQ5scUPs7wJxZ2OYJbUj8ruSdm5OS5Wzsfx5Mgu2SMl4pJTUiFXpEpqhJIn8kJeyZv1bL1bH9bnqHXOGs/skAlY379D+6aW</latexit>

Lappr(G,↵)
<latexit sha1_base64="h2jtSpc8/RtL5Z981KpaJ4MMAZM=">AAACK3icbVDLSgNBEJz1bXxFPXpZDIKChN2g6FH0oAcPEYwK2RB6J71mcHZ3mOkVw7L/4U/4C1717knxJPgfTh4HXwUNRVU33V2hksKQ5706Y+MTk1PTM7OlufmFxaXy8sqFSTPNscFTmeqrEAxKkWCDBEm8UhohDiVehjdHff/yFrURaXJOPYWtGK4TEQkOZKV2uRbEQN0wyk+Ldh4Q3lEOSumi2BwYHGR+XGwHJGQHA5CqC1vtcsWregO4f4k/IhU2Qr1d/gg6Kc9iTIhLMKbpe4paOWgSXGJRCjKDCvgNXGPT0gRiNK188Fvhblil40aptpWQO1C/T+QQG9OLQ9vZP9j89vrif14zo2i/lYtEZYQJHy6KMulS6vaDcjtCIyfZswS4FvZWl3dBAycb548tYVyUbCj+7wj+kota1d+temc7lYPDUTwzbI2ts03msz12wE5YnTUYZ/fskT2xZ+fBeXHenPdh65gzmlllP+B8fgFre6lA</latexit>

Lappr(G, ↵̃)

Approximate directed 
graph Laplacian

Original
<latexit sha1_base64="/Q1+FwUDa+aFFn0aFl/qjLQvu+k=">AAACAnicbVC7SgNBFL0bXzG+opY2i0GwCruiaBm00DKCiYHNEmYns8mQeSwzs0JY0vkLttrbia0/YuuXOJtsYRIPDBzOuZd75kQJo9p43rdTWlldW98ob1a2tnd296r7B20tU4VJC0smVSdCmjAqSMtQw0gnUQTxiJHHaHST+49PRGkqxYMZJyTkaCBoTDEyVgq6HJkhRiy7nfSqNa/uTeEuE78gNSjQ7FV/un2JU06EwQxpHfheYsIMKUMxI5NKN9UkQXiEBiSwVCBOdJhNI0/cE6v03Vgq+4Rxp+rfjQxxrcc8spN5RL3o5eJ/XpCa+CrMqEhSQwSeHYpT5hrp5v93+1QRbNjYEoQVtVldPEQKYWNbmrsS8UnFluIvVrBM2md1/6Lu3Z/XGtdFPWU4gmM4BR8uoQF30IQWYJDwAq/w5jw7786H8zkbLTnFziHMwfn6Bel6mAc=</latexit>G

<latexit sha1_base64="Qfj3BmA2V2/eQdPgQZ2zUPV8ZKw=">AAAB/XicbVA9SwNBEJ3zM8avqKXNYhCswp0oWgZtLCOYD0iOMLfZS9bs3h27e0I4gn/BVns7sfW32PpL3CRXmMQHA4/3ZpiZFySCa+O6387K6tr6xmZhq7i9s7u3Xzo4bOg4VZTVaSxi1QpQM8EjVjfcCNZKFEMZCNYMhrcTv/nElOZx9GBGCfMl9iMecorGSo0OimSA3VLZrbhTkGXi5aQMOWrd0k+nF9NUsshQgVq3PTcxfobKcCrYuNhJNUuQDrHP2pZGKJn2s+m1Y3JqlR4JY2UrMmSq/p3IUGo9koHtlGgGetGbiP957dSE137GoyQ1LKKzRWEqiInJ5HXS44pRI0aWIFXc3kroABVSYwOa2xLIcdGG4i1GsEwa5xXvsuLeX5SrN3k8BTiGEzgDD66gCndQgzpQeIQXeIU359l5dz6cz1nripPPHMEcnK9f2g+Vwg==</latexit>↵

Figure 1: Illustration of Laplacian perturbation. ξ is the auxiliary node defined in [43] and the red
dotted lines represent adding the self-loops.

2.3 Justification of Laplacian Perturbation

Noticing the inherent connections between graph Laplacian and von Neumann entropy [62], we
can use the proprieties of von Neumann entropy to analyze the Laplacian perturbation operation
quantitatively. We start with defining the von Neumann entropy of directed graphs.

DEFINITION 2 Directed graph von Neumann entropy. Given a directed graph G = (V,E), its von
Neumann entropy [62] based on the Lappr is defined as

H̃VN(G, α) = 1 −
1

n
−

1

2n2

⎧⎪⎪
⎨
⎪⎪⎩

∑
(u,v)∈E

(
1

dout
u dout

v

+
πappr(u)

πappr(v)dout2
u

) − ∑
(u,v)∈Ẽ

1

dout
u dout

v

⎫⎪⎪
⎬
⎪⎪⎭

, (6)

where Ẽ = {(u, v) ∣ (u, v) ∈ E and (v, u) ∉ E}. din
u = ∑v∈V A(v, u) and dout

u = ∑v∈V A(u, v) are the
in- and out-degree of the node u.

Since the Laplacian perturbation does not involve the nodes/edges and only changes the teleport
probability connecting to the auxiliary node ξ as shown in Figure 1, the number of nodes n and the
degrees of nodes du (edge distribution) will not change. Conversely, the approximate eigenvector
πappr has been changed. According to Eq. 6, the essence of this operation is a perturbation to the
directed graph entropy. We further introduce the perturbation error to quantify this impact.

DEFINITION 3 Perturbation error. Given the perturbation term ∆α, we define the perturbation
error of directed graph von Neumann entropy caused by Laplacian perturbation as ∆H̃VN(α,α +

∆α) = H̃VN(G, α) − H̃VN(G, α +∆α).

THEOREM 1 Monotonicity of the perturbation error. The perturbation error ∆H̃VN increases
monotonically with the Laplacian perturbation term ∆α.

THEOREM 2 Bounds on the perturbation error. Given a directed graph G = (V,E) and the teleport
probability α, the inequality

0 < ∆H̃VN(α,α +∆α) <
1

2n2

⎧⎪⎪
⎨
⎪⎪⎩

∑
(u,v)∈E

(
1

dout2
u

−
παappr(u)

παappr(v)d
out2
u

)

⎫⎪⎪
⎬
⎪⎪⎭

(7)

holds. When the perturbation term ∆α = 0, ∆H̃VN = 0 and when ∆α → 1 − α, the perturbation
error ∆H̃VN towards the upper bound.

We show in THEOREM 1 that Laplacian perturbation can provide contrastive information in various
magnitude for the encoder to learn the representations by changing ∆α. Meanwhile, since it does not
need to alter the structure and the number of nodes n is generally high, the perturbation error will
be in a very small range as shown in THEOREM 2. This can help the encoder to focus more on the
directed graph structure rather than just learning from the errors. Proofs of THEOREM 1 and 2 are
attached in the Supplementary Material.

3 Directed Graph Contrastive Learning

In this section, we introduce a new directed graph contrastive learning framework (DiGCL) with
a more generalized objective, and then we present multi-task curriculum learning scheme to help
DiGCL progressively learn from multiple easy-to-difficult contrastive views. The model illustration
is in Figure 2 and the pseudo-code is given in the Supplementary Material.
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<latexit sha1_base64="aQJgf/40gaduJu0slBJFBg6oPxI=">AAAB8nicbVBNS8NAFHypX7V+VT16WSyCp5KIoseiHjxWsLaQhrLZbtulm03YfRFK6M/w4kERr/4ab/4bN20O2jqwMMy8x86bMJHCoOt+O6WV1bX1jfJmZWt7Z3evun/waOJUM95isYx1J6SGS6F4CwVK3kk0p1EoeTsc3+R++4lrI2L1gJOEBxEdKjEQjKKV/G5EccSozG6nvWrNrbszkGXiFaQGBZq96le3H7M04gqZpMb4nptgkFGNgkk+rXRTwxPKxnTIfUsVjbgJslnkKTmxSp8MYm2fQjJTf29kNDJmEoV2Mo9oFr1c/M/zUxxcBZlQSYpcsflHg1QSjEl+P+kLzRnKiSWUaWGzEjaimjK0LVVsCd7iycvk8azuXdTd+/Na47qoowxHcAyn4MElNOAOmtACBjE8wyu8Oei8OO/Ox3y05BQ7h/AHzucPdi+RXg==</latexit> D
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<latexit sha1_base64="tw+0S4S6G6RgWzd75cggQobaaUE=">AAAB8nicbVDLSsNAFL2pr1pfVZdugkVwVRJRdFl047KCfUAbymQ6aYdOZsLMjVBCP8ONC0Xc+jXu/BsnbRbaemDgcM69zLknTAQ36HnfTmltfWNzq7xd2dnd2z+oHh61jUo1ZS2qhNLdkBgmuGQt5ChYN9GMxKFgnXByl/udJ6YNV/IRpwkLYjKSPOKUoJV6/ZjgmBKRNWeDas2re3O4q8QvSA0KNAfVr/5Q0TRmEqkgxvR8L8EgIxo5FWxW6aeGJYROyIj1LJUkZibI5pFn7plVhm6ktH0S3bn6eyMjsTHTOLSTeUSz7OXif14vxegmyLhMUmSSLj6KUuGicvP73SHXjKKYWkKo5jarS8dEE4q2pYotwV8+eZW0L+r+Vd17uKw1bos6ynACp3AOPlxDA+6hCS2goOAZXuHNQefFeXc+FqMlp9g5hj9wPn8AiGuRag==</latexit>P

Input Views  Head
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��↵2

<latexit sha1_base64="EkjBW9wpiojq97fD/MwEReNqxRY=">AAACEHicbVDLSsNAFJ3UV62vqAsXbgaL4KokouhKCrpwWcE+oAnhZjpphk4mYWYilJCf8Bfc6t6duPUP3Polpm0WtvXAhcM593LvPX7CmdKW9W1UVlbX1jeqm7Wt7Z3dPXP/oKPiVBLaJjGPZc8HRTkTtK2Z5rSXSAqRz2nXH91O/O4TlYrF4lGPE+pGMBQsYAR0IXnmkdMKmZc5d5RrwA7wJAQvymueWbca1hR4mdglqaMSLc/8cQYxSSMqNOGgVN+2Eu1mIDUjnOY1J1U0ATKCIe0XVEBElZtNH8jxaaEMcBDLooTGU/XvRAaRUuPILzoj0KFa9Cbif14/1cG1mzGRpJoKMlsUpBzrGE/SwAMmKdF8XBAgkhW3YhKCBKKLzOa2+LNQ7MUIlknnvGFfNqyHi3rzpoynio7RCTpDNrpCTXSPWqiNCMrRC3pFb8az8W58GJ+z1opRzhyiORhfv7Q6nKk=</latexit>

��↵m

<latexit sha1_base64="oFftXNOmMJIqRKAq/tEwSMCsVzs=">AAACEHicbVDLSsNAFJ34rPUVdeHCzWARXJVEFF1JQRduhAr2AU0IN9NJO3QmCTMToYT8hL/gVvfuxK1/4NYvMU2zsK0HLhzOuZd77/FjzpS2rG9jaXlldW29slHd3Nre2TX39tsqSiShLRLxSHZ9UJSzkLY005x2Y0lB+Jx2/NHNxO88UalYFD7qcUxdAYOQBYyAziXPPHSaQ+alzi3lGrADPB6Cd59VPbNm1a0CeJHYJamhEk3P/HH6EUkEDTXhoFTPtmLtpiA1I5xmVSdRNAYyggHt5TQEQZWbFg9k+CRX+jiIZF6hxoX6dyIFodRY+HmnAD1U895E/M/rJTq4clMWxommIZkuChKOdYQnaeA+k5RoPs4JEMnyWzEZggSi88xmtviiCMWej2CRtM/q9kXdejivNa7LeCroCB2jU2SjS9RAd6iJWoigDL2gV/RmPBvvxofxOW1dMsqZAzQD4+sXgXqciQ==</latexit>

��↵M

<latexit sha1_base64="d6RyMCvjANd3zvo1WLmrr54fcM8=">AAACEXicbVDLSsNAFJ3UV62vqBvBzWARXJVEFF1JwY0LFxXsA5pQJtNJO3TyYOZGLCH+hL/gVvfuxK1f4NYvcdJmYVsPXDiccy/33uPFgiuwrG+jtLS8srpWXq9sbG5t75i7ey0VJZKyJo1EJDseUUzwkDWBg2CdWDISeIK1vdF17rcfmFQ8Cu9hHDM3IIOQ+5wS0FLPPHACAkPPT2+zXuoAe4SUxLHMsp5ZtWrWBHiR2AWpogKNnvnj9COaBCwEKohSXduKwU2JBE4FyypOolhM6IgMWFfTkARMuenkgwwfa6WP/UjqCgFP1L8TKQmUGgee7szvVfNeLv7ndRPwL92Uh3ECLKTTRX4iMEQ4jwP3uWQUxFgTQiXXt2I6JJJQ0KHNbPGCrKJDsecjWCSt05p9XrPuzqr1qyKeMjpER+gE2egC1dENaqAmougJvaBX9GY8G+/Gh/E5bS0Zxcw+moHx9Qu0fJ52</latexit>

Lappr

<latexit sha1_base64="d6RyMCvjANd3zvo1WLmrr54fcM8=">AAACEXicbVDLSsNAFJ3UV62vqBvBzWARXJVEFF1JwY0LFxXsA5pQJtNJO3TyYOZGLCH+hL/gVvfuxK1f4NYvcdJmYVsPXDiccy/33uPFgiuwrG+jtLS8srpWXq9sbG5t75i7ey0VJZKyJo1EJDseUUzwkDWBg2CdWDISeIK1vdF17rcfmFQ8Cu9hHDM3IIOQ+5wS0FLPPHACAkPPT2+zXuoAe4SUxLHMsp5ZtWrWBHiR2AWpogKNnvnj9COaBCwEKohSXduKwU2JBE4FyypOolhM6IgMWFfTkARMuenkgwwfa6WP/UjqCgFP1L8TKQmUGgee7szvVfNeLv7ndRPwL92Uh3ECLKTTRX4iMEQ4jwP3uWQUxFgTQiXXt2I6JJJQ0KHNbPGCrKJDsecjWCSt05p9XrPuzqr1qyKeMjpER+gE2egC1dENaqAmougJvaBX9GY8G+/Gh/E5bS0Zxcw+moHx9Qu0fJ52</latexit>

Lappr

<latexit sha1_base64="d6RyMCvjANd3zvo1WLmrr54fcM8=">AAACEXicbVDLSsNAFJ3UV62vqBvBzWARXJVEFF1JwY0LFxXsA5pQJtNJO3TyYOZGLCH+hL/gVvfuxK1f4NYvcdJmYVsPXDiccy/33uPFgiuwrG+jtLS8srpWXq9sbG5t75i7ey0VJZKyJo1EJDseUUzwkDWBg2CdWDISeIK1vdF17rcfmFQ8Cu9hHDM3IIOQ+5wS0FLPPHACAkPPT2+zXuoAe4SUxLHMsp5ZtWrWBHiR2AWpogKNnvnj9COaBCwEKohSXduKwU2JBE4FyypOolhM6IgMWFfTkARMuenkgwwfa6WP/UjqCgFP1L8TKQmUGgee7szvVfNeLv7ndRPwL92Uh3ECLKTTRX4iMEQ4jwP3uWQUxFgTQiXXt2I6JJJQ0KHNbPGCrKJDsecjWCSt05p9XrPuzqr1qyKeMjpER+gE2egC1dENaqAmougJvaBX9GY8G+/Gh/E5bS0Zxcw+moHx9Qu0fJ52</latexit>

Lappr

<latexit sha1_base64="d6RyMCvjANd3zvo1WLmrr54fcM8=">AAACEXicbVDLSsNAFJ3UV62vqBvBzWARXJVEFF1JwY0LFxXsA5pQJtNJO3TyYOZGLCH+hL/gVvfuxK1f4NYvcdJmYVsPXDiccy/33uPFgiuwrG+jtLS8srpWXq9sbG5t75i7ey0VJZKyJo1EJDseUUzwkDWBg2CdWDISeIK1vdF17rcfmFQ8Cu9hHDM3IIOQ+5wS0FLPPHACAkPPT2+zXuoAe4SUxLHMsp5ZtWrWBHiR2AWpogKNnvnj9COaBCwEKohSXduKwU2JBE4FyypOolhM6IgMWFfTkARMuenkgwwfa6WP/UjqCgFP1L8TKQmUGgee7szvVfNeLv7ndRPwL92Uh3ECLKTTRX4iMEQ4jwP3uWQUxFgTQiXXt2I6JJJQ0KHNbPGCrKJDsecjWCSt05p9XrPuzqr1qyKeMjpER+gE2egC1dENaqAmougJvaBX9GY8G+/Gh/E5bS0Zxcw+moHx9Qu0fJ52</latexit>

Lappr

<latexit sha1_base64="4NMUkv6+uc3Zb/mDRyY5WPGrEA0=">AAACD3icbVDLSsNAFJ34rPUVFdy4GSyCq5KIoisp6MJlBfuAJoSb6aQZOnkwMxFKzEf4C251707c+glu/RKnbRa29cCFwzn3ci7HTzmTyrK+jaXlldW19cpGdXNre2fX3NtvyyQThLZIwhPR9UFSzmLaUkxx2k0FhcjntOMPb8Z+55EKyZL4QY1S6kYwiFnACCgteeah0wyZlzu3lCvADvA0BM8uPLNm1a0J8CKxS1JDJZqe+eP0E5JFNFaEg5Q920qVm4NQjHBaVJ1M0hTIEAa0p2kMEZVuPvm/wCda6eMgEXpihSfq34scIilHka83I1ChnPfG4n9eL1PBlZuzOM0Ujck0KMg4Vgkel4H7TFCi+EgTIILpXzEJQQBRurKZFD8qqroUe76CRdI+q9sXdev+vNa4LuupoCN0jE6RjS5RA92hJmohgp7QC3pFb8az8W58GJ/T1SWjvDlAMzC+fgEX4ZxZ</latexit>

��↵1

<latexit sha1_base64="d6RyMCvjANd3zvo1WLmrr54fcM8=">AAACEXicbVDLSsNAFJ3UV62vqBvBzWARXJVEFF1JwY0LFxXsA5pQJtNJO3TyYOZGLCH+hL/gVvfuxK1f4NYvcdJmYVsPXDiccy/33uPFgiuwrG+jtLS8srpWXq9sbG5t75i7ey0VJZKyJo1EJDseUUzwkDWBg2CdWDISeIK1vdF17rcfmFQ8Cu9hHDM3IIOQ+5wS0FLPPHACAkPPT2+zXuoAe4SUxLHMsp5ZtWrWBHiR2AWpogKNnvnj9COaBCwEKohSXduKwU2JBE4FyypOolhM6IgMWFfTkARMuenkgwwfa6WP/UjqCgFP1L8TKQmUGgee7szvVfNeLv7ndRPwL92Uh3ECLKTTRX4iMEQ4jwP3uWQUxFgTQiXXt2I6JJJQ0KHNbPGCrKJDsecjWCSt05p9XrPuzqr1qyKeMjpER+gE2egC1dENaqAmougJvaBX9GY8G+/Gh/E5bS0Zxcw+moHx9Qu0fJ52</latexit>

Lappr

<latexit sha1_base64="sLWptF47dPDRsLmJZS2SfwSuIas=">AAACEHicbVDLSsNAFJ34rPUVdeHCzWARXJWkKLqSgi5cVrAPaEK4mU6aoZNJmJkIJfQn/AW3uncnbv0Dt36JaZqFbT1w4XDOvdx7j59wprRlfRsrq2vrG5uVrer2zu7evnlw2FFxKgltk5jHsueDopwJ2tZMc9pLJIXI57Trj26nfveJSsVi8ajHCXUjGAoWMAI6lzzz2GmFzMucO8o1YAd4EoLXmFQ9s2bVrQJ4mdglqaESLc/8cQYxSSMqNOGgVN+2Eu1mIDUjnE6qTqpoAmQEQ9rPqYCIKjcrHpjgs1wZ4CCWeQmNC/XvRAaRUuPIzzsj0KFa9Kbif14/1cG1mzGRpJoKMlsUpBzrGE/TwAMmKdF8nBMgkuW3YhKCBKLzzOa2+FERir0YwTLpNOr2Zd16uKg1b8p4KugEnaJzZKMr1ET3qIXaiKAJekGv6M14Nt6ND+Nz1rpilDNHaA7G1y9WqJxu</latexit>

��↵2

<latexit sha1_base64="d6RyMCvjANd3zvo1WLmrr54fcM8=">AAACEXicbVDLSsNAFJ3UV62vqBvBzWARXJVEFF1JwY0LFxXsA5pQJtNJO3TyYOZGLCH+hL/gVvfuxK1f4NYvcdJmYVsPXDiccy/33uPFgiuwrG+jtLS8srpWXq9sbG5t75i7ey0VJZKyJo1EJDseUUzwkDWBg2CdWDISeIK1vdF17rcfmFQ8Cu9hHDM3IIOQ+5wS0FLPPHACAkPPT2+zXuoAe4SUxLHMsp5ZtWrWBHiR2AWpogKNnvnj9COaBCwEKohSXduKwU2JBE4FyypOolhM6IgMWFfTkARMuenkgwwfa6WP/UjqCgFP1L8TKQmUGgee7szvVfNeLv7ndRPwL92Uh3ECLKTTRX4iMEQ4jwP3uWQUxFgTQiXXt2I6JJJQ0KHNbPGCrKJDsecjWCSt05p9XrPuzqr1qyKeMjpER+gE2egC1dENaqAmougJvaBX9GY8G+/Gh/E5bS0Zxcw+moHx9Qu0fJ52</latexit>

Lappr

<latexit sha1_base64="EkjBW9wpiojq97fD/MwEReNqxRY=">AAACEHicbVDLSsNAFJ3UV62vqAsXbgaL4KokouhKCrpwWcE+oAnhZjpphk4mYWYilJCf8Bfc6t6duPUP3Polpm0WtvXAhcM593LvPX7CmdKW9W1UVlbX1jeqm7Wt7Z3dPXP/oKPiVBLaJjGPZc8HRTkTtK2Z5rSXSAqRz2nXH91O/O4TlYrF4lGPE+pGMBQsYAR0IXnmkdMKmZc5d5RrwA7wJAQvymueWbca1hR4mdglqaMSLc/8cQYxSSMqNOGgVN+2Eu1mIDUjnOY1J1U0ATKCIe0XVEBElZtNH8jxaaEMcBDLooTGU/XvRAaRUuPILzoj0KFa9Cbif14/1cG1mzGRpJoKMlsUpBzrGE/SwAMmKdF8XBAgkhW3YhKCBKKLzOa2+LNQ7MUIlknnvGFfNqyHi3rzpoynio7RCTpDNrpCTXSPWqiNCMrRC3pFb8az8W58GJ+z1opRzhyiORhfv7Q6nKk=</latexit>

��↵m

<latexit sha1_base64="d6RyMCvjANd3zvo1WLmrr54fcM8=">AAACEXicbVDLSsNAFJ3UV62vqBvBzWARXJVEFF1JwY0LFxXsA5pQJtNJO3TyYOZGLCH+hL/gVvfuxK1f4NYvcdJmYVsPXDiccy/33uPFgiuwrG+jtLS8srpWXq9sbG5t75i7ey0VJZKyJo1EJDseUUzwkDWBg2CdWDISeIK1vdF17rcfmFQ8Cu9hHDM3IIOQ+5wS0FLPPHACAkPPT2+zXuoAe4SUxLHMsp5ZtWrWBHiR2AWpogKNnvnj9COaBCwEKohSXduKwU2JBE4FyypOolhM6IgMWFfTkARMuenkgwwfa6WP/UjqCgFP1L8TKQmUGgee7szvVfNeLv7ndRPwL92Uh3ECLKTTRX4iMEQ4jwP3uWQUxFgTQiXXt2I6JJJQ0KHNbPGCrKJDsecjWCSt05p9XrPuzqr1qyKeMjpER+gE2egC1dENaqAmougJvaBX9GY8G+/Gh/E5bS0Zxcw+moHx9Qu0fJ52</latexit>

Lappr

<latexit sha1_base64="oFftXNOmMJIqRKAq/tEwSMCsVzs=">AAACEHicbVDLSsNAFJ34rPUVdeHCzWARXJVEFF1JQRduhAr2AU0IN9NJO3QmCTMToYT8hL/gVvfuxK1/4NYvMU2zsK0HLhzOuZd77/FjzpS2rG9jaXlldW29slHd3Nre2TX39tsqSiShLRLxSHZ9UJSzkLY005x2Y0lB+Jx2/NHNxO88UalYFD7qcUxdAYOQBYyAziXPPHSaQ+alzi3lGrADPB6Cd59VPbNm1a0CeJHYJamhEk3P/HH6EUkEDTXhoFTPtmLtpiA1I5xmVSdRNAYyggHt5TQEQZWbFg9k+CRX+jiIZF6hxoX6dyIFodRY+HmnAD1U895E/M/rJTq4clMWxommIZkuChKOdYQnaeA+k5RoPs4JEMnyWzEZggSi88xmtviiCMWej2CRtM/q9kXdejivNa7LeCroCB2jU2SjS9RAd6iJWoigDL2gV/RmPBvvxofxOW1dMsqZAzQD4+sXgXqciQ==</latexit>

��↵M

<latexit sha1_base64="d6RyMCvjANd3zvo1WLmrr54fcM8=">AAACEXicbVDLSsNAFJ3UV62vqBvBzWARXJVEFF1JwY0LFxXsA5pQJtNJO3TyYOZGLCH+hL/gVvfuxK1f4NYvcdJmYVsPXDiccy/33uPFgiuwrG+jtLS8srpWXq9sbG5t75i7ey0VJZKyJo1EJDseUUzwkDWBg2CdWDISeIK1vdF17rcfmFQ8Cu9hHDM3IIOQ+5wS0FLPPHACAkPPT2+zXuoAe4SUxLHMsp5ZtWrWBHiR2AWpogKNnvnj9COaBCwEKohSXduKwU2JBE4FyypOolhM6IgMWFfTkARMuenkgwwfa6WP/UjqCgFP1L8TKQmUGgee7szvVfNeLv7ndRPwL92Uh3ECLKTTRX4iMEQ4jwP3uWQUxFgTQiXXt2I6JJJQ0KHNbPGCrKJDsecjWCSt05p9XrPuzqr1qyKeMjpER+gE2egC1dENaqAmougJvaBX9GY8G+/Gh/E5bS0Zxcw+moHx9Qu0fJ52</latexit>

Lappr

 Multi-task Curriculum Learning

<latexit sha1_base64="zBrczWJ/xEVa1NVNKXun8BVdy0A=">AAACC3icbVDLSsNAFJ3UV62vWJdugkVwVRJRdFnQhcsK9gFtCDfTSTt0ZhJmJmIJ+QR/wa3u3YlbP8KtX+K0zcK2HrhwOOdezuWECaNKu+63VVpb39jcKm9Xdnb39g/sw2pbxanEpIVjFstuCIowKkhLU81IN5EEeMhIJxzfTP3OI5GKxuJBTxLicxgKGlEM2kiBXW0HWf+WMA19YMkIAp4Hds2tuzM4q8QrSA0VaAb2T38Q45QToTEDpXqem2g/A6kpZiSv9FNFEsBjGJKeoQI4UX42+z13To0ycKJYmhHamal/LzLgSk14aDY56JFa9qbif14v1dG1n1GRpJoIPA+KUubo2JkW4QyoJFiziSGAJTW/OngEErA2dS2khDyvmFK85QpWSfu87l3W3fuLWqNR1FNGx+gEnSEPXaEGukNN1EIYPaEX9IrerGfr3fqwPuerJau4OUILsL5+AcLemyg=</latexit>

V�↵m

<latexit sha1_base64="YGoVYLsICV0V5xD/wk26u7BCq8g=">AAAB+HicbVA9TwJBEJ3DL8Qv1NJmIzGxIndGoyWJjSUkHpDAhewtc7Bh9+6yu2eChF9gq72dsfXf2PpLXOAKAV8yyct7M5mZF6aCa+O6305hY3Nre6e4W9rbPzg8Kh+fNHWSKYY+S0Si2iHVKHiMvuFGYDtVSGUosBWO7md+6wmV5kn8aMYpBpIOYh5xRo2VGn6vXHGr7hxknXg5qUCOeq/80+0nLJMYGyao1h3PTU0wocpwJnBa6mYaU8pGdIAdS2MqUQeT+aFTcmGVPokSZSs2ZK7+nZhQqfVYhrZTUjPUq95M/M/rZCa6CyY8TjODMVssijJBTEJmX5M+V8iMGFtCmeL2VsKGVFFmbDZLW0I5LdlQvNUI1knzqurdVN3GdaVWy+MpwhmcwyV4cAs1eIA6+MAA4QVe4c15dt6dD+dz0Vpw8plTWILz9QveAZOB</latexit>

U

<latexit sha1_base64="peCF+zEGdB4O0TvYLOoERTT6eMc=">AAAB/XicbVA9SwNBEJ2LXzF+RS1tDoNgFe5E0TJgYxnBfEByhL3NXLJmd+/Y3RPCEfwLttrbia2/xdZf4ia5wiQ+GHi8N8PMvDDhTBvP+3YKa+sbm1vF7dLO7t7+QfnwqKnjVFFs0JjHqh0SjZxJbBhmOLYThUSEHFvh6Hbqt55QaRbLBzNOMBBkIFnEKDFWanbRkJ7fK1e8qjeDu0r8nFQgR71X/un2Y5oKlIZyonXH9xITZEQZRjlOSt1UY0LoiAywY6kkAnWQza6duGdW6btRrGxJ487UvxMZEVqPRWg7BTFDvexNxf+8TmqimyBjMkkNSjpfFKXcNbE7fd3tM4XU8LElhCpmb3XpkChCjQ1oYUsoJiUbir8cwSppXlT9q6p3f1mpXebxFOEETuEcfLiGGtxBHRpA4RFe4BXenGfn3flwPuetBSefOYYFOF+/dyqVeA==</latexit>⌘1

<latexit sha1_base64="s9M4btqHJGWTRP8axP7IwAXME8c=">AAAB/XicbVA9SwNBEJ2LXzF+RS1tFoNgFe6ConYBG8sI5gOSI+xt5pI1u3fH7p4QQvAv2GpvJ7b+Flt/iZvkCpP4YODx3gwz84JEcG1c99vJra1vbG7ltws7u3v7B8XDo4aOU8WwzmIRq1ZANQoeYd1wI7CVKKQyENgMhrdTv/mESvM4ejCjBH1J+xEPOaPGSo0OGtqtdIslt+zOQFaJl5ESZKh1iz+dXsxSiZFhgmrd9tzE+GOqDGcCJ4VOqjGhbEj72LY0ohK1P55dOyFnVumRMFa2IkNm6t+JMZVaj2RgOyU1A73sTcX/vHZqwmt/zKMkNRix+aIwFcTEZPo66XGFzIiRJZQpbm8lbEAVZcYGtLAlkJOCDcVbjmCVNCpl77Ls3l+UqjdZPHk4gVM4Bw+uoAp3UIM6MHiEF3iFN+fZeXc+nM95a87JZo5hAc7XL3o/lX4=</latexit>⌘2

<latexit sha1_base64="BmWlmnGpXSKzMrXMbuI9eHczX60=">AAAB/XicbVA9SwNBEJ3zM8avqKXNYhCswp0oahewsYxgPiA5wt5mL1mze3fszgnhCP4FW+3txNbfYusvcZNcYRIfDDzem2FmXpBIYdB1v52V1bX1jc3CVnF7Z3dvv3Rw2DBxqhmvs1jGuhVQw6WIeB0FSt5KNKcqkLwZDG8nfvOJayPi6AFHCfcV7UciFIyilRodjrSruqWyW3GnIMvEy0kZctS6pZ9OL2ap4hEySY1pe26CfkY1Cib5uNhJDU8oG9I+b1saUcWNn02vHZNTq/RIGGtbEZKp+ncio8qYkQpsp6I4MIveRPzPa6cYXvuZiJIUecRmi8JUEozJ5HXSE5ozlCNLKNPC3krYgGrK0AY0tyVQ46INxVuMYJk0ziveZcW9vyhXb/J4CnAMJ3AGHlxBFe6gBnVg8Agv8ApvzrPz7nw4n7PWFSefOYI5OF+/11uVuQ==</latexit>⌘m

<latexit sha1_base64="TxSP1Ktd+Akf1I+i1c1bFrZ2pnE=">AAAB/XicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EUbuAjY0QwXxAcoS9zVyyZvfu2N0TQgj+BVvt7cTW32LrL3GTXGESHww83pthZl6QCK6N6347uZXVtfWN/GZha3tnd6+4f1DXcaoY1lgsYtUMqEbBI6wZbgQ2E4VUBgIbweBm4jeeUGkeRw9mmKAvaS/iIWfUWKneRkM7d51iyS27U5Bl4mWkBBmqneJPuxuzVGJkmKBatzw3Mf6IKsOZwHGhnWpMKBvQHrYsjahE7Y+m147JiVW6JIyVrciQqfp3YkSl1kMZ2E5JTV8vehPxP6+VmvDKH/EoSQ1GbLYoTAUxMZm8TrpcITNiaAllittbCetTRZmxAc1tCeS4YEPxFiNYJvWzsndRdu/PS5XrLJ48HMExnIIHl1CBW6hCDRg8wgu8wpvz7Lw7H87nrDXnZDOHMAfn6xek25WZ</latexit>⌘M

Encoder
<latexit sha1_base64="EEGDwR6lek1YrExTWyGgCk/yIXk=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSKIh5KIoseiF48V7Qe0sWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/naXlldW19cJGcXNre2e3tLffMHGqGa+zWMa6FVDDpVC8jgIlbyWa0yiQvBkMbyZ+84lrI2L1gKOE+xHtKxEKRtFK9+HjabdUdivuFGSReDkpQ45at/TV6cUsjbhCJqkxbc9N0M+oRsEkHxc7qeEJZUPa521LFY248bPpqWNybJUeCWNtSyGZqr8nMhoZM4oC2xlRHJh5byL+57VTDK/8TKgkRa7YbFGYSoIxmfxNekJzhnJkCWVa2FsJG1BNGdp0ijYEb/7lRdI4q3gXFffuvFy9zuMowCEcwQl4cAlVuIUa1IFBH57hFd4c6bw4787HrHXJyWcO4A+czx/lZo2K</latexit>

f⇤

Figure 2: Illustration of our DiGCL model using Laplacian perturbation. For a directed graph, we first
generate M different pairs of contrastive views by Laplacian perturbation. The different contrastive
view pairs are then scored by a scoring function and mapped to different training paces by a pacing
function. Finally, the arranged contrastive view pairs are input into a shared encoder to progressively
learn the unsupervised graph representation with contrastive loss.

3.1 Learning with Dynamic-view Contrastive Objective

As we have defined the directed graph data augmentation in Eq. (3), we follow the common graph
contrastive learning (GCL) paradigm using our Laplacian perturbation.

Fixed-view Objective. GCL seeks to maximize the mutual information (MI) between the represen-
tations of augmented graphs under different views [63, 69]. Based on it, we design a framework
for directed graph contrastive learning, which contains three steps. (1) First, given a directed
graph G = (V,E) and the teleport probability α, we generate two correlated views using for the G:
U∆α1 = Φ∆α1(G, α) and V∆α2 = Φ∆α2(G, α) as a contrastive pair. This generation is through exe-
cuting Laplacian perturbation Φ on the input G with the parameters ∆α1,∆α2 separately. (2) Second,
we take a GNN-based encoder f(⋅) to extract representation H∆α1 = f(U∆α1), H∆α2 = f(V∆α2)

of two contrastive views. (3) Finally, the encoder is trained with the contrastive objective as

max
f

I (H∆α1 ;H∆α2) = max
f

I (f(Φ∆α1(G, α)); f(Φ∆α2(G, α))) , (8)

where I(⋅) is the mutual information. This framework lets the encoder f(⋅) learn the representation
of two different views U∆α1 , V∆α2 while preserving as much MI as possible.

As shown in Eq. (8), the view generation is controlled by two perturbation terms ∆α1 and ∆α2,
which may affect the objective function. The current GCLs manually select these parameters in
advance, e.g., grid search, and fix contrastive views during training. This parameter selection strategy
could make the encoder obtained by Eq. (8) learn only the contrastive information in some particular
views and lead to a reduced generalization of the model [59].

Dynamic-view Objective. To deal with it, we propose a more generalized objective to learn from
dynamic changing contrastive views. We rewrite Eq. (8) as

max
f∗

I (H∆α1 ;H∆α2) = max
f∗

E
∆α1,∆α2

I(f∗(Φ∆α1(G, α)); f
∗
(Φ∆α2(G, α))), (9)

which requires the obtained optimal encoder f∗ works well with ∀∆α1,∆α2 ∈ [0,1 − α) to learn
a balanced and generalized representation. Note that InfoMin [42] designs a similar strategy that
iteratively maximizes the MI in the worst views. In contrast, our objective maximizes the average
MI in all views because finding the worst views is related to the downstream task, about which we
have zero prior knowledge. Besides, unlike other contrastive learning methods that also use multiple
contrastive views [41, 13, 61], there is no fixed number of views in our approach, and we do not
preset the parameters to fix the contrastive views but let them dynamically change during training.

However, maximizing Eq. (9) is not easy. Varying the perturbation term brings changes to the MI of
views, which may result in large variance during the training process and unable to converge [42]. To
increase the stability, we empirically make one of the views unperturbed in this paper, i.e., ∆α1 = 0.
We mark this view as U and design a multi-task training scheme to optimize proposed objective2.

3.2 Training using Multi-task Curriculum Learning

To tackle this problem, we propose a training scheme using curriculum learning, which utilizes prior
knowledge about the difficulty of the learning tasks to learn from easy-to-difficult contrastive views.

2The objective of fixing a view is not exactly the same as the original one, and we ignore this trick’s impact.
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Multi-task Curriculum Learning. Curriculum Learning facilitates the optimization on such a
complex objective by scheduling the sub-objectives in a certain order [2, 33]. Inspired by it, we
regard the process of training DiGCL as a multi-task problem [33, 36, 10, 11, 26, 20] and decompose
it into M sub-tasks η1, . . . , ηM . Thus, the objective Eq. (9) can be rewritten as

max
f∗

1

M

M

∑
m=1

E
∆αm

I(f∗(Lappr(G, α)); f
∗
(Φ∆αm(G, α))), (10)

where ∆αm ∈ {Θ1,...,M} is a uniform partition of Θ = [0,1 − α) and the sub-task ηm is associated
with the ∆αm. Then we consider sub-tasks that have less difficulty to learn in the optimization
process as easy sub-tasks and vice versa as difficult sub-tasks. We quantify this difficulty into
difficulty score by means of a scoring function D(⋅). Based on it, we learn sub-tasks sequentially
in a certain order decided by the pacing function P(⋅) to solve the main multi-task problem. Via
information transmission by a shared encoder, the previously solved easy sub-tasks will assist in
solving the next difficult sub-tasks, while the latter can fine-tune the encoder learned by the former.

Scoring Function. The scoring function D(⋅) measures how difficult the sub-task ηm is, and can
be any function D(⋅) ∶ {η1, . . . , ηM}→ {d1, . . . , dM}, where d denotes the difficulty score. In each
sub-task, there exists a pair of contrastive views as defined in Eq. (10). We empirically assume that
the difficulty dm of the sub-task ηm depend on how difficult it is for the encoder f(⋅) to learn the
contrastive information from this sub-task. Referring to DEFINITION 3, we can find Laplacaian
perturbation provides contrastive information to the encoder, and the perturbation term ∆α controls
how much of this information is. Therefore, we can define the scoring function D(⋅) to calculate the
difficulty dm of a sub-task ηm as

dm = D(ηm) = 1 −
∆αm
1 − α

. (11)

The higher this score represents the smaller the perturbation error, the less contrastive information
provided, and the less the encoder is able to distinguish the difference between the two views, resulting
in a more difficult sub-task. This idea coincides with the design of the discriminator in GAN [65, 9].

Pacing Function. The pacing function decides the learning sequence of sub-tasks and can be any
function P(⋅) ∶ {1, . . . , L}→ {d1, . . . , dM}, where L denotes all the learning iterations. We consider
three function families [58]: logarithmic, exponential, and linear. Table in Figure 3(left) illustrates
the pacing functions used in our experiments, which are parameterized by (da, db). Here da is the
initial difficulty and db is the difficulty at the end of training, thus any pacing function with da = db
is equivalent to fixed view contrastive learning. We mark their corresponding perturbation terms as
(∆αa,∆αb). Considering the score in Eq. (11) is defined in a continuous domain, we set the step
size of the pacing function to 1, the finest-grained unit, i.e., L =M . This can help the model to switch
between different training views in a more delicate way.

Name Expression P(da,db)(l)

log da + (db − da) (1 + 1/3 log ( l
L
+ e−3))

exp da +
db−da
e3−1

(exp ( 3l
L
) − 1))

linear da + (db − da)
l
L

Figure 3: (left) pacing function definitions for the three families of pacing functions used throughout;
(right) the plot of pacing function curves from each family. l is the training epoch.

It is desired to find the optimal solution over the entire definition domain of ∆α ∈ [0,1 − α), we set
the start point ∆αa = 0.9−α (0.9 is used because the boundary value cannot be obtained) and ending
point ∆αb = 0 in this paper, i.e., da = 1/9, db = 1. More analysis on the pacing functions can be seen
in the Supplementary Material.

Contrastive loss. After discussing how to measure expectations in the objective, our attention shifts
to maximizing the MI. Several works have investigated the lower bound of MI in contrastive learning,
here we adopt InfoNCE [28]. For ith node ui in view U , the node-wise objective is defined as

` (ui, vi) = − log
exp (S (zi

U ,z
i
V∆αm

) /τ)

∑n
j=1 exp (S (zi

U ,z
j
V∆αm

) /τ)
, (12)
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where vi is its corresponding positive node in view V∆αm and other nodes in view V∆αm is negative
nodes of ui. ziU is the projection of node feature that ziU ∈ ZU = g(HU). A non-linear transformation
g(⋅) named projection head maps augmented representations H to another lower dimension where the
contrastive loss is calculated. S(⋅) denotes cosine similarity function and τ denotes the temperature
parameter. The final loss is computed across all positive node pairs in the views of one pace. Note
that GRACE [68] proposes similar InfoNCE-like loss function. Different from it, we do not treat
intra-view nodes (nodes in U except ui) as the negative samples since GNN-based encoder is already
able to learn intra-graph structure well, we want to focus on inter-graph contrastive information.

4 Related Work

Directed Graph Neural Networks. Several works have tried to learn the complex directed graph
structure by defining motifs [25], using magnetic Laplacian [64], inheritance relationships [16], re-
defining the propagation scheme from Markov process view [43, 23] and second-order proximity[44].
However, these methods are supervised, and they cannot learn the structural features without labels.
Our model is unsupervised, which is the most significant difference between them.

Directed Graph Data Augmentation. Good data augmentations are the prerequisite for contrastive
learning [63, 48, 54]. Most current data augmentation methods, such as dropping nodes or edges
[63, 68, 69, 51] and attribute masking [15, 63, 55] are migrated from methods of visual representation
[57, 66] with graph structural improvements. Other methods learn graph structure features by
combining with traditional graph algorithms to go self-supervised, for example, subgraph sampling
[63, 34, 52], graph diffusion based on PageRank/Heat kernel [13], and multi-hop neighbor prediction
[31]. However, most of these methods are not optimized for directed graphs and thus cannot efficiently
obtain structure information that can be used for self-supervised learning. The performance of existing
methods on directed graphs can be seen in Table 2.

Dynamic-view GCL and Multi-task Curriculum Learning. Previous works [41, 13, 61] have
found the powerful capabilities of using multiple contrastive views at the same time in contrastive
learning. However, their methods require to set contrastive views in advance, which means the
views are fixed during training [13, 41]. Unlike them, we do not preset the parameters to fix the
contrastive views but let them dynamically change during training. However, our dynamic-view
contrastive objective is hard to optimize, thus we adopt the idea of multi-task curriculum learning
[33, 36, 10, 11, 26, 20] to progressively learn from multiple easy-to-difficult contrastive views.
Besides, using curriculum learning [8, 53] in graph learning tasks is not a new idea, but we are the
first to use curriculum learning as a solution to the self-supervised graph contrastive learning problem.

5 Experiments

We conduct extensive experiments to evaluate the effectiveness of our model. Our implement can
be obtained at https://github.com/flyingtango/DiGCL. The Supplementary Material reports
further details on the experiments and reproducibility.

5.1 Experimental Settings

Experimental Task. As explained in Section 2.1, our approach is more applicable to node-level
contrastive learning, thus, we adopt the task of node classification in directed graphs [43] to verify
the learning ability of models. Compared with the common experiments for undirected graphs
[17, 56, 18], the challenge is that the given adjacency matrix A is asymmetric, which means message
passing has its direction. We will also use datasets of undirected graphs for controlled trials. Task
definition, model structures and configurations are included in the Supplementary Material.

Datasets and Splitting. We use several widely-used datasets including directed graph datasets:
CORA-ML [3], CITESEER [37] and AM-PHOTO [38]; undirected graph datasets: PUBMED [27]
and DBLP [30]. The split of the datasets would have a significant effect on models’ results [38].
Thus, we divide the datasets randomly and conduct multiple tests to achieve consistent outcomes. For
train/validation/test split, following the rules in GCN [17], we choose 20 labels per class for training
set, 500 labels for validation set, and rest for the test set.
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Baselines. We compare our model to the 11 SOTA models divided into four main categories: 1)
supervised models for undirected graph with GCN [17], GAT [46] and [18]; 2) supervised models for
directed graph with MagNet [64] and DiGCN [43]; 3) self-supervised models without augmentations
including DGI [47] and GMI [32]; 4) contrastive learning models with augmentations containing
MVGRL [13], GraphCL [63], GRACE [68], and GCA [69].

5.2 Experimental Results

Overall accuracy. The performance comparisons between our model and baselines on five datasets
are reported in Table 1. We use a two-layer GCN as our encoder and first train our model in
an unsupervised manner to obtain the embedding. Then we take a simple `2-regularized logistic
regression as the classifier [47]. For curriculum learning scheme, we select the log pacing function
and the start and ending difficulties are set in Section 3.2. We train all models according to their
default settings, then calculate mean test accuracy with STD in percent (%) averaged over 20 random
dataset splits with random weight initialization.

It can be seen easily that our methods achieve the state-of-the-art results on all datasets. In general,
the unsupervised methods including MVGRL, GRACE, and GCA, do not perform well on directed
graphs compared to their good performance in undirected graphs. This is mainly due to the models’
data augmentation methods are not applicable to digaphs, resulting in the inability to learn contrastive
information from complex directed structures. Notice that GraphCL performs relatively mediocre in
unsupervised methods, most notably because it focuses mainly on graph-level unsupervised methods,
and does not apply well to node-level contrastive learning task. Since DGI and GMI do not require
data augmentation to provide contrastive information, they perform very well on both undirected and
directed graphs, which shows good suitability for different graph structure. Moreover, supervised
methods such as GCN, GAT and APPNP are inferior to DiGCN and MagNet, which are specifically
designed for directed graphs, in terms of performance. Since our Laplacian perturbation uses the
approximate Laplacian matrix proposed by DiGCN, we compare their performance. It is not difficult
to find that our model outperforms DiGCN on all datasets, which shows that contrastive learning can
learn good encoders by performing a certain data augmentation in an unsupervised manner.

Table 1: Overall accuracy (%) with STD. "No Curr" means do not use curriculum learning and we set
two fixed views as ∆αa = ∆αb = 1 − α. "Random" means random order, "Anti Curr" means using
anti-curriculum order and "Curr" indicates using curriculum order. The best results are highlighted
with bold and the second are marked with underline. OOM means out of memory on a 12GB GPU.

Method DIRECTED UNDIRECTED

CORA-ML CITESEER AM-PHOTO PUBMED DBLP

SU
PE

RV
IS

E
D GCN [17] 70.92 ± 0.39 63.00 ± 0.45 88.52 ± 0.47 78.78 ± 0.30 73.54 ± 0.77

GAT [46] 72.22 ± 0.57 63.73 ± 0.57 88.36 ± 1.25 77.49 ± 0.47 76.08 ± 0.54
APPNP [18] 70.31 ± 0.67 61.63 ± 0.63 87.43 ± 0.98 79.35 ± 0.48 77.92 ± 0.75
MagNet [64] 76.32 ± 0.10 65.04 ± 0.47 86.80 ± 0.65 74.23 ± 0.46 69.73 ± 0.98
DiGCN [43] 77.03 ± 0.70 64.60 ± 0.60 88.66 ± 0.51 76.79 ± 0.49 73.37 ± 0.72

U
N

SU
PE

RV
IS

E
D

DGI[47] 75.21 ± 1.29 64.58 ± 1.78 85.25 ± 0.59 74.11 ± 0.62 76.53 ± 1.24
GMI[32] 76.59 ± 0.35 63.29 ± 0.70 81.12 ± 0.01 80.27 ± 0.16 76.66 ± 0.48
MVGRL[13] 76.67 ± 0.12 62.22 ± 0.02 86.15 ± 0.21 79.98 ± 0.04 OOM
GraphCL [63] 67.34 ± 0.12 57.84 ± 0.11 67.66 ± 0.05 75.29 ± 0.08 77.85 ± 0.22
GRACE [68] 73.88 ± 0.25 61.20 ± 0.20 87.95 ± 0.32 79.54 ± 0.05 78.03 ± 0.09
GCA [69] 76.32 ± 0.33 63.25 ± 0.10 87.35 ± 0.27 79.81 ± 0.61 77.83 ± 0.35
Ours + No Curr 75.86 ± 0.09 66.99 ± 0.54 87.32 ± 0.14 79.57 ± 0.12 78.28 ± 0.05
Ours + Random 76.52 ± 1.66 67.15 ± 0.82 89.03 ± 0.46 80.75 ± 0.10 79.58 ± 0.14
Ours + Anti Curr 76.12 ± 1.04 66.83 ± 1.13 88.83 ± 0.73 80.22 ± 0.37 79.42 ± 0.15
Ours + Curr 77.53 ± 0.14 67.42 ± 0.14 89.41 ± 0.11 80.69 ± 0.08 79.70 ± 0.13

Ablation study on curriculum learning. We validate the effectiveness of curriculum learning
strategy and the results are shown in Table 1. We find that even with the contrastive views containing
the maximum information (with the largest perturbation term), the effect of the model without
curriculum learning is significantly lower than the model with curriculum learning. This means
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that features learned from fixed views is always incomplete. Besides, we also find that the order of
curriculum learning is vital, the ACC of learning from easy-to-difficult > random order > difficult-to-
easy. This substantially validates that scoring function do help to learn from multiply tasks.

Impact of different pacing functions. We study the three different pacing functions defined in Table
3 and the results in Figure 4(a) show that using different path functions can have an impact on the
performance but not as much as changing the order of curriculum learning. Among them, the log
pacing function performs best as it speeds up learning on easy tasks and stays on harder tasks for
more epochs, thus helping the model to grasp the more subtle differences between contrastive views.

Effect of Laplacian perturbation and other data augmentation methods. Table 2 shows the
effect of the different data augmentation methods on the five contrastive learning models. We our
Laplacian perturbation works best on both directed and undirected graphs. But the difference with
other methods is not significant on the undirected graph dataset PUBMED. In addition to this, we also
compare with random removing edges used in GRACE under our DiGCL framework. We find that the
data augmentation approach without damaging the graph structure can achieve better performance.

Table 2: Overall accuracy (%) with STD with various data augmentation methods. Our model uses
curriculum learning, and use the log pacing function. The best results are highlighted with bold.

Methods Data Augmentation Method CITESEER AM-PHOTO PUBMED

GraphCL [63]
Edge perturbation 57.84 ± 0.11 67.66 ± 0.05 75.29 ± 0.09
Node dropping 57.45 ± 0.12 66.69 ± 0.07 75.25 ± 0.08
Subgraph sampling 57.59 ± 0.10 66.75 ± 0.07 74.75 ± 0.11

GRACE [68] Random removing edges 61.20 ± 0.20 87.95 ± 0.32 79.54 ± 0.05

MVGRL [13] Graph diffusion with heat kernel 61.22 ± 0.07 79.63 ± 0.31 78.54 ± 0.33
Graph diffusion with PageRank kernel 62.22 ± 0.02 86.15 ± 0.21 79.98 ± 0.04

GCA [69]
Removing edges by degree score 63.25 ± 0.10 87.35 ± 0.27 79.81 ± 0.61
Removing edges by PageRank score 62.21 ± 0.16 86.88 ± 0.37 78.92 ± 0.37
Removing edges by eigenvalue score 63.12 ± 0.08 87.02 ± 0.56 79.70 ± 0.09

Ours Random removing edges 64.97 ± 0.08 88.45 ± 0.01 79.66 ± 0.13
Laplacian perturbation 67.42 ± 0.14 89.41 ± 0.11 80.69 ± 0.08

Generalization of Laplacian perturbation. Here, we will add generalizability experiments that
migrate Laplacian perturbation to MVGRL [13] and GCA [69]. We replace the topological data
augmentation method in the original model with our Laplacian perturbation and follow all the
configurations in the original model, including the parameters of the data augmentation, the number
of contrastive views, the structure of the model, and the training parameters. We test the generalization
performance of our Laplacian perturbation in the node classification task. The results are shown
in Figure 4(b). We can clearly find that the performance of the model on directed graphs can be
improved after using Laplacian perturbation, which indicates that our method can help existing
contrastive learning models to learn structure information from complex networks.

Monotonicity of the perturbation error in real-world datasets. To visualize the variation of the
perturbation error with the perturbation term, we empirically show the variation of directed graph
entropy in the three real-world directed graph datasets: CORA-ML, CITESEER and AM-PHOTO. We

Figure 4: (a) node classification results with various pacing functions; (b) node classification results for
the generalizability of Laplacian perturbation on two datasets, Lp means with Laplacian perturbation;
(c) perturbation error with various perturbation terms ∆α.
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Figure 5: (a) time of different data augmentation methods on random graphs with different size; (b)
running time per epoch of different models on random size graphs, OOM means out of memory; (c)
generalization experiment of graph classification task based on MVGRL.

set α = 0.1 and take ∆α ∈ {0,0.1,0.2,0.4,0.6,0.7,0.8,0.85,0.89}. The results are shown in Figure
4(c), and it is clearly shown that as the perturbation term increases, the degree of perturbation is
elevated, and the perturbation error will increase.

Augmentation time at different graph scales. We construct 20 random directed graphs of different
scales, with the number of edges ranging from 1K to 2M, then test four different data augmentation
methods’ mean running time in milliseconds (ms) for 5 times. Figure 5(a) summarizes the results and
shows that our Laplacian perturbation is very competitive in terms of runtime among these methods.
In contrast to the graph diffusion, which also require the computation of eigenvectors, we can reduce
the time by a factor of one hundred with our fast algorithm proposed in Section 2.2. This makes it
possible to dynamically perform Laplacian perturbation to generate contrastive views during training.

Running time with different graph size. To generate arbitrary graph size, we construct a simple
random graph with N nodes and assign 10N directed edges uniformly at random. We compare with
GRACE[68] and GCA [69] since these two models have the similar accuracy with ours. We record
the running time of the models for each epoch at different graph sizes, and the results are shown in
Figure 5(b). We can find that processing 20,000 nodes and 200,000 edges with 12 GB memory is the
limit for these three models. Since our model requires a Laplacian perturbation operation, this will
take more time than the data augmentation performed by GCA and GRACE.

Generalization to graph classification task. To validate the generalization ability of our DiGCL
model, we migrate it to MVGRL [13] and test on three graph classification datasets: MUTAG [19],
PTC [19], and IMDB-BIN [60]. The generalized MVGRL model is denoted by MVGRL+DiGCL
and the results are shown in Figure 5(c). Using our model can improve the accuracy on all datasets,
however, the improvement is not significant. We consider there are three main potential reasons for
this: 1) the datasets are undirected graphs, and the effect of using Laplacian perturbation on them is
not as obvious as in directed graphs; 2) the graph classification problem requires more graph-level
contrastive information, while our model focuses on node-level; 3) our scoring function designed for
node-level curriculum learning is not suitable for graph-level difficulty measure.

6 Conclusion, Limitation and Future Work

In this paper, we design a directed graph data augmentation scheme called Laplace perturbation and
theoretically investigate how it can provide contrastive information without changing the directed
graph structure. Moreover, we present the DiGCL which utilizes Laplacian perturbation and cur-
riculum learning to progressively learn from dynamic easy-to-difficult contrastive views. Finally,
we use several tasks on various datasets to demonstrate the effectiveness and generalization ability
of our proposed DiGCL. We empirically show that DiGCL can retain more structural features of
directed graphs than other GCL models while providing adequate contrastive information. Extensive
experiments show that our DiGCL outperforms the state-of-the-art approaches.

As elaborated in Section 2.1 and 5.2, our approach is more suitable for obtaining node-level contrastive
information. This limits us to use the model to solve some graph-level problems, such as pre-training
on protein molecular, drug property prediction, etc. We will extend our approach to graph-level tasks
in subsequent work. Meanwhile, we manually design the pacing function to preplan the training
speed, such as linear or exponential functions. However, in many cases, the pacing during training is
not perfectly planned by the ideal curve. We need to dynamically adjust the pacing function according
to the training situation, such as using self-paced learning [20].
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