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ABSTRACT
Reinforcement Learning from Human Feedback (RLHF) is a pivotal technique for empowering large language
model (LLM) applications. Compared with the supervised training process of LLMs, the RLHF training process
is much more sophisticated, requiring a diverse range of computation workloads with intricate dependencies
between multiple LLM instances. Therefore, simply adopting the fixed parallelization strategies from supervised
training for LLMs can be insufficient for RLHF and result in low training efficiency. To overcome this limitation,
we propose a novel technique named parameter REALlocation, which dynamically adapts the parallelization
strategies for different workloads during training by redistributing LLM parameters across the training cluster.
Building upon this idea, we introduce REAL, a pioneering system for efficient RLHF training. REAL introduces
the concept of an execution plan, which defines a fine-grained resource allocation and parallelization strategy
particularly designed for RLHF training. Based on this concept, REAL employs a tailored search algorithm with
a lightweight run-time estimator to automatically discover an efficient execution plan for an instance of RLHF
experiment. Subsequently, the runtime engine deploys the selected plan by effectively parallelizing computations
and redistributing parameters. We evaluate REAL on the LLaMA models with up to 70 billion parameters and
128 GPUs. The experimental results demonstrate that REAL achieves speedups of up to 3.58x compared to
baseline methods. Furthermore, the execution plans generated by REAL exhibit an average of 81% performance
improvement over heuristic approaches based on Megatron-LM in the long-context scenario. The source code of

REAL is publicly available at https://github.com/openpsi-project/ReaLlHF.

1 INTRODUCTION

Large Language Models (LLMs) such as ChatGPT (OpenAl,
2022) have amazed the world with their powerful capabili-
ties. Their success relies on the enormous model sizes, e.g.,
GPT-3 (Brown et al., 2020) has 175 billion parameters. Be-
cause each graphic processing unit (GPU) has limited mem-
ory, to train such an expansive model, the computation along
with the model parameters must be distributed across a vast
GPU cluster. Recent literature has proposed a wide range
of parallelization strategies (Huang et al., 2019; Shoeybi
et al., 2019; Rajbhandari et al., 2020; Narayanan et al., 2021;
Jiang et al., 2024) specifically designed for the supervised
training paradigms, such as pretraining and supervised fine-
tuning (Dong et al., 2023; Zhang et al., 2024). Meanwhile,
another remarkable training paradigm for LLMs, known as
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Reinforcement Learning from Human Feedback (RLHF), is
the foundation technique for the success of ChatGPT-like
models (Ziegler et al., 2019; Stiennon et al., 2020; Ouyang
et al., 2022; Anil et al., 2023; Antropic, 2023; Touvron et al.,
2023; Bai et al., 2022; OpenAl, 2024). The workflow of
RLHF training is much more complicated than supervised
training. However, most existing RLHF systems adopt paral-
lelization techniques directly from supervised training (Yao
etal., 2023b; Hu et al., 2024; Shen et al., 2024), which could
lead to sub-optimal training efficiency.

The typical workflow of RLHF, which is often based on
Proximal Policy Optimization (PPO) (Schulman et al., 2017)
algorithm, involves three distinct types of computational
tasks on four LLMs with independent parameters. In each
RLHF training iteration, a primary LLM (the training tar-
get, referred to as the Acfor model) receives prompts and
generates responses (i.e., the generation tasks). These re-
sponses are evaluated by three additional LLMs: the Reward
model, the Reference model, and the Critic model (i.e., the
inference tasks). Then, Actor and Critic use the evaluation
results to compute gradients and update their parameters
(i.e., the training tasks).

To identify the drawbacks of the existing RLHF systems,
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Figure 1: An RLHF iteration breakdown based on the profiling of real systems (Table 6). The directed acyclic graph shows the RLHF
workload. Nodes represent model function calls and edges represents their data dependencies. We present timelines to visualize execution
plans that employ: [top] the same parallelization strategy that spreads across the entire cluster for all LLMs, [middle] independent resource
allocations and parallelization strategies for each LLM, and [bottom] distinct resource allocations and parallelization strategies for each
model function call generated by REAL. The plan of REAL considers parameter reallocation for the actor and critic model.

we conduct a thorough profile and discover two major lim-
itations. First, we note that many systems apply the same
parallelization strategy that spreads across the entire GPU
cluster for all LLMs. We name this a symmetric paral-
lelization strategy, which often leads to over-parallelization.
Our system profiling in Figure 1 (top) shows that over-
parallelization leads to substantial synchronization and com-
munication overheads (the light purple bars), thus com-
promising the end-to-end system performance. Moreover,
different computational tasks are better off with different
parallelization strategies (Lei et al., 2024). A single global
parallelization strategy, therefore, is likely to be sub-optimal.
Accordingly, some other systems choose to allocate different
LLMs to different sets of GPUs with different paralleliza-
tion strategies. In this way, tasks from different LLMs could
be executed concurrently. We call this an asymmetric paral-
lelization strategy. However, our second observation is that
such a strategy often causes under-utilization of the GPUs
(e.g., the gray areas in Figure 1 (middle)) because of the
dependencies between tasks.

The crux of the above inefficiencies is that resource allo-
cations and parallelization strategies for LLMs are fixed
throughout training. Therefore, we propose to enable dy-
namic reallocation of model parameters between GPUs, al-
lowing fine-grained resource allocations and parallel strate-
gies at the task level to improve the efficiency of the entire
RLHEF training process. For clarity, we refer to an individual
task on an LLM as a model function call. As shown in Fig-
ure 1 (bottom), by first choosing a parallelization strategy
tailored for each model function call (e.g., Actor genera-
tion and training) and then executing these calls concur-
rently with a smaller parallelization degree (e.g., Actor and
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Figure 2: The optimization opportunity over a 3D parallelism
execution plan inspired by pre-training. We show the sequential
improvement by optimizing inference parallelization strategy, re-

allocating critic workloads (inference/training), and reallocating
actor workloads (generation/training).

Critic training), we can reduce the communication overhead
caused by parallelization while maximizing GPU utilization.
Parameter reallocation effectively addresses the limitations
of prior solutions and can lead to a significant end-to-end
throughput improvement, as we show in Figure 2.

Based on the key idea of parameter reallocation, we devel-
oped REAL, a pioneering system for efficient RLHF training.
REAL consists of two components, i.e., an execution plan
generator and a runtime engine. An execution plan speci-
fies the resource allocations and parallelization strategies for
every model function call in the RLHF training workflow un-
der a specific algorithmic and hardware configuration. The
execution plan generator performs Markov Chain Monte
Carlo (MCMC) sampling to search for efficient execution
plans using an extremely lightweight profiling-assisted run-
time estimator. After a sufficiently good execution plan is
obtained, the runtime engine deploys the derived plan by
effective parallelization and parameter redistribution.

Our experimental evaluation entails RLHF training on
LLaMA models (Touvron et al., 2023; Dubey et al., 2024)
ranging from 7 to 70 billion parameters across 8 to 128
Nvidia H100 GPUs. Results showcase that REAL is able
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to achieve a speedup up to 3.58 times over the baseline sys-
tems. Furthermore, we demonstrate that the performance of
REAL’s searched execution plans surpasses heuristic plans
based on Megatron by 54% on average and up to 81% with
a longer context length.

In summary, our contributions are as follows:

* We propose to reallocate model parameters dynamically
for efficient RLHF training.

* We introduce execution plans at the model function call
level and propose an efficient search algorithm to iden-
tify fast plans.

* We design and implement REAL, an RLHF training
system that can automatically discover and run a fast
execution plan with a high training throughput.

* We conduct comprehensive evaluations with detailed
breakdowns and ablation studies. REAL achieves up to
3.58 % higher throughput compared to the baselines.

2 BACKGROUND
2.1 Introduction to RLHF

For the ease of illustration, this section adheres to the com-
mon practice of RLHF, focusing on GPT-like LLMs (Rad-
ford et al., 2019; Brown et al., 2020) and the Proximal Pol-
icy Optimization (PPO) algorithm (Schulman et al., 2017).
However, we remark that REAL can also support other
RLHF algorithms, as we will discuss in Section 4.

An RLHF training iteration involves six model function
calls on four LLMs: Actor generation, Reward inference,
Critic inference, Reference inference, Actor training, and
Critic training. Their dependencies are shown in Figure 1
(top). In these model function calls, Generation is composed
of multiple forward passes. It involves a prefill phase and
a decoding phase. The prefill phase is a single forward
pass, which consumes all prompt tokens to sample the first
generated token. The decoding phase repeatedly inputs the
(single) latest generated token and produces the subsequent
token until termination. Inference is a forward pass over the
combination of prompts and generated responses. Training
is an ordinary supervised training iteration, composed of
a forward pass, a backward pass, and a parameter update.
The next RLHF iteration then applies the updated Actor and
Critic for generation and inference.

Notably, training the Actor and Critic with PPO can in-
corporate multiple minibatches (Ouyang et al., 2022). For
each minibatch, the parameter update must occur before
the subsequent forward pass, distinguishing this approach
from gradient accumulation that performs a single parameter
update across minibatches.
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Figure 3: An overview of the architecture of REAL.
2.2 Parallelization of Large Language Models

Classical parallelization approaches for LLMs encompass
data, tensor-model, and pipeline-model parallelism.

Data Parallelism (DP) partitions data along the batch dimen-
sion and dispatches each partition to a model replicate for
independent computations. After the backward pass during
training, all DP peers should perform an all-reduce over
gradients before applying them for parameter update.

Tensor-model Parallelism (TP) partitions model parameters
and distributes matrix multiplications across multiple GPUs.
Each TP rank processes the same data and produces a partial
intermediate value. Then, all TP peers perform an all-reduce
over this value to obtain the full result and pass it to the next
layer. Since all TP peers should perform the all-reduce
operation in each layer of the LLM, TP leads to substantial
data communication overhead when scaling to more GPUs
and deeper models.

Pipeline-model Parallelism (PP) clusters adjacent layers
into several pipeline stages. PP peers transfer intermediate
results among stages for a complete forward or backward
pass, which entails less communication overhead than TP.
To improve the efficiency of PP, a common approach is to
divide the data into micro-batches, allowing different GPUs
to process different micro-batches simultaneously.

Since the above parallelization approaches are mutually
independent, Megatron-LLM (Narayanan et al., 2021) inte-
grates them as 3D Paralleism to perform LLM supervised
training at scale. A parallelization strategy S is denoted by
three integer values (dp, tp, pp), representing the degrees of
DP, TP, and PP, respectively. Each coordinate in this grid
represents a process running on an independent GPU. 3D
parallelism entails near-optimal parallelization for GPT-like
language models, which has been extensively experimented
in previous studies (Zheng et al., 2022).

3 OVERVIEW

REAL is a system capable of automatically planning and
executing RLHF training workflows given algorithm and
cluster specifications. The key idea behind the design of
REAL is parameter reallocation: dynamically reallocating
model parameters across GPUs and assigning different GPU
resources with a suitable parallelization strategy to each
model function call. Parameter reallocation enables REAL
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Figure 4: The dataflow graph of two consecutive RLHF iterations.
Each model is an independent LLM. Each model function call is
computational task of the model.

to carry out the fine-grained orchestration of model function
calls. Specifically, REAL can allocate distinct groups of
resources to different model function calls, allowing them to
execute concurrently on different sets of GPUs. REAL also
chooses a tailored parallelization strategy for each model
function call. In this way, REAL reduces communication
overhead and improves GPU utilization without exceeding
the memory limitation of the devices. By exploiting param-
eter reallocation, REAL adopts a comprehensive design that
addresses various training scenarios, seizing more optimiza-
tion opportunities throughout the RLHF training workflow
compared to existing systems (Yao et al., 2023b; Hu et al.,
2024; Shen et al., 2024).

Ref Reward D Critic

We summarize the steps of running REAL as follows. First,
REAL parses the RLHF workflow into a dataflow graph at
the granularity of model function calls. Then, REAL adopts
an efficient search algorithm to produce a fast execution
plan that includes parallelization strategies and intermediate
data/parameter communications. Finally, REAL runs this
plan with an efficient worker-based runtime engine.

As demonstrated in Figure 3, there are two major compo-
nents in the system, the Execution Plan Generator and
the Runtime Engine. The search engine in the execution
plan generator continuously searches for execution plans
with the Markov Chain Monte Carlo (MCMC) algorithm. A
lightweight estimator calculates the approximate time cost
of the proposed plan by exploiting execution statistics of
profiling. After reaching the search time limit, the fastest
execution plan obtained is presented to the runtime engine
for deployment.

The runtime engine is composed of a centralized master
worker and multiple model workers. The master worker
resolves task dependencies and sends requests to the corre-
sponding model workers for task execution. Model workers
act as RPC servers and respond to the master worker to up-
date dependencies for subsequent requests. The interaction
between the master worker and model workers repeats until
the execution plan finishes.

4 PROBLEM FORMULATION

REAL is designed to accelerate RLHF workflows with GPT-
like LLMs. To achieve this goal, we introduce the concept
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Figure 5: An augmented dataflow graph G, of an execution plan
instance p in the ¢-th RLHF iteration.

of execution plans at the model function call level. We
formulate the problem as: taking training configurations
(e.g., model size and batch size) and cluster specifications
as inputs, search for an optimized execution plan that is
able to be executed on the given distributed cluster. In this
section, we introduce our detailed terminology definitions
in our formulation of the execution plan search problem.

Dataflow Graph. REAL considers the workflow of RLHF
training as a dataflow graph G = (V, £), as demonstrated
in Figure 4. A node v! € V represents the i-th model
function call at the ¢-th training iteration. An edge (v,v’) €
£ indicates a data or parameter version dependency. We
emphasize that G represents the concatenated graph of all
the iterations throughout the entire training process. By
operating on G, we can potentially overlap computations
with no mutual dependencies across training iterations.

Device Mesh. A device mesh D is defined as a two-
dimensional grid of GPUs. The shape of D is denoted
as (N, M) if it covers N nodes equipped with M devices.
Note that device meshes with the same shape could have dif-
ferent locations. We assume all devices in the cluster have
the same computing capability with identical intra-node
bandwidths, and inter-node bandwidths.

Execution Plan. An execution plan p of a dataflow graph
G assigns a device mesh D; and parallelization strategy S;
for the i-th individual function call in G. We express an exe-
cution plan p in the form of an augmented dataflow graph
Gp = (Vp, &p), as visualized in Figure 5. It also involves
data transfer, parameter redistribution, and offloading (Ren
et al., 2021) across function calls. They are represented as a
set of extra nodes in G, (rounded squares in Figure 5).

Search Space. We make several assumptions to make the
generation and deployment of execution plans practically
feasible. First, we assume that D; either covers several en-
tire hosts or a consecutive portion that is capable of dividing
the number of devices on one host, e.g., (1, 1), (1, 2), (1,
4),(1,8),(2,8), -, (N, 8) in a cluster of (N, 8). This en-
sures that multiple device meshes can fully cover the entire
cluster, eliminating sub-optimal execution plans with idle
GPUs (Zheng et al., 2022). Second, S; considers the 3D
parallelism degrees (dp;, tp;, pp;) and the number of micro
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batches mbs;. Data will be divided into mbs; portions and
passed to the function call sequentially. This feature pro-
vides an option to avoid the out-of-memory issue with a
large batch size and context length.

Beyond PPO. The example shown in Figure 4 and Figure 5
represents the typical RLHF algorithm, PPO. Meanwhile,
we emphasize that our formulation is inherently expressive
for training algorithms whose workflow could be decom-
posed into the function calls and represented as a dataflow
graph. Experiments in Section 8.3 demonstrate the capabil-
ity of REAL to accelerate other prevalent RLHF algorithms
including DPO (Rafailov et al., 2023), ReMax (Li et al.,
2024) and GRPO (Shao et al., 2024).

5 EXECUTION PLAN GENERATOR

The execution plan generator takes the dataflow graph, the
training configurations, and the cluster specifications as
inputs to automatically search for a rapid execution plan in
the form of an augmented dataflow graph. This generator
comprises two primary components. First, a lightweight
runtime estimator predicts the time and memory cost of any
execution plan, leveraging statistical results from profiling.
Second, a search engine refines the proposed execution
plan using a Markov Chain Monte Carlo (MCMC) search
algorithm based on the preceding cost estimation.

5.1 Estimation

The architecture of LLMs is typically a stack of identical
layers, exhibiting clear computation patterns. Hence, we can
profile the time cost of operations on individual layers and
estimate the total cost of each model function call through
arithmetic operations. We present a lightweight runtime
estimator assisted by profiling. Profiling the statistics in a
single experiment takes only minutes, while evaluating the
cost for a candidate execution plan requires only hundreds
of microseconds, as opposed to several minutes for profiling
a single plan on a real run. In the subsequent paragraphs,
we denote the estimated values of the time cost and the
runtime memory of an execution plan as TimeCost(G,) and
MaxMem(G,).

Time Cost. We first estimate the time cost for each node v €
V,,. For model function call nodes, REAL profiles the cost of
forward, backward, and associated communication (e.g., all-
reduce) of individual layers across a set of data input sizes.
The range of this set is decided by the configured batch size,
the number of devices in the cluster, and the minimum batch
size on each device according to parallelization strategies.
We only profile sizes that are powers of two in this range.
If the data input size for v falls outside the profiling set,
REAL estimates the time cost using a linear interpolation
of the existing profiling statistics. We estimate the costs of

data and parameter transfer by running a simulation to the
algorithm outlined in Section 6. We approximate the time
with the data size and the bandwidth instead of running a
real NCCL operation.

Next, we derive TimeCost(G,) from the cost of each node.
The calculation can be much more complex than simple
summation because different nodes can be executed concur-
rently on disjoint device meshes. We employ an algorithm
to find the shortest path from source nodes to sink nodes in
Gp, with the constraint that nodes assigned to overlapped de-
vice meshes cannot execute simultaneously. The algorithm
assigns each node v € G, with attributes StartTime, End-
Time, and ReadyTime. Each device mesh D tracks the last
completed node from all devices within D as D.last. The al-
gorithm maintains a priority queue containing all nodes that
have been ready for execution but not yet completed. The
priority queue iteratively selects the node with the minimum
ready time, marks it as completed, updates D.last for all D,
and adds new ready nodes to the queue. When the priority
queue becomes empty, all nodes in G,, should be completed,
and the maximal EndTime of all nodes yields the final result
of TimeCost(G,). The details of the simulation algorithm is
shown by Algorithm 1 in Appendix C.

Maximum Memory Allocated. An execution plan p is
executable only if its maximum runtime memory does not
exceed device limitations. We categorize the runtime mem-
ory into the static memory and the active memory. The
static memory consists of the gradients and optimizer states,
which will not be freed or transferred until the entire exper-
iment finishes. The active memory is only stored in GPU
when it is required, including the KV cache, intermediate ac-
tivations, and reallocable parameters, etc. We first calculate
the static memory and the peak active memory allocated for
each function call according to their parallelization strate-
gies. Afterwards, we calculate the peak memory during an
RLHF iteration for each device and take the maximum to
obtain MaxMem(Gy).

5.2 Execution Plan Search

An execution plan p assigns a device mesh D, and a paral-
lelization strategy .S; for the i-th model function call. The
number of choices grows exponentially with the number of
devices in the cluster. For instance, in a cluster of shape
(8,8), there are over 500 options for each model function
call, and over 106 execution plans in total, rendering brute-
force enumeration practically infeasible. Therefore, REAL
employs an efficient MCMC-based search algorithm tai-
lored for this problem setting.

We associate each execution plan with a cost defined by

cost(Gp) = I (MaxMem(Gp) < memyg) - TimeCost(G,)
+(1—1(MazMem(Gp < mema)) - - TimeCost(Gp),
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where memg is the device memory capacity, I is an
OOM indicator, and « is a large integer representing the
OOM penalty. We then define an energy-based distribu-
tion P(p) o exp(—p - cost(Gp)), where (3 is the sampling
temperature. Lower-cost execution plans have higher prob-
abilities of being sampled from P. Hence, the searching
process for a fast execution plan becomes drawing samples
from the target distribution P, where MCMC techniques
come into play.

We employ the Metropolis-Hastings algorithm (Metropo-
lis et al., 1953; Hastings, 1970) for drawing samples from
P. The sampling process begins with a greedy solution
po minimizing the summation of time costs of all function
calls. Notably, this execution plan can be sub-optimal due
to the excessive memory allocation on devices and the lack
of overlap between different model function calls. Subse-
quently, we construct a Markov Chain comprising execution
plans pg, p1, - - -. We alter D; and .S; of a random function
call 7 and accept this transition with probability

P(pn-‘rl)
P(pn) ) 7

This process repeats until a terminating condition, such as
when a constant time limitation is met. Finally, the exe-
cution plan with the minimum TimeCost(G,) throughout
the entire searching process is selected as the output of the
execution plan generator.

Pacc(pn — pn+1) = min (1,

6 RUNTIME ENGINE

In this section, we introduce the runtime engine, includ-
ing the implementation details of workers, redistributing
parameters, and transferring data among function calls.

Workers. The master worker resides on a CPU and executes
several asyncio coroutines to manage the each function
call. The coroutine awaits the completion of all the parent
function calls and dispatches requests via sockets upon the
function call is ready. These messages do not transfer the
associated data. Instead, the data is retained locally in the
GPUs of model workers. The master worker communicates
the data locations to the model workers in requests to initiate
data transfers. Each model worker acts as an RPC server on
a GPU. It polls requests from the socket for each local LLM
handle (e.g., Actor and Reward) in a round-robin manner.
Received requests are put in a FIFO queue for sequential
execution and responding.

Redistributing Parameters encompasses host-device (e.g.,
offload) and device-device communications. Host-device
communication utilizes an additional CUDA stream for
asynchronous memory copying. Device-device commu-
nication involves mapping one 3D parallelization strategy
to another, e.g., from (dp1, tp1, pp1) to (dpe, tpa, pp2). We

regard the remapping as a hierarchical process consisting
of an outer loop (Figure 6 left) and an inner loop (Figure 6
right). Initially, we focus on remapping pipeline stages from
pp1 to ppa. Each stage i € [pp] holds a group of layers
distributed in a device mesh specified by (dpy, tp;). For
each stage pair (7, j), where ¢ € [pp1] and j € [pp2], we
transfer the parameters of common layers between device
meshes specified by (dp1,tp1) and (dps, tp2). We denote
the devices in (dp1, tp1) as source GPUs and (dpo, tps) as
destination GPUs. For each destination GPU, we greed-
ily assign a source GPU with the lowest communication
cost (e.g., a local GPU has a lower cost than remote GPUs).
Once assigned, the source GPUs broadcast parameters to
the destinations in parallel. This process iterates until all
stage pairs (4, j) are covered.

Data Transfer Among Function Calls. Model function
calls produce disjoint data partitions along the DP dimen-
sion, while replicating the data along the TP dimension.
This mirrors the communication pattern of redistributing
parameters in the right part of Figure 6, but with reversed TP-
DP dimensions. Therefore, we employ the same broadcast-
based algorithm for data transfer.

Remark: Zhuang et al. (2022) explored a similar problem
to data transfer in REAL. In our paper, we do not focus on
developing an optimal communication algorithm in such
scenarios, as long as the cost is minor compared to other
workloads in RLHF, as we will show in Figure 11.

7 DISCUSSIONS

This section discusses the advantages and limitations of
REAL and clarifies the contexts where REAL can be ap-
plied. REAL is a system that is applicable on accelerating
RLHF workflows composed of training, inference, or gen-
eration function calls with GPT-like LLMs. Apart from its
superb performance, REAL has following advantages (H)
and limitations (©):

B REAL’s method is orthogonal to advanced techniques
for accelerating individual function calls (e.g., Paged-
attention (Kwon et al., 2023)) or fusing different function
calls (e.g., RLHFuse (Zhong et al., 2024b)). These tech-
niques can be integrated for better performance.

B REAL can generalize beyond the workflow for PPO. It
can also significantly accelerate various other prevalent
RLHF algorithms, such as DPO (Rafailov et al., 2023).

o REAL requires predictable function calls to ensure the
validity of cost estimation. An unstable cluster or dynamic
workflow (e.g., the generation length varies significantly
during training) can violate this assumption.

¢ The searching of REAL does not guarantee optimality de-
spite producing plans that are fast and efficient in practice.
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8 EXPERIMENTS

REAL is implemented in Python (41k LoC) and C++ (2.5k
LoC). The search engine and simulator components are
written in C++, while the remaining modules leverage Py-
Torch (Paszke et al., 2019). Our experiments are conducted
on a cluster of 128 H100 GPUs, interconnected via NVLink
for the intra-node communication and RoCE with a 3.2Tbps
bandwidth for the inter-node communication. We adopt the
most advanced LLaMA-3 models (Dubey et al., 2024) for
our experiments. Since the vocabulary size of LLaMA-3
is large (128k), resulting a 250GB memory usage during
computing softmax', we are only able to train a 70B actor
with a 13B critic model under the resource constraint.

Our evaluation comprises five key components. First, we
benchmark REAL’s end-to-end performance against two
open-source RLHF systems and a heuristic baseline. Sec-
ond, we present a detailed performance breakdown to iden-
tify key improvements. Third, we conduct an ablation
study of the execution plan generator. Fourth, we demon-
strate REAL’s compatibility with and acceleration of various
RLHF algorithms beyond PPO. Finally, we analyze REAL’s
strong scaling characteristics and provide suggestions for
the practical usage.

'VocabSize x BatchSize x CtxLen x BytesPerParam =
128e3 x 512 x 2048 x 2 = 250GB

8.1 Comparison with Baselines

Baselines. We evaluate REAL against four prominent open-
source systems: DeepSpeed-Chat (Yao et al., 2023b) (com-
mit f73a6ed with DeepSpeed v0.15.1 as backend), veRL
(Hybrid Flow) (Sheng et al., 2024) (v0.2.0.post2 with vVLLM
v0.6.3 and FSDP on pytorch v2.4.0), NeMo-Aligner (Shen
et al., 2024) (v0.4.0 with TRT-LLM v0.10.0 and Megatron
v0.8.0) and OpenRLHF (Hu et al., 2024) (v0.4.2 with vLLM
v0.4.2 and DeepSpeed v0.15.0). Addtional details of the
baseline systems are listed in Appendix D.

DeepSpeed-Chat employs a symmetric parallelization strat-
egy using the ZeRO-3 data parallelism (Rajbhandari et al.,
2020) across all RLHF models. Its Hybrid Engine temporar-
ily redistributes ZeRO-3 partitions to TP during the gen-
eration task, reverting afterward. Beyond this mechanism,
DeepSpeed-Chat does not support TP or PP implementa-
tions.

OpenRLHF implements an asymmetric parallelization strat-
egy, dividing GPUs into three GPU groups. The groups
hold the actor/reference model, the critic/reward model, and
a generation engine using vLLM (Kwon et al., 2023). The
vLLM engine is only responsible for the actor generation.
It remains idle during the actor training, awaiting parameter
updates before proceeding to the next RLHF iteration.

Similarly, NeMoAligner divides GPUs into two disjoint
GPU groups. Unlike OpenRLHF, it locates actor training
and generation on the same GPU group. veRL (HybridFlow)
is a concurrent work to REAL that supports colocating mod-
els on GPUs and split placement of models on different GPU
groups, including the strategies adopted by three previous
systems.

Additionally, we evaluate REAL-Heuristic, a pre-training-
inspired approach (Narayanan et al., 2021) that implements
a symmetric 3D parallelization across all models. This strat-
egy combines the intra-node TP with the inter-node PP and
DP, maximizing the DP degree within memory constraints.
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Figure 9: The wall time of one training step of 7B + 7B and 70B
+ 7B settings, with different levels of optimization. The left most
and right most bars show the performance of REAL-Heuristic and
REAL. From left to right, the optimized resource allocation and
parallelization strategies of generation, training and inference are
applied in order.

Settings. We evaluate the weak scaling characteristics of
REAL, where the model size and the batch size both increase
proportionally with the number of devices. Our experimen-
tal configuration follows InstructGPT (Ouyang et al., 2022)
with more details in Appendix A.

Evaluation Metrics. Since the dataflow graph dependen-
cies ensure consistent convergence properties, we focus on
the total training throughput as our primary performance
metric. Measurements are taken over 20 consecutive train-
ing iterations following appropriate warm-up periods. The
observed throughput variation across trials is negligible,
thus error bars are omitted from our figures.

Results. Throughput comparisons presented in Figure 7
and Figure 8 demonstrate REAL’s superior performance.
Compared to the baseline systems, REAL achieves at most
3.58 % higher throughput. The search-generated execution
plan outperforms REAL-Heuristic by an average of 54%.
This advantage further increases to 81% when extending
the context length from 2048 to 8192 tokens, highlighting
REAL’s particular effectiveness in long-context scenarios.

8.2 Breakdown Analysis

To illustrate the source of REAL’s performance improve-
ment, we break down and analyze the time cost per train-
ing iteration across several representative experimental set-
tings.

Function-call Level Breakdown. First, we analyze the
wall time of model function calls in two representative cases:
a 7B actor with a 7B critic, and a 70B actor with a 7B critic.
These cases respectively feature identical/similar and dif-
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Figure 10: Simplified kernel traces of a transformer layer com-
pleting the same amount of decoding or training computation. The
top trace in each sub-figure represents REAL, while the bottom
trace represents REAL-Heuristic. REAL’s parallelization strategies
reduce memory I/O by invoking fewer computation kernels and
minimize communication overhead caused by excessive tensor or
pipeline parallelism.

ferent sizes for the actor and critic models. Figure 9 shows
the wall time per training step in REAL with progressively
applied optimizations:

CUDAGraph Generation.
* Generation parallelization
* Training parallelization & concurrent execution.

* Inference parallelization & concurrent execution.

Performance improves incrementally from REAL-Heuristic
(leftmost bar) to REAL (rightmost bar), with each step
adding one optimization. The orange and blue bars demon-
strate the impact of CUDAGraph generation, a key contrib-
utor to performance improvement. The primary difference
between the two settings lies in training phase optimization.
In the 7B+7B configuration, REAL concurrently executes
actor and critic training on separate devices. Since their
training times are similar, this creates perfect overlap, max-
imizing performance. In contrast, for configurations with
large model size disparities like 70B+7B, REAL executes
training sequentially on the global device mesh. The signifi-
cant computational imbalance makes concurrent execution
inefficient, so REAL instead employs tailored parallelization
strategies for each model to optimize overall performance.
The details of the execution plans and wall time breakdown
are presented in Tables 2 to 6.

Kernel Level Breakdown. To understand the enhance-
ment of transforming parallelization strategies, we further
examine the CUDA kernel traces, with a simplified example
shown in Figure 10. During decoding, REAL prioritizes TP
over PP to avoid the significant synchronization overhead
between pipeline stages caused by numerous small decod-
ing steps. Additionally, REAL maximizes the DP degree
within available GPU memory constraints. This reduces
memory I/O and P2P communication overheads with less
kernel invocations. For the compute-bounded training phase,
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200 12001 @ Heuristic
W Search

1000

800

600

Est. Time (s)

400

Profiler Time Cost (s)
=
o
S

2001

ot
200 400 600 80010001200
Real Time (s)
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produced by the estimator and the real time cost of execution plans
used in experiments. Two data points of a same color denote the
searched and heuristic execution plan in one experiment setting.
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REAL utilizes a larger PP degree with a large number of
micro-batches. Consequently, it minimizes the TP-induced
collective communication overhead with a minimal bubble
time increase.

We further validate these observations by decomposing the
GPU time per training iteration into three CUDA kernel
types, as illustrated in Figure 11. REAL demonstrates a
similar trend of the kernel time decreasing across all scenar-
ios. We also note that the broadcasts of data transfer and
parameter reallocation take much less GPU time than visu-
alized types, so we omit them from the figure. To conclude,
the improvement of REAL stem from two key aspects of
our execution plan design. First, given a fixed device count,
REAL optimizes the parallelization strategies to minimize
redundant memory IO and communication overheads from
excessive TP or PP degrees. Second, by executing function
calls concurrently across different device subsets, REAL
reduces per-function communication overheads through de-
creasing parallelization degrees.
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Figure 14: The performance of the MCMC-based search algo-
rithm with pruning in an experiment setting with 1024 GPUs.
Three lines show performance with the search spaces that are
pruned to 10**, 10'%, and 10'® execution plans.
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Figure 15: The performance of execution plans produced by
MCMC-based search in 10 minutes, in the setting of 7B+7B model
sizes and 8 GPUs and three different settings of batch sizes and
sequence lengths. The x-axis is log scaled, and the dotted lines
mark the optimal performance produced by brute-force search.

We evaluate three key aspects of the execution plan gener-
ator in REAL, including the time cost of the profiler, the
accuracy of the runtime estimator, and the performance of
the search engine.

Profiler. The profiler requires less than 4 minutes to collect
a model’s complete statistics, as shown in Figure 12 (left).
Our experiments only profile statistics of individual layers
and inter/intra-node bandwidths. These profiled statistics are
reusable across experiments within the same model family.

Runtime Estimator Accuracy. The comparison between
the real and estimated time costs, presented in Figure 12
(right), shows relative differences consistently below 25%.
Crucially, the estimated costs maintain the same relative
ordering as the real costs across different execution plans,
ensuring the reliability of searched execution plans.

Search Engine. Figure 13 tracks the estimated RLHF train-
ing cost throughout the searching process, using settings
from the throughput experiments in Figure 8. The search
engine is able to identify execution plans with significant
throughput improvements within 150 seconds across all
experimental configurations.
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Figure 16: Throughput comparison with the heuristic execution
plan on three prevalent RLHF algorithms other than PPO. Their
dataflow graph representations are shown in the upper part.

As the number of GPUs increases, the search space grows at
a high-degree polynomial rate. When the number of GPUs
reaches over 1000, the entire search space has more than
10%* execution plans. In this case, the efficiency of MCMC
sampling can degrade badly. To address this, we employ an
effective heuristic pruning technique that eliminates subopti-
mal execution plans likely to cause excessive GPU idle time,
out-of-memory errors, or high communication overhead.
For instance, we discard parallelization strategies where the
tensor parallelization degree exceeds the number of GPUs
per node, as these incur significant communication bottle-
necks due to limited inter-node bandwidth. We also prune
execution plans where the model function calls do not fully
utilize the device mesh, as such configurations inevitably
lead to GPU idle time and suboptimal performance.

In Figure 14, we present an ablation study that shows the
relationship between the size of pruned search space and the
efficiency of MCMC sampling in an experiment setting with
1024 GPUs. The results show that our algorithm can still
find a fast execution plan within 5 minutes by pruning the
search space. Furthermore, while our demonstration uses a
single-threaded implementation, the search process can be
further accelerated through a multi-core parallelization.

The Optimality of MCMC-based Search. Figure 15
demonstrates a comparison between the execution plan pro-
duced by the MCMC-based search algorithm and the op-
timal ones produced by brute-force search, in the setting
of 7B+7B model sizes and 8 GPUs. The result in Fig-
ure 15 shows that, in this setting, our search algorithm could
achieve more than 95% of the best performance in 5 sec-
onds. Moreover, our search algorithm could produce the
optimal execution plans within 10 minutes.

8.3 RLHF Algorithms Beyond PPO

REAL can naturally incorporate any RLHF algorithms repre-
sentable as a directed acyclic graph (DAG) with generation,
inference, and training function calls. We examine three
concrete examples, including DPO (Rafailov et al., 2023),
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Figure 17: The throughput and memory utilization in strong
scaling experiments. REAL can achieve (super-)linear scaling
when the computation budget is tight by parallelizing computation
and trading memory for communication. For a small model, the
performance will hit the plateau due to the memory IO overhead
of auto-regressive generation.

GRPO (Shao et al., 2024), and ReMax (Li et al., 2024).

In Figure 16, we compare REAL with REAL-Heuristic us-
ing a 70B Actor and 7B Critic on 16 nodes and observe
an average throughput improvement of 87%. Among these
three algorithms, ReMax achieves the highest gain by ex-
ecution its two generation calls concurrently rather than
sequentially. Conversely, GRPO shows more modest im-
provements due to its grouped generation technique. GRPO
increases the batch size by 8x and makes the workload much
more compute-bounded, which diminishes the benefits of
reducing memory 1O or TP/PP overheads.

8.4 Strong Scaling Trend

We analyze the strong scaling performance by measuring
throughput for fixed problem sizes across increasing device
counts. Figure 17 reveals a sub-linear scaling for 7B actors
but a super-linear scaling for 34B actors.

Analysis. The scaling behavior can be understood by exam-
ining the generation and training patterns, which dominate
the RLHF iteration time. With limited computational re-
sources, both operations are compute-bounded. Additional
resources enable computation parallelization and can trade
off more overall memory usage for less communication,
leading to linear or super-linear gains. However, as re-
sources increase, generation becomes a bottleneck due to the
inherent sequential nature of autoregressive processing. It
requires iterative KV cache loading, creating an irreducible
overhead that leads to a diminishing scaling return.

Practical Suggestions. Due to its larger algorithm design
and hyperparameter searching space, RLHF implementa-
tions face a fundamental trade-off between faster training
with more resources and broader configuration exploration
with fewer GPUs. The observed sub-linear scaling indicates
the reduced resource efficiency at larger scales. However,
a minimal resource allocation can impede production by
extending experiment duration. Our results suggest iden-
tifying the transition point from super-linear to sub-linear
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scaling for each training configuration as the optimal device
allocation. We recommend using static memory utilization
as a heuristic metric, with utilization below 60% indicat-
ing diminishing returns from additional GPU resources, as
demonstrated in Figure 17 (right).

9 RELATED WORK
9.1 Systems for Training and Serving LLMs

Significant efforts have been made to develop distributed
LLM training systems (Narayanan et al., 2021; Chowdhery
et al., 2023; Jiang et al., 2024) that leverage efficient data
(Zhao et al., 2023a; Rajbhandari et al., 2020), tensor-model
(Lepikhin et al., 2021; Wang et al., 2019), and pipeline-
model parallelism (Huang et al., 2019; Li et al., 2021). Con-
currently, research has focused on the efficient serving of
pre-trained LLMs for generation (Sheng et al., 2023b;a; Yu
et al., 2022; Zhong et al., 2024a). However, integrating
dependent workloads for training, inference, and generation,
as in the case of RLHF, presents a challenge that extends
beyond these individual efforts.

Previous RLHF systems (Yao et al., 2023a; Hu et al., 2024,
Shen et al., 2024) typically employ hand-crafted paralleliza-
tion strategies with limited flexibility. While they incorpo-
rate techniques like concurrent execution and ad hoc pa-
rameter resharding, these approaches remain inefficient and
fail to adapt to diverse RLHF training scenarios.  Sev-
eral concurrent works (Xiao et al., 2023; Lei et al., 2024,
Sheng et al., 2024) explore RLHF system design and are
conceptually similar to our paper. In comparison, REAL
identifies parameter reallocation as the key to addressing
this challenge, a factor overlooked by these works. More-
over, our problem formulation and search-based solution
offers more generalization and optimization opportunities.
Another concurrent work (Zhong et al., 2024b) is an orthog-
onal extension to our paper. It proposes to fuse pipeline
stages of actor and critic training and balancing the data
skewness during generation, which targets on some special
cases in the workflow of PPO.

9.2 GPU Memory Management for Distributed Training

Previous work on GPU memory management has primarily
focused on reducing runtime memory usage, rather than
improving training throughput. Techniques such as gradient
checkpointing, ZeRO-3 optimization (Rajbhandari et al.,
2020), and parameter offloading (Ren et al., 2021; Rajb-
handari et al., 2021; Lv et al., 2023; Wu et al., 2024) trade
computation or communication to save memory.

Model parameter communication has been explored in pa-
rameter server architectures (Li et al., 2014) and large-scale
reinforcement learning systems (Berner et al., 2019; Mei
et al., 2023). These systems replicate the same set of pa-

rameters across multiple devices for concurrent job execu-
tion, with periodic synchronization for parameter updates.
OpenRLHF (Hu et al., 2024) follows this pattern as well.
Parameter synchronization is a specific case of parameter
reallocation, where the source and destination devices are
disjoint. However, in the context of LLMs, this technique
often results in GPU underutilization, making it inefficient.

The concept most related to parameter reallocation is the
HybridEngine in DSChat (Yao et al., 2023b) and Hybrid-
Flow (Sheng et al., 2024). However, HybridEngine was
limited to the actor model on the same device mesh. Param-
eter reallocation generalizes this approach, allowing it to be
applied to any models within the algorithm, whether devices
are disjoint or overlapping, leading to further throughput
improvements, as demonstrated in Table 6.

9.3 Automatic Parallelization of DL Models

Given the substantial effort required to manually design
a parallelization strategy, numerous studies have focused
on automating the parallelization of deep learning mod-
els (Zheng et al., 2022; Jia et al., 2019; Fan et al., 2020; Har-
lap et al., 2018; Wang et al., 2019). Notably, Alpa (Zheng
et al., 2022) and FlexFlow (Jia et al., 2019) offer general
solutions for deep learning models that can be parsed into
tensor operator graphs. Alpa leverages dynamic program-
ming, while FlexFlow employs a custom search algorithm.

In theory, the entire RLHF training workflow could be repre-
sented as a tensor operation graph and automatically paral-
lelized using prior methods. However, they are sub-optimal
for two key reasons. First, parameter reallocation introduces
significant optimization opportunities in RLHF, but is un-
necessary in supervised training. Consequently, previous
methods do not consider parameter reallocation at runtime,
resulting in subpar performance. Second, RLHF involves
four different LLMs, which are highly operator-intensive.
Searching through the entire tensor operator graph would
be prohibitively expensive. In contrast, REAL accounts
for parameter reallocation and operates at the granularity
of model function calls. Our approach not only enhances
end-to-end training performance but also explores a smaller
solution space, significantly speeding up the search process.

10 CONCLUSION

In this paper, we present REAL, the first system capable of
automatically finding and executing a fast execution plan
for RLHF training with parameter reallocation. We evalu-
ate the performance of REAL against prior RLHF systems
to demonstrate its superior performance. We believe that
REAL will not only democratize the powerful RLHF train-
ing algorithm but also encourage the development of novel
algorithms on LLMs in the future.
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A EXPERIMENT DETAILS

Our base setting is adopted from Ouyang et al. (2022), which
utilizes a global batch size of 512, context length 2048, and
a maximum prompt length of 1024. The global batch is
divided into 8 mini-batches for PPO training.

We emphasize that the prompt and generation length may
vary for different models, datasets or tasks, algorithm im-
plementation, and even during RLHF training. To eliminate
this effect and perform a fair comparison, we synthesize ran-
dom data with the maximum prompt length and terminate
generation only after the maximum length is reached.

We create LLaMA models of four different sizes with their
detailed configurations shown in Table 1. For weak scaling
experiments, we increase the model size and batch size
proportionally to the number of devices. In particular, for
16, 32, 64, and 128 GPUs, the model sizes are 7B, 13B,
34B, and 70B, and batch sizes are 512, 1024, 2048, 4096,
respectively. For experiments with a longer context length,
we fix the number of tokens in the global batch. For instance,
when the context length increases from 2048 to 8192, the
global batch size decreases by a factor of 4. In experiments
for strong scaling and dditional RLHF algorithms, we adopt
the base setting with 70B actor/reference models and 7B
critic/reward models on 16 nodes.

We show the execution plans of wall time breakdown exam-
ples (Table 6) in Tables 2 to 5.

B THE API oF REAL

Figure 18 shows an example of the API for an REAL experi-
ment. Users define the dataflow graph of the algorithm (e.g.,
RLHF) using a list of Mode 1FunctionCallDef objects.
These objects encapsulate the model configuration and the
function call type, along with specifying input and output
data dependencies. Models sharing the same model_name
must have identical architectures (e.g., 11ama7b). They
form parameter version dependencies, such that the infer-
ence and generation must wait for the training in the previ-
ous iteration. The experiment configuration is then wrapped
by the aut o decorator, which initiates the search engine to
derive an efficient execution plan. This plan is transformed
into a scheduling configuration for launching workers, each
assigned to a specific GPU or CPU via SLURM (Yoo et al.,
2003). The search engine and launcher both run under the
hood. Users are free to provide distinct interface implemen-
tations to implement a diverse range of training workflows.

C SIMULATION ALGORITHM

The simulation algorithm in show in Algorithm 1.

1 # auto is a decorator that generates worker
2 # scheduling configs in the cluster.

3| @auto(nodelist="com[01-08]", batch_size=256)
4| @dataclasses.dataclass

5| class Experiment:

6 seed: int =1
7 ppo: PPOHyperparameters
8
9 @property
10 def rpcs(self) -> List[ModelFunctionCallDef]:
11 return [
12 ModelFunctionCallDef(
13 model_name="actor",
14 model_type="1lama7b",
15 interface_type=GENERATE,
16 input_data=["prompts"],
17 output_data=["seq", "logp"],
18 )
19 ModelFunctionCallDef(
20 model_name="reward",
21 model_type="1llama7b-critic",
22 interface_type=INFERENCE,
23 input_data=["seq"],
24 output_data=["r"],
25 ),
26 ModelFunctionCallDef(
27 model_name="actor",
28 interface_type=TRAIN_STEP,
29 input_data=["seq", "r", ...],
30 )s
31 # ref inference, critic inference,
32 # and critic training
33
34 ]
Figure 18: An example of the user interface of REAL.
Given the dataflow graph (represented by a list of

ModelFunctionCallDef objects), the training batch
size, and cluster specifications, REAL will automatically derive an
execution plan via the aut o decorator.

D BASELINES

In Figure 7, we show the performance comparison be-
tween REAL and 4 baseline RLHF systems: DeepSpeed-
Chat (Yao et al., 2023b), OpenRLHF (Hu et al., 2024),
NeMoAligner (Shen et al., 2024) and veRL (Hybrid-
Flow (Sheng et al., 2024)). The first three baselines are
previous works of REAL, and veRL is concurrent to REAL.
In this section, we will briefly introduce the implementa-
tion of these baseline systems. We also list the version and
backend of baseline systems used in our experiments.

DeepSpeedChat is developed using modules from a pop-
ular training backend DeepSpeed (Rasley et al., 2020). It
supports sequential execution of model function calls, and
uses TP for the generation task, ZeRO-3 DP for the training
and inference task. It also implements HybridEngine, a
technique that reshards parameters between actor training
and generation.

OpenRLHF exploits vLLM (Kwon et al., 2023) as their
generation backend and DeepSpeed ZeRO-3 DP as their
training backend. It divides GPUs into three groups, hold-
ing the actor/reference model, the critic/reward model and
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Identifier 7B 13B 34B 70B
HiddenSize 4096 5120 8192 8192
IntermediateSize 14336 13824 22016 28672
NumLayers 32 40 48 80
NumAttentionHeads 32 40 64 64
NumKVHeads 8 40 8 8
VocabSize 128256 128256 128256 128256
MaxPositionEmbeddings 8192 8192 8192 8192
TotalParamCount 8030261248 14001525760 35321028608 70553706496

ParamCount w./o. Output Embedding 7504924672 13344855040 34270355456 69503033344

Table 1: The LLaMA-3 model configurations used in experiments. Because critic models have a smaller output embedding
layer than the actor (i.e., the output dimension is 1 for the critic), we use the embedding-less parameter count as the identifier.

DeviceMesh TP PP DP #Micro-Batches Time

ActorGen trainer[01-16] 2 4 16 4 185.1
RewlInf trainer[01-16] 1 8 16 4 5.6
RefInf trainer[01-16] 1 8 16 16 35.6
CriticInf trainer[01-16] 1 8 16 16 5.6
CriticTrain  trainer[01-16] 8 4 4 2 20.8
ActorTrain  trainer[01-16] 2 16 4 2 108.0

Table 2: Device allocations and parallelization strategies for the 70B Actor and 7B critic searched case in Table 6.

DeviceMesh TP PP DP #Micro-Batches Time

ActorGen trainer[01-16] 8 4 4 8 241.8
RewlInf trainer[01-16] 8 4 4 8 12.6
RefInf trainer[01-16] 8 4 4 8 63.5
CriticInf trainer[01-16] 8 4 4 8 12.5
CriticTrain  trainer[01-16] 8 4 4 8 35.7
ActorTrain  trainer[01-16] 8 4 4 8 163.4

Table 3: Device allocations and parallelization strategies for the 70B Actor and 7B critic heuristic case in Table 6.

DeviceMesh TP PP DP #Micro-Batches Time

ActorGen trainer[01-02] 2 2 4 1 16.3
RewlInf trainerQ1 2 1 4 16 6.0
RefInf trainer02 1 2 4 16 8.0
CriticInf trainer[01-02] 1 2 8 8 4.7
CriticTrain  trainer02 4 2 1 2 28.1
ActorTrain  trainerO1 2 4 1 2 26.6

Table 4: Device allocations and parallelization strategies for the 7B Actor and 7B critic searched case in Table 6.

DeviceMesh TP PP DP #Micro-Batches Time

ActorGen trainer[01-02] 8 1 2 4 44.2
RewInf trainer[01-02] 8 1 2 4 7.3
RefInf trainer[01-02] 8 1 2 4 7.6
CriticInf trainer[01-02] 8 1 2 4 6.8
CriticTrain  trainer[01-02] 8 1 2 4 24.3
ActorTrain  trainer[01-02] 8 1 2 4 24.7

Table 5: Device allocations and parallelization strategies for the 7B Actor and 7B critic heuristic case in Table 6.
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Time (s) 7B +7B 70B + 7B
REAL  Heuristic | REAL  Heuristic
ActorGen
(with CUDAGraph) 16.3 44.2 185.1 241.8
ActorGen
(w.0. CUDAGraph) 34.5 104.6 185.1 241.8
RewlInf 6.0 7.3 5.6 12.6
RefInf 8.0 7.6 35.6 63.5
CriticInf 4.7 6.8 5.6 12.5
CriticTrain 28.1 24.3 20.8 35.7
ActorTrain 26.6 24.7 108.0 163.4
End2End
(with CUDAGraph) 64.0 122.6 383.1 546.8
End2End
(w.0 CUDAGraph) 82.2 183.0 547.4 912.3

Table 6: The RLHF wall time breakdown of two most common and representative cases. REAL reduces the end-to-end time
by accelerating individual model function calls as well as concurrently executing independent computations.

the vLLM generation engine separately. It allows the con-
current execution of actor and critic training. However, the
generation and training phase can not be executed concur-
rently due to data and parameter dependencies. This results
in a significant GPU idle time.

Similarly, NeMoAligner divides GPUs into 2 disjoint GPU
groups. Unlike OpenRLHEF, it locates actor training and gen-
eration on the same GPU group. It splits the computations
into micro batches and pipeline them to reduce the GPU
idle time. It exploits TRT-LLM (Nvidia, 2024) (supports
TP and resharding) as generation backend and Megatron-
LM (Shoeybi et al., 2019) as training backend (supports 3D
parallelization).

veRL supports colocating models on GPUs and split place-
ment of models on different GPU groups, including the
strategies adopted by three previous systems. It provides
different choices for the generation (SGLang (Zheng et al.,
2024) and vLLM (Kwon et al., 2023)) and training back-
end (Megatron-LM (Shoeybi et al., 2019) and Pytorch
FSDP (Zhao et al., 2023b)) to support different paralleliza-
tion strategies.

We list the version and backend of baseline systems used
in our experiments in Table 7. We remark that in this ex-
periment, REAL uses its own generation backend, model
and pipeline parallelization, and adopts tensor paralleliza-
tion and optimizer implementation from Megatron-LM. In
a more recent version of REAL, we also support vLLM and
SGLang as generation backend, which is not included in the
experiments in this paper.

Algorithm 1 Calculate TimeCost(G,,)

Require: The augmented dataflow graph G, = (V;, &), device
meshes D € D where D contains all valid device meshes in the
cluster.
ready_queue = PriorityQueue()// Sorted by v.ReadyTime
completed_set = Set() // Contains completed nodes
forv € V, do

if v.parents=() then
ready_queue.push(v)
end if
end for
while !ready_queue.empty() do
Node v = ready_queue.pop()
DeviceMesh D = v.device_mesh
// D.last record the last completed node from all devices
within D
v.StartTime = max{v.ReadyTime, D.last.EndTime}
v.EndTime = v.StartTime + TimeCost(v)
completed_set.add(v)
for D' € D do
if overlap(D, D) and D’ last.EndTime < D.last.EndTime
then
D’ last=v
end if
end for
for u € v.children do
u.ReadyTime = max{u.ReadyTime, v.EndTime}
if w € completed_set for all w € u.parents then
ready_queue.push(u)
end if
end for
end while
return max{v.EndTime |v € V,}
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System | Version | Generation Backend | Training Backend
DeepSpeedChat | commit f73a6ed | DeepSpeed v0.15.1 DeepSpeed v0.15.1
OpenRLHF v0.4.2 vLLM v0.4.2 DeepSpeed v0.15.0
NeMoAligner v0.4.0 TRT-LLM v0.10.0 | Megatron-LM v0.8.0
veRL 0.2.0.post2 vLLM v0.6.3 Pytorch FSDP v2.4.0

Table 7: The version, generation backend and training backend used in our baseline experiments.



